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Highlights:
What are the main findings?
• An extended (T, s, S) inventory control strategy is utilized to manage spare parts in customer nodes;
• A dynamic nonlinear programming model is developed for optimizing inventory control decisions and spare part supply decisions;
• An improved self-adaptive dynamic migrating PSO is proposed in which a novel environment change detection and response strategy is applied.

What are the implications of the main findings?
• Solving the joint optimization problem of spare part management and spare part supply chain network optimization under multiple supply periods;
• The improved dynamic particle swarm optimization algorithm has better computation efficiency and performance than the traditional algorithm.

Abstract: Spare parts are the critical operation asset for ensuring a production line keeps going, which significantly improves the performance of manufacturing enterprises. This article pays attention to the joint optimization of spare part management and spare part supply chain network optimization in multiple supply periods. An extended (T, s, S) inventory control strategy is utilized to manage spare parts in customer nodes which can determine supply time, consumption and demand. In this spare part supply chain, the supply environment is different in different periods, so the mathematical model and solution method should be able to respond to and detect the environment change quickly. Hence, a dynamic nonlinear programming model is developed for optimizing inventory control decisions and spare part supply decisions so as to minimize the total cost. Furthermore, an improved self-adaptive dynamic migrating particle swarm optimization algorithm is proposed to solve the optimization problem. In this algorithm, a novel environment change detection and response strategy is applied to deal with the dynamic period in the spare part supply chain network. The results obtained show that the improved algorithm improves the computation time by eight percent and has better computational efficiency compared with the traditional algorithm.
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1. Introduction

Spare parts (SPs) are a critical operational issue for improving equipment reliability, reducing production interruptions as well as enhancing the performance of manufacturing enterprises. The spare part revenue of Germany Dockomo Heavy Machinery Equipment Ltd. reached USD 370 million in 2010 [1]. Spare part management (SPM) has become an
important way to improve an enterprise’s economic profit and customer loyalty. Compared with machinery equipment, spare parts are specific products and operational assets, which is reflected in their common function and management characteristics [2]. Natural degradation and random failures, such as gear wear and broken teeth, are the key obstacles to equipment reliability and enterprise performance. Equipment failure without available spare parts will cause a large loss, and a delayed product supply will reduce customer loyalty.

Spare part management consists of all decisions and planning related to spare parts from spare part ordering to storage, classification, inventory management, logistics, and other issues [3,4]. The spare part supply chain includes spare part inventory control and spare part logistics. Although spare part management has a significant positive influence on enterprise performance, the spare part supply chain is ignored or considered a given network in most of the research relating to spare part management [3]. Most of the researchers distinguished between inventory management and the supply chain [5–8]. However, the spare part supply chain network supports the total SP-related issues, including inventory, order, distribution, transportation, and delivery, which significantly affect the efficiency of spare part management and the performance of the enterprise [9,10]. The joint optimization of spare part supply, inventory, and repair is an emerging area [10]. Thus, this research aims to integrate inventory control and network decisions involving spare part supply chain networks. The proposed joint optimization is developed on the basis of a generic three-echelon spare part supply chain network and inventory control strategy while aiming to minimize the total economic cost, consisting of the spare part ordering cost, transportation cost, inventory holding cost, and equipment breakdown loss.

A change in a spare part’s inventory level is caused by equipment maintenance demand. Replacement maintenance is considered in this paper because this maintenance mode involves replacing components and generates spare part demand. Most of the research focusing on spare part supply considers the demand as a fixed quantity which is disengaged from equipment maintenance activities [11,12]. In this paper, the spare part demand is caused by random equipment failure, which is subject to a common fixed distribution such as the Weibull distribution or exponential distribution.

Another important issue in supply chain optimization is the model solution. The proposed mathematical model is a dynamic nonlinear programming problem, which is difficult to find an appropriate method to solve [13]. The intelligent optimization algorithm has been proven to be an effective method for addressing nonlinear programming problems and other difficult optimization problems [14]. The typical heuristic algorithms are the genetic algorithm (GA), ant colony algorithm (ACO), bat algorithm (BA), and so on. However, the traditional algorithms are applied only to solve static optimization problems and not the dynamic optimization problems in this paper. Therefore algorithms such as particle swarm optimization (PSO) have problems with local convergence and a slow convergence speed. Hence, improved self-adaptive dynamic migrating PSO (SDMPSO) is proposed in this paper. On the basis of the framework of the traditional PSO, the improved SDMPSO can detect the change in the optimization environment and response through the operating population. Moreover, the self-adaptive inertia weight can efficiently improve the convergence performance compared with traditional PSO. Finally, SDMPSO adopts a self-adaptive migrating strategy to seek an excellent trade-off between local exploitation and global exploration of the proposed algorithm.

The construct of this paper is as follows. Section 2 represents the overview of some of the literature involving spare part management, joint optimization of supply and inventory, and model solution. Section 3 develops a multi-period, multi-echelon spare part supply chain network optimization model under the (T, s, S) inventory control policy. The proposed improved SDMPSO algorithm is developed in Section 4. Section 5 represents a numerical example. Some analyses of the results and sensitivity analyses are also conducted in Section 5. Finally, Section 6 presents the conclusions of this research.
2. Literature Review
2.1. Spare Part Management

Most of the literature involving spare part management has been carried out to optimize inventory control strategies. There are various inventory policies that are utilized to apply for various spare parts. Based on different reviewing methods, the inventory policies can be divided into continuous review policies and periodic review policies. According to the size of the spare part replenishment order, the policies can be divided into fixed quantity and variable quantity orders. Hence, on the basis of the aforementioned classification standards, each current inventory can be defined and classified clearly. The (T, Q) policy considers a periodic review with a fixed replenishment order size [15]. The (T, S) policy replenishes a variable number of spare parts under a periodic review [11]. The (s, S) policy adopts continuous review with a variable order quantity of spare parts [16]. The (s, Q) policy considers a continuous review strategy and replenishes spare parts when the stock level reaches certain reorder points [17]. Miranda et al. proposed a mixed-integer, nonlinear programming model considering inventory control and facility location based on the (s, Q) policy [18]. Al-Rifai et al. applied a heuristic algorithm to deal with the decision problem of reorder points and order quantity (R, Q) inventory policy [19]. Tagaras et al. studied the influence of emergency transportation on spare part inventory management under the (T, S) policy [20]. The aforementioned inventory control policies which are widely used have their own disadvantages. Continuous review policies cause a large inspection cost. Moreover, a fixed-quantity order may not be able to satisfy the spare part demand in the next period and cause a large breakdown loss. However, there are few studies focused on the integration of inventory control, supply, demand forecasting, and so on, which makes it difficult for managers to fully manage the entire spare part supply chain and improve its effectiveness. Hence, this paper studies the three-echelon spare part inventory and supply model under the (T, s, S) policy.

2.2. Spare Part Inventory Control

The most specific feature of SPM is the inventory control strategy. The most popular inventory control strategies are (s, S) policy, (T, S) policy, and (s, Q) policy [2,11]. The (s, Q) policy adopts a continuous review strategy with a fixed replenishment quantity. This policy generates a fixed number of spare part orders when the stock level decreases to a reorder point s. However, a fixed ordering quantity cannot satisfy spare part demand caused by random failure. The (s, S) strategy considers a continuous review with a fixed order quantity [21]. When the stock level reaches the reorder point s, this policy generates a number of orders which replenishes the stock level to the maximum stock level S. However, the continuous review strategy in both (s, Q) and (s, S) policy causes a lot of inspection costs. Hence, the (T, S) strategy considers a periodic review with a variable order quantity [22]. The stock level will be reviewed in a fixed period, and a replenishment order will be placed which replenishes the current stock level to the maximum stock level S. However, if the spare part stock at the time of review can satisfy the consumption of the next period, arriving spare parts will cause a lot of storage costs and transportation costs. The (T, s, S) inventory control policy can deal with the aforementioned problem and save a lot of spare part management costs [23]. This policy adopts a periodic review strategy with a variable spare part order quantity. The stock level will be reviewed with a fixed period of R units of time. When the spare part stock level is less than or equal to the reorder stock level s, a spare part order is generated and replenishes the current stock level to the maximum stock level S. Hence, this paper considers the (T, s, S) policy as the spare part inventory control policy. A comparison of spare part inventory control strategies is presented in Table 1.
Table 1. Comparison of inventory control strategies.

<table>
<thead>
<tr>
<th>Inventory Strategy</th>
<th>Inventory Inspection</th>
<th>Product Application Time</th>
<th>Number of Product Applications</th>
<th>Product Application Volume Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>(s, Q)</td>
<td>Continuous inspection</td>
<td>( I \leq s )</td>
<td>( Q )</td>
<td>Constant</td>
</tr>
<tr>
<td>(s, S)</td>
<td>Continuous inspection</td>
<td>( I \leq s )</td>
<td>( Q = S - I )</td>
<td>Variable</td>
</tr>
<tr>
<td>(T, S)</td>
<td>Periodic inspections</td>
<td>( I \leq S )</td>
<td>( Q = S - I )</td>
<td>Variable</td>
</tr>
<tr>
<td>(T, s, S)</td>
<td>Periodic inspections</td>
<td>( I \leq s )</td>
<td>( Q = S - I )</td>
<td>Variable</td>
</tr>
</tbody>
</table>

2.3. Spare Part Supply Chain

Most of the literature focuses on facility location problems on the basis of the multi-echelon spare part supply network. Francisco et. al. proposed a generic spare part supply chain network consisting of spare part suppliers, internal warehouses, and consumption points [24]. Jiao et. al. took the four-level spare part supply network of heavy trucks as the research object and formulated an “inventory-location” optimization model [25]. Therefore, different objective functions were considered in optimizing the spare part supply network. Wang et al. considered the maximum demand fill rate as the optimization objective [11]. Olsson et al. aimed to minimize the shortest lead time of spare part transportation [26].

Another important issue is the spare part supply lead time. The lead time is the time for the whole process, from placing spare part replenishment orders to receiving the arrived spare parts. Most of the literature considered the lead time as fixed content. Sven et al. took the lead time to be zero when studying a two-echelon inventory distribution system [27]. Lee et al. considered the lead time as a fixed number in their proposed inventory-transport supply model [28]. However, the lead time was limited by the supplier preparation time, transportation time, and so on. Hence, the lead time should not be determined to be content. As the above studies show, some critical parameters, such as the lead time, were considered content that did not correspond to actual spare part management. Hence, the spare part supply lead time is calculated by the transportation time between different layer facilities under (T, s, S) inventory control policy in this article.

2.4. Joint Optimization of Supply and Inventory

Joint optimization of inventory control and the spare part supply chain can efficiently improve the comprehensive performance of spare part management [2]. However, most of the literature focuses on the joint optimization of component maintenance and spare part inventory strategy. Zhao et. al. studied the joint optimization of periodic inspection policy and spare part ordering under the three-stage failure stage [29]. Kang et al. studied the replenishment optimization of a two-echelon supply chain which considered the inventory and transportation decision [30]. A heuristic algorithm was developed to solve their mixed-integer programming model. Shu et al. developed a special algorithm for coping with a transportation-inventory network design problem under stochastic demand [31]. Few works in the literature consider the joint optimization of the spare part supply chain and inventory control policy. Tapia-Ubeda et. al. formulated a spare part supply chain network optimization model under (s, Q), (T, s, S), and (S-1, S) inventory control policies [2]. The adopted policies are modeled based on the economic ordering quantity (EOQ) model, and the proposed model is solved by an improved benders decomposition algorithm (BD). As the above studies presented, there was a lack of efficient solution algorithms for solving the joint optimization problem of supply and inventory. Hence, in this article, an improved self-adaptive dynamic migrating particle swarm optimization algorithm is proposed to solve the optimization problem.
2.5. Model Solution

Most of the spare part management optimization models are single-period, single-objective linear programming models. For single-period supply optimization, many exact solutions and intelligent algorithms can solve it. Miranda et al. proposed a Lagrange relaxation algorithm to solve their mixed-integer nonlinear programming model [32]. Meanwhile, the single-period supply optimization problem can be considered a static optimization problem. The heuristic algorithm had excellent performance in solving static problems [28]. Schuster Puga et al. developed a novel heuristic method to solve a nonlinear supply chain network design problem that hybridizes inventory decisions and uncertain demand [33]. Their results presented that compared with the traditional method, the heuristic method can efficiently deal with a large-scale optimization problem. However, the proposed model in this paper is a multi-period nonlinear programming problem. Most nonlinear spare part supply problems are proven to be NP-hard problems [11]. There are few exact algorithms utilized to efficiently solve nonlinear problems. However, the meta-heuristic intelligent optimization algorithm is a valid solution method.

Moreover, the multi-period problem can be considered a dynamic optimization problem. The traditional static optimization algorithm cannot deal with the environment change at the beginning of each period. Hence, the environment detection and response strategy should be introduced into static algorithms so as to solve dynamic optimization problems. The environment change detection strategy consists of detecting fitness function changes and population convergence [34–36]. However, both of them need to reevaluate the population, resulting in high computation complexity. On the other hand, the research focusing on environment change response strategy is deepening. Grefenstette et al. proposed a novel dynamic genetic algorithm that can adapt to adjust its mutation parameters according to the population adaptability in a different environment [37]. Liu et al. developed an improved multi-swarm PSO algorithm for solving dynamic multi-objective optimization problems [38]. A similarity-based detection operator and a memory-based response mechanism were extended to deal with the dynamic environment. Wei et al. proposed a novel dynamic PSO algorithm for dealing with dynamic constraints. Their results illustrated that the improved algorithm could efficiently respond to a dynamic Pareto front varying over time [39].

3. Model Formulation

3.1. Problem Description

As is shown in Figure 1, the basic spare part supply chain network consists of spare part suppliers (SP suppliers), spare part distribution centers (SP distribution centers), and customers. The SP supplier provides spare parts for SP networks and satisfies spare part demand from the customer layer. The SP distribution center is responsible for spare part storage transported from the SP supplier and transshipment to the customer layer. The customer consumes spare parts and generates spare part demand. Each customer is made up of equipment inventory units and equipment maintenance units. In the equipment maintenance unit, spare part management is based on (T, s, S) inventory policy.

![Figure 1. The basic spare part supply chain network.](image-url)
Figure 2 represents the (T, s, S) inventory control policy. The (T, s, S) inventory policy is an improvement based on the (s, S) inventory policy. Compared with the continuous review in (s, S) policy, this inventory policy adopts a period review. In the (T, s, S) inventory policy, the spare part stock level is checked at the end of an infinite review period. If the current stock level is less than or equal to the safety stock level s, a spare part order is generated. However, if the stock level is more than the safety stock level s, there are no spare part orders. The amount of ordered spare parts is aimed to satisfy the spare part consumption in this operating period and lead time. Therefore, the size of the spare part order should replenish the stock level in the arrival time to the maximum stock level S.

Based on the above description, the size of the spare part order depends on the consumption of the customer layer in terms of supply interval and lead time. The components of the equipment are usually subject to a fixed lifetime distribution. Accordingly, the number of damaged components in a fixed period of time can be calculated. With the component of equipment damaged, the equipment maintenance units adopt replacement, which removes damaged components and replaces them with corresponding new spare parts. It can be seen that the amount of spare part demand is equal to the damaged components.

3.2. Model Formulation

The probability calculation of spare part consumption $s$ is as shown the following formula in a finite planning supply horizon $h$:

$$P(s) = F^s(h) - F^{s+1}(h)$$

(1)

where $F^s(h)$ is the $s$-fold convolution of the cumulative failure distribution function $F(h)$. In order to reach the demand satisfaction level of customer $k$ for spare parts, the amount of ordered spare parts can be calculated by the following formula:

$$P = \sum_{s=0}^{N} P(s) = \sum_{s=0}^{N} \left[ F^s(h) - F^{s+1}(h) \right]$$

(2)

where $N$ is the spare part demand of the customer and also the spare part consumption in the finite horizon $h$.

The stock level change due to the spare part consumption of customer $k$ is represented in Figure 2. The customers manage spare parts by the (T, s, S) inventory strategy. In
Figure 2, the x-axis indicates the time process of the spare part supply, and the y-axis denotes the stock level change. The customer test stock level has an infinite period $T$. The $\tau$th order period begins with the Order(R-1) moment and ends with Order(R). The spare part consumption in period $\tau$ consists of two components. One is the consumption in lead time, because there is a delay between placing spare part orders and the spare parts arriving, named delay consumption. The other is from spare parts arriving in the last supply period of spare part ordering, named general consumption.

The general spare part consumption in period $\tau$ can be calculated by Equation (3):

$$N^{T\tau}_k = n_k \cdot \inf \left\{ N^{T\tau}_k | P_k \geq \sum_{i=0}^{N^{T\tau}_k} \left[ F^i \left( T - L^{T\tau-1}_k \right) - F^{i+1} \left( T - L^{T\tau-1}_k \right) \right] \right\}$$ (3)

where $N^{T\tau}_k$ represents the amount of general spare part consumption. $L^{T\tau-1}_k$ indicates the lead time of the $(\tau - 1)$th ordering period.

The delay in the spare part consumption period $\tau$ can be obtained by Equation (4):

$$N^{T\tau}_k = n_k \cdot \inf \left\{ N^{T\tau}_k | P_k \geq \sum_{i=0}^{N^{T\tau}_k} \left[ F^i \left( L^{T\tau}_k \right) - F^{i+1} \left( L^{T\tau}_k \right) \right] \right\}$$ (4)

where $N^{T\tau}_k$ is the amount of delayed spare part consumption. $L^{\tau}_k$ shows the lead time of the $\tau$th ordering period.

Based on Equations (3) and (4), the total spare part consumption can be calculated by the following equation:

$$N^\tau_k = n_k \cdot \inf \left\{ N^\tau_k | P_k \geq \sum_{i=0}^{N^\tau_k} \left[ F^i \left( T - L^{\tau-1}_k + L^{\tau}_k \right) - F^{i+1} \left( T - L^{\tau-1}_k + L^{\tau}_k \right) \right] \right\}$$ (5)

3.3. Mathematical Model

The spare part supply optimization model minimizes the total cost, which consists of the spare part transport cost, customer inventory cost, ordering cost from spare part suppliers, and downtime loss from the cost of the equipment. The objective function is calculated as follows:

$$\min Z^\tau = C^{\text{trans}} + C^{\text{invent}} + C^{\text{order}} + C^{\text{down}}$$ (6)

where

$$C^{\text{trans}} = \sum_i \sum_j \text{sgn}(X^\tau_{ij}) \cdot C^{\text{trans}}_{ij} + \sum_j \sum_k \text{sgn}(X^\tau_{jk}) \cdot C^{\text{trans}}_{jk}$$ (7)

$$C^{\text{invent}} = \sum_k C^{\text{invent}}_k \cdot \sum_j X^\tau_{jk}$$ (8)

$$C^{\text{order}} = \sum_i C^{\text{order}}_i \cdot \sum_j X^\tau_{ij}$$ (9)

$$C^{\text{down}} = \sum_k n_k C^{\text{down}}_k \text{sgn}(-\min(S_k - N^\tau_k, 0))$$ (10)

Equation (6) represents the total cost of the spare part supply chain network in period $\tau$. Formula (7) indicates the spare part transport cost in period $\tau$, consisting of the transport process from SP suppliers to SP distribution centers and from SP distribution centers to customers. Equation (8) calculates the total spare part inventory cost for customers in period $\tau$. The total spare part ordering cost from SP suppliers can be obtained by Equation (9).

Equation (10) formulates the downtime loss cost of the customers in a period $\tau$. The following is the expression of the downtime loss. When spare part replacement caused by equipment failure and a spare part shortage happen at about the same time, customers will incur equipment downtime loss until the replenished spare parts arrive.
In Equation (10), \( \text{sgn}(x) \) is the step function, which is used to indicate a spare part shortage. When \( x \) is greater than zero, the function takes the value of one. When \( x \) is equal to zero, the value of the step function is equal to zero. When \( x \) is less than 0, the sign function takes the value of \(-1\). It can be seen that if \( S_k - N^\tau_k < 0 \) and \( \min(S_k - N^\tau_k, 0) < 0 \), then the current inventory level cannot satisfy the spare part consumption, which leads to a spare part shortage and equipment downtime loss. Therefore, \( \text{sgn}(\min(S_k - N^\tau_k, 0)) = 1 \), which means customer \( k \) has spare part demands and the equipment downtime loss cost of customer \( k \) is \( n_k c_{\text{down}} \). In other words, if \( S_k - N^\tau_k \geq 0 \) and \( \min(S_k - N^\tau_k, 0) \geq 0 \), then \( \text{sgn}(\min(S_k - N^\tau_k, 0)) = 0 \), which indicates the current spare part stock is able to satisfy maintenance demand, and the customer will not incur a breakdown loss.

The corresponding constraints of the spare part supply optimization model are as follows:

\[
N^\tau_k = n_k \cdot \text{inf}
\begin{bmatrix}
N^\tau_k | \forall_{k} \geq \sum_{i=0}^{N^\tau_k} \left[F^k\left(T - L_i^\tau - 1 + L_i^\tau\right) - F^{k+1}\left(T - L_i^\tau - 1 + L_i^\tau\right)\right]
\end{bmatrix}
\]

\[
d^\tau_k = \sum_j X_{ijk}^\tau = y^\tau_k \cdot \min(N^\tau_k, S_k)
\]

\[
\sum_i X_{ij}^\tau \geq \sum_k X_{jk}^\tau
\]

\[
\sum_i X_{ij}^\tau \leq \text{Cap}_j
\]

\[
L_k^\tau = \max\left(TT_{ij}^\tau \cdot X_{ij}^\tau\right) + \max\left(TT_{jk}^\tau \cdot X_{jk}^\tau\right)
\]

\[
L_k^0 = 0
\]

\[
\text{sgn}(X_{ij}^\tau) = \begin{cases} 1 & X_{ij}^\tau > 0 \\ 0 & X_{ij}^\tau = 0 \end{cases}
\]

\[
\text{sgn}(X_{jk}^\tau) = \begin{cases} 1 & X_{jk}^\tau > 0 \\ 0 & X_{jk}^\tau = 0 \end{cases}
\]

Equation (11) is used to indicate whether spare part ordering happens at order point \( \tau \), while \( y^\tau_k \) is an auxiliary binary variable. When the current spare part inventory level \( I_k(\tau) \) is less than or equal to the reorder point \( s_k \), \( y^\tau_k = 1 \), and the customer sends the spare part replenishment application. When \( I_k(\tau) \) is greater than \( s_k \), \( y^\tau_k = 0 \), and spare part orders will not happen in period \( \tau \). Equation (12) calculates the spare part consumption of customer \( k \) caused by equipment failure and replacement. Equation (13) is the demand constraint. On the one hand, the spare part inflow of customer \( k \) should be equal to the demand. On the other hand, spare part demand should be equal to the consumption in period \( \tau \).

The constraint in Equation (14) represents the flow balance constraint. The spare part inflow of SP distribution centers should be greater than or equal to the outflow. Equation (15) is the facility capacity constraint. The spare part inflow of SP distribution centers should not be more than the maximum capacity.

Equation (16) calculates the lead time in a period \( \tau \), which is equal to the sum of the transport time from an SP supplier to an SP distribution center and from an SP distribution center to a customer. Equation (17) indicates the lead time of the period 0, which is utilized to calculate the spare part consumption of the first period.

Equation (18) is utilized to indicate whether there is a spare part flow between the supplier \( i \) and the distribution center \( j \). Equation (19) represents whether there is a spare part flow between the distribution \( j \) and customer \( k \). Both of these equations are based on
the sign function. If there is a spare part flow between two different echelons of facilities, then \( \text{sgn}(X^T_{ij}) \) and \( \text{sgn}(X^T_{jk}) \) take the value of one; otherwise, the value of \( \text{sgn}(X^T_{ij}) \) and \( \text{sgn}(X^T_{jk}) \) is equal to zero.

The constraint in Equation (20) indicates the variable characteristics.

4. Self-Adaptive Dynamic Migrating Algorithm

The proposed mathematical model is a nonlinear integer programming problem. There are few appropriate and efficient exact algorithms for solving a complex nonlinear programming problem. However, meta-heuristic algorithms have been proven to efficiently solve nonlinear and complex optimization problems [11,28]. PSO, with its unique individual search mechanism and excellent population evolution method, is utilized to solve the proposed spare part supply optimization model.

The proposed multi-period spare part supply optimization model is a dynamic single-objective optimization problem. The spare part transportation lead time is different in each period, which leads to spare part demand changing with each period. Because the system parameters and corresponding constraints change in the multi-period dynamic optimization environment, the optimal population in the last period will be not suitable for the current optimization environment.

Compared to the dynamic optimization problem, the static optimization problem is solved in a fixed and static optimization environment. Therefore, the strategy for solving dynamic optimization problems is to divide them into several static optimization problems based on periodic steps. Then, the environment change detection mechanism and response mechanism are utilized to build a connection between several static optimization problems. The static optimization problem is solved by the proposed self-adaptive optimization algorithm. Therefore, the keys to solving dynamic optimization problems are an efficient environment change detection strategy and environment change response strategy.

4.1. Traditional Algorithm

The particle swarm algorithm, as a swarm intelligence optimization algorithm, simulates the bird swarm random search mechanism to solve a complex mathematical model. The random search is based on the global optimal position and personal optimal position. The position updating Equation (21) and velocity updating Equation (22) are as follows:

\[
v_i(k+1) = w \cdot v_i(k) + c_1 \cdot \text{rand}_1 \cdot (pbest(k) - x_i(k)) + c_2 \cdot \text{rand}_2 \cdot (gbest(k) - x_i(k)) \tag{21}
\]

\[
x_i(k+1) = x_i(k) + v_i(k+1) \tag{22}
\]

where \( v_i(k+1) \) and \( v_i(k) \) represent the search velocity of particle \( i \) in the \((k+1)\)th and \( k \)th iterations, respectively, \( x_i(k+1) \) and \( x_i(k) \) indicate the current position of particle \( i \) in the \((k+1)\)th and \( k \)th iteration, respectively, \( gbest(k) \) is the global optimal position of the whole particle population, \( pbest(k) \) is the personal optimal position of particle \( i \), \( w \) is the inertia weight that controls the influence of the previous iteration of particles on the current particles, \( c_1 \) and \( c_2 \) are the cognitive learning coefficient and social learning coefficient, which measure the influence degree of the global best solution and personal best solution on the particles, respectively, and \( \text{rand}_1 \) and \( \text{rand}_2 \) are two different random numbers that are subject to uniform distribution. The flow chart of the traditional PSO algorithm is illustrated in Figure 3, and its special steps are illustrated as follows.

Step 1: Initialize the algorithm parameters: maximum iteration, population size, and individual dimension;

Step 2: Initialize the population;

Step 3: Initialize the position and velocity of the particle, the global best position, and the personal best position;

Step 4: Update the position and velocity of particles based on Equations (21) and (22);

Step 5: Calculate the fitness function value of each particle;
Step 6: Generate offspring populations by comparing fitness function superiority and inferiority relationships;

Step 7: Repeat steps 4–6 until the algorithm termination condition is met. Finally, output the optimal solution.

Figure 3. The flow chart of traditional PSO.

However, there are several disadvantages to the traditional PSO algorithm:

1. The values of some parameters should be set manually or obtained through extensive experiments. Therefore, in the case of several parameters involved, the optimal combination is difficult to determine, especially when solving multi-period dynamic optimization problems. For dealing with the above problems, most of the research proposed some methods, such as a self-adaptive strategy [40–42].

2. When solving complex and nonlinear programming models, the PSO algorithm may fall into local convergence. It is expected that the PSO algorithm has excellent population diversity by global searching in the initial iteration and an excellent local search ability for better convergence in later iterations. There are also many strategies such as the levy fly strategy based on the self-adaptive fly probability [11].

4.2. Environment Change Detection and Response Mechanism

The optimization environment will change with the system parameters changing in multi-period dynamic optimization problems. The environment change detection mechanism and response mechanism are the most important parts of the dynamic optimization algorithm. Most of the detection mechanisms are utilized to detect the environmental change; that is to say, compared with the previous period, they detect whether the optimization environment and function mapping relation change at the current moment.

There are two kinds of common detection mechanisms: reevaluating partial particles and estimating the fitness function distribution of the population. Both detection mechanisms need to reevaluate and verify the fitness function values of the population so as to result in the high computational complexity of the dynamic PSO algorithm. Therefore, a system parameter-based environment change detection factor is proposed. This detection
factor directly detects the possible change in system parameters instead of partial particles or the particle population:

\[
Detector_t = \prod_{m=1}^{M} \left(1 - \text{sgn}\left(|C_m^t - C_m^{t-1}|\right)\right)
\]  

(23)

Suppose that there are \(M\) system parameters in the proposed spare part supply optimization model. \(C_m^t\) represents the system parameter of the \(t\)th iteration, while \(C_m^{t-1}\) indicates the parameters of the \((t-1)\)th iteration. The sign function is utilized to measure whether the system parameter of the current iteration is compared with the previous iteration. For a single system parameter, when the \(m\)th system parameter changes, the sign function is equal to one, and when this parameter does not change, the sign function takes the value of zero. For all system parameters, if any of the system parameters change, the \(Detector_t\) takes the value zero. Only when there are no system parameters that change is the value of \(Detector_t\) one.

Furthermore, the environment change response mechanism is the key to designing the dynamic PSO algorithm. When the optimization environment changes, the optimal particle population in the previous optimization environment does not apply to the new optimization environment. The response strategy is utilized to update the population so as to make the new population rapidly converge to the optimal solution. The most common response strategies are randomly initializing the population and inheriting the optimal population.

The environmental change in the spare part supply system follows a periodic pattern such that the optimal population in the previous environment has an influence on the new environment and provides some information corresponding to population evolution. However, in the proposed supply chain network optimization model, the lead time, as a critical parameter, guides the evolution of the particles and is utilized to calculate other important parameters, such as consumption and demand. Therefore, in this paper, for improving the population diversity, a randomly initialized particle population is considered for the environment change response strategy.

4.3. Self-Adaptive Nonlinear Decreasing Inertia Weight

The inertia weight \(w\) controls the influence of previous particles on the current particles. In the process of PSO optimization, an inappropriate inertia weight will decrease the convergence rate and have a negative influence on the algorithm’s performance. Therefore, a self-adaptive nonlinear decreasing strategy for determining the inertia weight is proposed in this research. This self-adaptive nonlinear decreasing strategy determines the value of the inertia weight \(w\) based on the current algorithm iteration. Equation (24) calculates the self-adaptive inertia weight:

\[
w = w_{\text{max}} + (w_{\text{min}} - w_{\text{max}}) \cos\left(\frac{\pi}{2} \cdot \frac{iter}{\text{Maxiter}}\right)
\]  

(24)

where \(w_{\text{min}}\) is the minimum inertia weight and \(w_{\text{max}}\) is the maximum inertia weight. With the variable ranging from 0 to \(\pi/2\), the value of the cosine function is small and decreases rapidly in the early iteration, while it is large and decreases slowly in the later iteration.

4.4. Self-Adaptive Nonlinear Migrating Strategy

For dealing with the local convergence and avoiding premature phenomena, a self-adaptive nonlinear migrating strategy based on biological migration behavior was adopted to improve PSO performance. The migrating strategy is widely utilized to improve the global search ability of swarm intelligence algorithms. For example, the seagull optimization algorithm and sooty tern optimization algorithm introduce bird migration behavior to simulate global searching [43,44].
The process of particle migration happens after the position and velocity of the particle are updated based on Equations (21) and (22) in each iteration. The migrating behavior consists of three stages: collision avoidance, the movement toward the direction of the best particle, and updating close to the best particle.

Step 1: Collision avoidance

For avoiding a collision with the neighbor (other particles), an additional variable $A$ is adopted to calculate the new particle position:

$$C_i(\text{iter}) = A \cdot P_i(\text{iter})$$

(25)

where $C_i(\text{iter})$ represents the particle position that does not collide with other particles, $P_i(\text{iter})$ denotes the current position of the particle, $\text{iter}$ indicates the current number of iterations, and $A$ represents the particle movement in an infinite search space:

$$A = f_c - f_c(\text{iter/Maxiter})$$

(26)

In Equation (26), $f_c$ is a control variable to adjust the frequency of employing particle movement $A$, which decreases linearly from $f_c$ to 0 in the traditional migration strategy. The above process is presented in Figure 4.

![Figure 4. Collision avoidance of wolves.](image)

Step 2: The wolves moving toward the direction of the best particle

In the case of avoiding a collision in the particle swarm, the particle population converges toward the direction of the best particle position:

$$M_i = B \cdot (P_{\text{best}(\text{iter})} - P_i(\text{iter}))$$

(27)

Equation (27) indicates the position movement of particle $P_i$ toward the position of the best particle $P_{\text{best}}$. $B$ is responsible for seeking a trade-off between the exploration ability and exploitation ability:

$$B = 2A \cdot \text{rand}$$

where $\text{rand}$ is a random number that is subjected to the uniform distribution.

The above process is presented in Figure 5.

![Figure 5. Wolves moving toward the direction of the best particle.](image)
Step 3: Update close to the best particle
Finally, particle $i$ is guided by the best particle position, and its position is updated:

$$D_i(\text{iter}) = C_i(\text{iter}) + M_i(\text{iter})$$  \hspace{1cm} (28)$$

where $D_i(\text{iter})$ is the updated position of the particle. Based on Equations (25) and (27), Equation (28) can be transferred to the following form:

$$D_i(\text{iter}) = A \cdot P_i(\text{iter}) + 2A \cdot \text{rand} \cdot (P_{\text{best}}(\text{iter}) - P_i(\text{iter}))$$  \hspace{1cm} (29)$$

The above process is presented in Figure 6.

![Figure 6. Wolves updating close to the best particle.](image-url)

Step 4: The self-adaptive nonlinear weight coefficient
However, compared with the linear decreasing of the weight coefficient, the nonlinear decreasing method can efficiently improve the global search ability [45]. A nonlinear decreasing strategy based on the cosine function is improved in this research:

$$A = f_c - f_c \cdot \cos \left( \frac{\pi}{2} \cdot \frac{\text{iter}}{\text{Maxiter}} \right)$$  \hspace{1cm} (30)$$

Through the cosine function, in the early iteration, the influence of the best particle position on the current position is weakened so as to improve the early global search performance. With the PSO algorithm iteration process going on, the influence of the best particle is strengthened, which leads to other particles moving toward the direction of the best particle.

4.5. Pseudocode Implement
The flow chart of the proposed improved self-adaptive dynamic migrating PSO algorithm is shown in Figure 7, and its specific steps are as follows:

Step 1: Initialize the algorithm parameters: maximum iteration, population size, and individual dimension.
Step 2: Detect whether the optimization environment changes based on the proposed environment change detection mechanism. If the environment changes, then initialize the population; otherwise, inherit the previous population.
Step 3: Initialize the position and velocity of the particle, the global best position, and the personal best position.
Step 4: Update the position and velocity of the particles based on Equations (21) and (22).
Step 5: Update the positions of the particles according to the self-adaptive migrating strategy.
Step 6: Calculate the fitness function value of each particle.
Step 7: Generate offspring populations by comparing fitness function superiority and inferiority relationships.
Step 8: Repeat steps 4–7 until the algorithm termination condition is met. Finally, output the optimal solution.
Step 1: Initialize the algorithm parameters: maximum iteration, population size, and individual dimension.

Step 2: Detect whether the optimization environment changes based on the proposed environment change detection mechanism. If the environment changes, then initialize the population; otherwise, inherit the previous population.

Step 3: Initialize the position and velocity of the particle, the global best position, and the personal best position.

Step 4: Update the position and velocity of the particles based on Equations (21) and (22).

Step 5: Update the position of the particles according to the self-adaptive migrating strategy.

Step 6: Calculate the fitness function value of each particle.

Step 7: Generate offspring populations by comparing fitness function superiority and inferiority relationships.

Step 8: Repeat steps 4–7 until the algorithm termination condition is met. Finally, output the optimal solution.

Figure 7. The flow chart of SDMPSO.

4.6. Fitness Function Calculation

The proposed nonlinear optimization model is a single-objective optimization model with equality constraints and inequality constraints. Hence, the fitness function is calculated as the sum of the objective function and total constraint violations:

\[ f(\vec{x}) = O(\vec{x}) + M \cdot V(\vec{x}) \]  

(31)

where \( O(\vec{x}) \) represents the objective function, \( V(\vec{x}) \) indicates the total constraint violations, and \( M \) is the constraint penalty coefficient, which is utilized to measure the degree to which the individual conforms to the constraints.

On the basis of the constraints set in the proposed model, the constraint violation function \( V(\vec{x}) \) is defined in the following form:

\[ V(\vec{x}) = \sum_{l=1}^{L} C_l(\vec{x}) \]  

(32)
where \( L \) is the number of constraints. Suppose that \( g_l(\vec{x}) \) is the equality constraints and \( h(\vec{x}) \) is the inequality constraints. \( C_l(\vec{x}) \) is calculated by Equation (33):

\[
C_l(\vec{x}) = \begin{cases} 
\max (g_l(\vec{x}), 0) & g_l(\vec{x}) \leq 0 \\
\max (h_l^2(\vec{x}), 0) & h_l(\vec{x}) = 0
\end{cases}
\]  

(33)

5. Numerical Experiment

5.1. Case Description

This section represents a set of numerical instances for validating the proposed spare part supply chain network optimization model and improved SDMPSO. In our numerical case, one SP supplier, three SP distribution centers, and six customers were predetermined to make up the three-echelon spare part supply chain network. When equipment fell into failure and needed components replaced, replacement repair was adopted. The lifetime distributions of the corresponding components and spare parts were known and are represented in Table A1 of the Appendix A.

Tables A2–A4 in the Appendix A represent some parameters involving the three-echelon spare part supply chain network under the \((T, s, S)\) inventory control policy. Table A2 consists of the amount of equipment \( n_k \) for the customers, the reorder stock level \( s_k \), the maximum stock level \( S_k \), the values of the standard normal distribution \( \mu_k \), and the demand fill rate \( P_k \). The various costs related to supply and inventory are shown in Tables A2–A4. The inventory cost and downtime loss for customers are shown in Table A2. The transportation costs between two different echelons of facilities are shown in Table A3. Table A4 indicates the transportation times from the suppliers to the distribution centers and from the distribution centers to customers. It should be mentioned that because of random disruptions in the transportation system, the value of the transportation time is supposed to be subject to uniform distribution. Therefore, the spare part ordering cost \( C_{\text{order}}^i \) in the supplier took on a value of 1000.

The whole spare part supply planning horizon was divided into six periods, and each period was set to 5000 h. The proposed optimization model was solved on a laptop computer with an Intel(R) Core(TM) i7-6700HQ CPU @ 2.60GHz and 16.00 GB RAM environment.

The algorithm parameters of the proposed SDMPSO are as follows: maximum iteration number = 1000, maximum inertia weight = 0.9, minimum inertia weight = 0.4, population size = 150, individual dimension = 21, cognitive learning coefficient = 1.4962, social learning coefficient = 1.4962, and fixed inertia weight = 0.7298.

5.2. Results Analyses

The multi-period spare part supply chain network optimization model was solved by the proposed SDMPSO. The experiment was carried out five times. In Figure 8, the black part represents the convergence curves of the algorithm fitness function, the red part indicates the objective function, and the blue part is the total constraint violation. The x-axis indicates the current number of algorithm iterations, and the y-axis represents the corresponding value of the corresponding function. Because the optimization environment changed every 1000 iterations, the coordinate scales of the x-axis were spaced 1000 places apart.
5.3. Sensitivity Analyses

This section is dedicated to performing sensitivity analyses on critical model parameters and improved algorithm strategies, which are illustrated in Table 3.

Table 3. Related works on sensitivity analyses.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Object</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model parameters</td>
<td>Improved and traditional (T, s, S) inventory policy</td>
<td>Section 5.3.1</td>
</tr>
<tr>
<td></td>
<td>Failure rate</td>
<td>Section 5.3.2</td>
</tr>
<tr>
<td></td>
<td>Reorder stock level</td>
<td>Section 5.3.3</td>
</tr>
<tr>
<td></td>
<td>Maximum stock level</td>
<td>Section 5.3.4</td>
</tr>
<tr>
<td>Improved algorithm strategies</td>
<td>Migrating strategy</td>
<td>Section 5.4.1</td>
</tr>
<tr>
<td></td>
<td>Inertia weight</td>
<td>Section 5.4.2</td>
</tr>
<tr>
<td></td>
<td>Response strategy</td>
<td>Section 5.4.3</td>
</tr>
</tbody>
</table>

5.3.1. Two Kinds of Inventory Policy

In this section, two different inventory control policies are utilized to perform sensitivity analysis. Model 1 represents the proposed model in Section 3. The spare part consumption during the lead time was not taken into consideration in model 2, which is shown in the following equation:

\[
\sum_{k} \left( s_k - N_k \right) \leq T_k
\]

As is shown in Table 4, there was a large number of equipment breakdowns in each period on the basis of model 2. Moreover, compared with the traditional (T, s, S) inventory control policy, the improved (T, s, S) policy could save more in terms of spare part supply costs and breakdown losses.
Table 3. Related works on sensitivity analyses.
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<thead>
<tr>
<th>Dimension</th>
<th>Object</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model parameters</td>
<td>Improved and traditional (T, s, S) inventory policy</td>
<td>Section 5.3.1</td>
</tr>
<tr>
<td></td>
<td>Failure rate</td>
<td>Section 5.3.2</td>
</tr>
<tr>
<td></td>
<td>Reorder stock level</td>
<td>Section 5.3.3</td>
</tr>
<tr>
<td></td>
<td>Maximum stock level</td>
<td>Section 5.3.4</td>
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<tr>
<td>Improved algorithm strategies</td>
<td>Migrating strategy</td>
<td>Section 5.4.1</td>
</tr>
<tr>
<td></td>
<td>Inertia weight</td>
<td>Section 5.4.2</td>
</tr>
<tr>
<td></td>
<td>Response strategy</td>
<td>Section 5.4.3</td>
</tr>
</tbody>
</table>

5.3.1. Two Kinds of Inventory Policy

In this section, two different inventory control policies are utilized to perform sensitivity analysis. Model 1 represents the proposed model in Section 3. The spare part consumption during the lead time was not taken into consideration in model 2, which is shown in the following equation:

\[
N^*_k = n_k \cdot \inf \left\{ N^*_k \mid P_k \geq \sum_{s=0}^{N^*_k} \left[ F^s(T) - F^{s+1}(T) \right] \right\} \tag{34}
\]

As is shown in Table 4, there was a large number of equipment breakdowns in each period on the basis of model 2. Moreover, compared with the traditional (T, s, S) inventory control policy, the improved (T, s, S) policy could save more in terms of spare part supply costs and breakdown losses.

Table 4. Results of two inventory policies.

<table>
<thead>
<tr>
<th>Cost</th>
<th>Consumption</th>
<th>Lead Time</th>
<th>Down Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>4,993,064</td>
<td>[66, 80, 35, 55, 73, 79]</td>
<td>[1721, 1720, 1707, 1711, 1719, 1718]</td>
</tr>
<tr>
<td></td>
<td>8,023,943</td>
<td>[55, 71, 35, 41, 59, 68]</td>
<td>[1718, 1717, 1705, 1705, 1717, 1716]</td>
</tr>
<tr>
<td></td>
<td>8,102,537</td>
<td>[53, 68, 35, 48, 60, 69]</td>
<td>[1743, 1744, 1736, 1735, 1747, 1744]</td>
</tr>
<tr>
<td></td>
<td>8,135,761</td>
<td>[56, 71, 35, 49, 59, 71]</td>
<td>[1734, 1734, 1722, 1725, 1731, 1730]</td>
</tr>
<tr>
<td></td>
<td>7,907,696</td>
<td>[57, 71, 34, 39, 60, 70]</td>
<td>[1712, 1711, 1699, 1701, 1713, 1709]</td>
</tr>
<tr>
<td></td>
<td>7,991,756</td>
<td>[57, 70, 34, 47, 62, 70]</td>
<td>[1722, 1720, 1713, 1713, 1721, 1720]</td>
</tr>
<tr>
<td>Model 2</td>
<td>6,822,275</td>
<td>[66, 80, 35, 55, 71, 79]</td>
<td>[1741, 1737, 1728, 1729, 1738, 1739]</td>
</tr>
<tr>
<td></td>
<td>10,130,735</td>
<td>[55, 70, 34, 47, 60, 69]</td>
<td>[1737, 1737, 1727, 1729, 1736, 1738]</td>
</tr>
<tr>
<td></td>
<td>7,787,486</td>
<td>[54, 70, 35, 48, 60, 69]</td>
<td>[1748, 1744, 1738, 1735, 1744, 1746]</td>
</tr>
<tr>
<td></td>
<td>8,890,965</td>
<td>[54, 70, 35, 41, 60, 69]</td>
<td>[1706, 1704, 1694, 1692, 1705, 1702]</td>
</tr>
<tr>
<td></td>
<td>7,000,357</td>
<td>[55, 71, 36, 40, 60, 69]</td>
<td>[1713, 1711, 1705, 1702, 1714, 1712]</td>
</tr>
<tr>
<td></td>
<td>8,265,603</td>
<td>[55, 69, 34, 47, 59, 71]</td>
<td>[1728, 1731, 1719, 1719, 1730, 1727]</td>
</tr>
</tbody>
</table>

5.3.2. Sensitivity Analyses of the Failure Rate

In this section, for analyzing the impact of the equipment failure rate \( \lambda \) on the spare part supply process, the model is solved with different values for the failure rate, and the obtained results are shown in Table A5 of the Appendix A. The failure rates took on the values of \( 1 \times 10^{-4}, 1.25 \times 10^{-4}, 1.5 \times 10^{-4}, 2 \times 10^{-4}, 4 \times 10^{-4}, \) and \( 6 \times 10^{-4} \). It can be seen in Table A5 that with the increase in the equipment failure rate, spare part consumption increased. This is because the greater failure rate resulted in more equipment falling into failure and more repair demands. Secondly, when the failure rate reached \( 2 \times 10^{-4} \), there
were breakdown losses. In this case, an excessive failure rate led to too much equipment falling into failure. Therefore, too many repair demands led to the spare part inventory for customers running out, causing the breakdown of the equipment and resulting in breakdown losses. Thirdly, the total cost of the excessive failure rates was greater than the cost without equipment breakdowns happening.

As is illustrated in the expected cost of Table A1, the total cost in the entire planning horizon increased with the equipment failure rate increasing. Therefore, in real-world spare part inventory control and supply, equipment breakdowns should be eliminated as much as possible, or the breakdown time should be decreased by timely replenishment and safe stock levels. On the other hand, the equipment failure rate should be decreased by some efficient methods, such as preventive maintenance.

5.3.3. Sensitivity Analyses of the Reorder Stock Level

This section is dedicated to analyzing the impact of the reorder stock level on spare part inventory control and supply. For this purpose, the model was solved according to five scenarios based on different reorder stock levels (−3, −6, based case, +3, and +6), and the results are shown in Table A6 of Appendix A. The reorder stock level is utilized to determine whether a spare part replenishment order is placed. As is depicted in Table A6, there was an equipment breakdown in the first period of scenario 1. This is because too low a reorder stock point will determine that spare part replenishment is not needed. However, the surplus inventory in the previous period cannot satisfy the spare parts consumption in the current period.

The expected cost of Table A6 shows the change in the expected total cost in the entire planning horizon with the reorder stock level increasing. In scenarios 1–3, increasing the reorder stock level led to an increase in the total cost. A lower reorder stock level would induce fewer spare part replenishment times so as to lessen the cost. However, the probability of equipment breaking down would increase. On the other hand, increasing the reorder stock level resulted in a decrease in the total cost from scenario 3 to scenario 5. An excessive reorder stock level leads to more ordering times but decreases the order quantity in spare part replenishment. Hence, setting up a reasonable reorder stock level can improve the economic performance of the spare part supply network.

5.3.4. Maximum Stock Level

This section is dedicated to performing sensitivity analyses on the maximum stock level in five scenarios over the planning horizon (−5, −10, base case, +5, and +10). The obtained results are represented in Table A7 of Appendix A.

Table A7 shows that there were equipment breakdowns in scenario 1 and scenario 2. The above phenomenon is because, in the case of the same spare part consumption, the scenarios with lower maximum inventory stock levels could not afford the repair demands. As is illustrated by the expected cost in Table A7, the increase from scenario 1 to scenario 3 led to a small increase in the total cost. This is because the lower maximum stock level resulted in more replenishment order times with small order quantities. On the contrary, the increase from scenario 3 to scenario 5 led to a decrease in the total cost over the planning horizon. Based on the analyses of the aforementioned results, the impact of the maximum stock level on the total cost is nonlinear and monotone, so the maximum stock level should be reasonable.

5.4. Algorithm Efficiency Analyses

This section is dedicated to performing sensitivity analyses for investigating algorithm performance under different strategies. The proposed SDMPSO adopts the self-adaptive nonlinear decreasing inertia weight and self-adaptive nonlinear migrating strategy. The following results from the analyses were determined to evaluate algorithm efficiency based on different inertia weight strategies and different migrating strategies.
5.4.1. Migrating Strategy

In the first section, on the basis of adopting the same self-adaptive nonlinear decreasing inertia weight strategy, three different migrating strategies were utilized to investigate the performance of SDMPSO. For this purpose, the self-adaptive nonlinear migrating strategy, self-adaptive linear migrating strategy, and the improved PSO without migrating strategy were investigated.

It can be seen from Figure 9 that the algorithms with the three migrating strategies could be converted to the optimal solutions. Moreover, from Figure 9, the fitness value of the nonlinear migrating strategy was greater than PSO with and without the linear migrating strategy.

Figure 9. Convergence curve in the case of three migrating strategies.

It can be seen in Table 5 that the CPU time of the algorithm with the migrating strategy was greater than that without the migrating strategy, which shows that PSO with the migrating strategy had a more excellent calculation efficiency and convergence rate. Moreover, PSO with an improved nonlinear migrating strategy had less CPU time than that with a traditional linear migrating strategy, which proves the effectiveness of improved SDMPSO. The results show that the improved algorithm improved the computation time by 8 percent compared with the traditional algorithm.

Table 5. CPU times of different migrating strategies.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>CPU Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-adaptive nonlinear migrating</td>
<td>369.330884</td>
</tr>
<tr>
<td>Self-adaptive linear migrating</td>
<td>393.003963</td>
</tr>
<tr>
<td>Without migrating</td>
<td>401.182240</td>
</tr>
</tbody>
</table>
5.4.2. Inertia Weight

In this section, the obtained results and CPU times of three different inertia weight strategies are compared in the case of adopting the same self-adaptive nonlinear migrating strategy. The three inertia weight strategies were the proposed nonlinear decreasing inertia weight, linear decreasing inertia weight, and fixed inertia weight. As is shown in Table 6, the CPU time of SDMPSO was greater than that of PSO with the linear decreasing strategy or fixed inertia weight, which was due to the characteristic of the cosine function shown in Section 4.5.

Table 6. CPU times of different inertia weight strategies.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>CPU Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonlinear decreasing inertia weight + nonlinear migrating</td>
<td>369.330884</td>
</tr>
<tr>
<td>Linear decreasing inertia weight + nonlinear migrating</td>
<td>382.907530</td>
</tr>
<tr>
<td>Fixed inertia weight + nonlinear migrating</td>
<td>371.413884</td>
</tr>
</tbody>
</table>

Figure 10 shows the convergence curve of the objective function and fitness function with three different inertia weight strategies. The x-axis denotes the number of iterations. The y-axis indicates the value of the objective function and fitness function. In Figure 10, the three inertia weight strategies have similar convergence curves. Therefore, in the case of the three strategies, the obtained optimal solutions were feasible. The different inertia weight strategy had a more positive influence on the convergence velocity but less impact on the population diversity.

Figure 10. Convergence curve in the case of three inertia weight strategies.

5.4.3. Response Strategy

This section is dedicated to performing algorithm efficiency analyses for comparing two different response strategies. The environment response strategy was determined by the characteristics of dynamic optimization problems. Hence, randomly initializing
the population strategy (strategy 1) and the inheriting of a previous population strategy (strategy 2) were utilized to investigate the validity and suitability of different response strategies. For avoiding early local convergence, a self-adaptive nonlinear migrating strategy was utilized to improve the population diversity after detecting the environmental change. The obtained results are shown in Figure 11. Figure 11 depicts that the algorithm with two response strategies could be converged to the global optimal solutions. However, in the case of inheriting the previous population, after progressing to the next period, the algorithm could rapidly search for the optimal solution.

![Convergence curve in the case of two different response strategies.](image)

**Figure 11.** Convergence curve in the case of two different response strategies.

### 6. Conclusions

This research addresses a multi-period multi-echelon spare part supply chain network optimization problem under the (T, s, S) inventory control policy. A period review with a variable order quantity strategy was utilized to determine the supply time, amount of spare part demand, and lead time. Based on the (T, s, S) inventory control policy and three-echelon spare part supply chain network, a joint optimization model of inventory and supply was proposed. However, the model is a nonlinear, non-convex, and multi-period dynamic problem, so it is difficult to seek a traditional method to solve it. An improved PSO named SDMPSO with a novel environment change detection strategy was proposed. For improving the convergence velocity, a self-adaptive nonlinear decreasing inertia weight strategy was adopted into an improved PSO algorithm. For balancing the population diversity and convergence efficiency, a self-adaptive nonlinear migrating strategy was adopted. The proposed model and improved algorithm were validated by a numerical case study. The parameter sensitivity analyses can provide a reference for real-world spare part management, such as reasonable maximum stock levels and reorder stock points. The algorithm efficiency analyses proved the improved SDMPSO’s superiority and correctness.

In this paper, the equipment was considered to be subject to exponential distribution. Future research can focus on different lifetime distributions, such as the Weibull distribution. Furthermore, some spare part demand may be emergent, so emergency distribution from...
suppliers to customers and the lateral transition between customers can be taken into consideration in designing a spare part supply chain network.
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**Abbreviations**

- $i$ Index of SP supplier, where $i = 1, 2, \ldots, I$
- $j$ Index of SP distribution centers, where $j = 1, 2, \ldots, J$
- $k$ Index of customers, where $k = 1, 2, \ldots, K$
- $T$ The SP ordering interval
- $\tau$ The SP supply period
- $H$ The entire SP supply planning horizon
- $s_k$ The reorder stock level of a customer $k$
- $S_k$ The maximum stock level of a customer $k$
- $n_k$ Amount of equipment with a customer $k$
- $F(h)$ The cumulative failure distribution function of a spare part
- $f(h)$ The probability density function of spare part failure
- $C_{\text{trans}}^{ij}$ Transport cost of a unit in kg of spare parts from SP supplier $i$ to SP distribution center $j$
- $C_{\text{trans}}^{jk}$ Transport cost of a unit in kg of spare parts from SP distribution center $j$ to customer $k$
- $C_{\text{invent}}^k$ Inventory cost of a unit of spare parts for customer $k$
- $C_{\text{order}}$ Ordering cost of a unit of spare parts for SP supplier $i$
- $C_{\text{down}}^k$ Downtime loss cost of a unit of equipment for customer $k$
- $Cap_j$ Maximum capacity of SP distribution center $j$
- $L_k(\tau)$ Spare part inventory level of a customer $k$ at $\tau$ moment
- $TT_{\text{trans}}^{ij}$ Transport time of a unit of spare parts from SP supplier $i$ to SP distribution center $j$
- $TT_{\text{trans}}^{jk}$ Transport time of a unit of spare parts from SP distribution center $j$ to customer $k$
- $d_k^\tau$ Spare part demand of customer $k$ in period $\tau$
- $\sum_i X_{ij}^\tau$ Number of spare parts transported from SP supplier $i$ to SP distribution center $j$ in period $\tau$
- $\sum_k X_{jk}^\tau$ Number of spare parts transported from SP distribution center $j$ to customer $k$ in period $\tau$

**Appendix A**

**Table A1.** Parameters of spare part lifetime distribution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Failure Rate ($\lambda$)</td>
<td>$2 \times 10^{-4}$</td>
</tr>
<tr>
<td>Cumulative distribution function</td>
<td>$F(t) = 1 - e^{-\lambda t}$</td>
</tr>
<tr>
<td>N convolution of cumulative distribution function</td>
<td>$F^*(t) = \sum_{n=1}^{\infty} \frac{1}{n!} (\lambda t)^n e^{-\lambda t}$</td>
</tr>
</tbody>
</table>
Table A2. Parameters of spare part supply network and inventory control policy.

<table>
<thead>
<tr>
<th>Customer</th>
<th>$n_k$</th>
<th>$s_k$</th>
<th>$S_k$</th>
<th>$P_k$</th>
<th>$\mu_k$</th>
<th>$C_k^{invent}$</th>
<th>$C_k^{down}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customer 1</td>
<td>11</td>
<td>30</td>
<td>85</td>
<td>99.60%</td>
<td>2.65</td>
<td>200</td>
<td>17,500</td>
</tr>
<tr>
<td>Customer 2</td>
<td>10</td>
<td>30</td>
<td>88</td>
<td>99.95%</td>
<td>3.28</td>
<td>220</td>
<td>18,000</td>
</tr>
<tr>
<td>Customer 3</td>
<td>5</td>
<td>35</td>
<td>85</td>
<td>99.83%</td>
<td>2.93</td>
<td>200</td>
<td>20,000</td>
</tr>
<tr>
<td>Customer 4</td>
<td>8</td>
<td>35</td>
<td>90</td>
<td>99.77%</td>
<td>2.84</td>
<td>210</td>
<td>12,000</td>
</tr>
<tr>
<td>Customer 5</td>
<td>12</td>
<td>34</td>
<td>96</td>
<td>98.87%</td>
<td>2.28</td>
<td>250</td>
<td>10,000</td>
</tr>
<tr>
<td>Customer 6</td>
<td>10</td>
<td>28</td>
<td>80</td>
<td>99.96%</td>
<td>3.33</td>
<td>225</td>
<td>15,000</td>
</tr>
</tbody>
</table>

Table A3. Transportation cost of unit spare parts.

<table>
<thead>
<tr>
<th>Supplier</th>
<th>Customer 1</th>
<th>Customer 2</th>
<th>Customer 3</th>
<th>Customer 4</th>
<th>Customer 5</th>
<th>Customer 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution center 1</td>
<td>800</td>
<td>85</td>
<td>55</td>
<td>95</td>
<td>100</td>
<td>85</td>
</tr>
<tr>
<td>Distribution center 2</td>
<td>1000</td>
<td>80</td>
<td>75</td>
<td>85</td>
<td>75</td>
<td>85</td>
</tr>
<tr>
<td>Distribution center 3</td>
<td>950</td>
<td>100</td>
<td>80</td>
<td>90</td>
<td>80</td>
<td>80</td>
</tr>
</tbody>
</table>

Table A4. Transportation time between two echelons of facilities.

<table>
<thead>
<tr>
<th>Supplier</th>
<th>Customer 1</th>
<th>Customer 2</th>
<th>Customer 3</th>
<th>Customer 4</th>
<th>Customer 5</th>
<th>Customer 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distribution center 1</td>
<td>U(1450,1500)</td>
<td>U(45,50)</td>
<td>U(15,20)</td>
<td>U(25,30)</td>
<td>U(35,40)</td>
<td>U(45,50)</td>
</tr>
<tr>
<td>Distribution center 2</td>
<td>U(1550,1600)</td>
<td>35</td>
<td>50</td>
<td>25</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Distribution center 3</td>
<td>U(1650,1700)</td>
<td>15</td>
<td>40</td>
<td>40</td>
<td>30</td>
<td>40</td>
</tr>
</tbody>
</table>

U indicates that this parameter is subject to the uniform distribution.

Table A5. Results for different equipment failure rates.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>Total Cost</th>
<th>Expected Cost</th>
<th>Consumption</th>
<th>Lead Time</th>
<th>Down Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,703,649</td>
<td>[54, 50, 25, 40, 60, 50]</td>
<td>[1705, 1705, 1694, 1694, 1705, 1704]</td>
<td>[0, 0, 0, 0, 0, 0]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3,738,404</td>
<td>[45, 51, 25, 30, 49, 50]</td>
<td>[1713, 1712, 1702, 1701, 1711, 1713]</td>
<td>[0, 0, 0, 0, 0, 0]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4,965,303</td>
<td>[44, 50, 25, 31, 49, 48]</td>
<td>[1722, 1718, 1709, 1711, 1720, 1718]</td>
<td>[0, 0, 0, 0, 0, 0]</td>
<td></td>
</tr>
</tbody>
</table>

*U* indicates that this parameter is subject to the uniform distribution.
Table A5. Cont.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Total Cost</th>
<th>Expected Cost</th>
<th>Consumption</th>
<th>Lead Time</th>
<th>Down Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>9,192,362</td>
<td>[88, 98, 45, 72, 86, 100]</td>
<td>[1702, 1700, 1692, 1690, 1699, 1703]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>9,084,593</td>
<td>5,468,600</td>
<td>[89, 97, 45, 71, 85, 100]</td>
<td>[1712, 1714, 1706, 1705, 1713, 1716]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>9,082,931</td>
<td>8,574,063</td>
<td>[98, 109, 54, 89, 109, 108]</td>
<td>[1732, 1732, 1721, 1721, 1731, 1730]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>8,648,925</td>
<td>8,447,030</td>
<td>[107, 122, 55, 82, 120, 123]</td>
<td>[1708, 1711, 1701, 1699, 1708, 1708]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6,172,042</td>
<td>[113, 122, 55, 79, 122, 119]</td>
<td>[1698, 1701, 1688, 1691, 1698, 1698]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>8,524,459</td>
<td>8,513,053</td>
<td>[112, 117, 58, 81, 123, 123]</td>
<td>[1744, 1746, 1737, 1733, 1743, 1745]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>8,508,977</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A6. Results for different reorder stock levels.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>s</th>
<th>Total Cost</th>
<th>Expected Cost</th>
<th>Consumption</th>
<th>Lead Time</th>
<th>Down Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24</td>
<td>1,379,854</td>
<td>[67, 81, 35, 56, 73, 80]</td>
<td>[1732, 1729, 1721, 1722, 1729, 1732]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>4</td>
<td>7,540,815</td>
<td>[55, 70, 35, 46, 59, 72]</td>
<td>[1716, 1718, 1707, 1714, 1715]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>29</td>
<td>7,937,264</td>
<td>40,677,12</td>
<td>[1743, 1741, 1729, 1733, 1739, 1742]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>29</td>
<td>7,900,374</td>
<td></td>
<td>[1703, 1699, 1689, 1694, 1702]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>29</td>
<td>7,800,607</td>
<td></td>
<td>[1724, 1722, 1712, 1715, 1723]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>29</td>
<td>8,118,798</td>
<td></td>
<td>[1707, 1709, 1696, 1698, 1709]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>1,394,754</td>
<td></td>
<td>[1712, 1714, 1704, 1714, 1712]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>27</td>
<td>8,056,886</td>
<td></td>
<td>[1743, 1742, 1703, 1734, 1744]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>32</td>
<td>7,894,050</td>
<td>41,265,287</td>
<td>[1734, 1736, 1726, 1738, 1736]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>32</td>
<td>8,093,624</td>
<td></td>
<td>[1710, 1706, 1698, 1689, 1706]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>31</td>
<td>7,799,119</td>
<td></td>
<td>[1716, 1715, 1705, 1718, 1714]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>31</td>
<td>8,026,854</td>
<td></td>
<td>[1740, 1740, 1731, 1741, 1741]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>3,359,529</td>
<td></td>
<td>[66, 80, 35, 55, 73, 79]</td>
<td>[1721, 1720, 1707, 1711, 1719]</td>
<td>[150,000]</td>
</tr>
<tr>
<td>3</td>
<td>33</td>
<td>8,020,794</td>
<td></td>
<td>[1718, 1717, 1705, 1717, 1716]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>33</td>
<td>8,005,950</td>
<td></td>
<td>[1743, 1744, 1736, 1735, 1747]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>33</td>
<td>7,962,577</td>
<td></td>
<td>[1724, 1722, 1725, 1733, 1730]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>36</td>
<td>3,359,529</td>
<td></td>
<td>[66, 80, 35, 55, 73, 79]</td>
<td>[1721, 1720, 1707, 1711, 1719]</td>
<td>[150,000]</td>
</tr>
<tr>
<td>5</td>
<td>36</td>
<td>8,020,794</td>
<td></td>
<td>[1718, 1717, 1705, 1717, 1716]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>36</td>
<td>8,005,950</td>
<td></td>
<td>[1743, 1744, 1736, 1735, 1747]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>36</td>
<td>7,962,577</td>
<td></td>
<td>[1724, 1722, 1725, 1733, 1730]</td>
<td>[192,500, 180,000, 0, 0, 0, 150,000]</td>
<td></td>
</tr>
</tbody>
</table>
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