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Abstract: Fish individual recognition technology is one of the key technologies to realize automated
farming. Aiming at the deficiencies in the existing animal individual recognition technology, this
paper proposes a method for individual recognition of underwater fish based on deep learning
technology, which is divided into two parts: fish individual object detection and fish individual
recognition. In the object detection part, the research has improved a new object detection for un-
derwater fish based on the YOLOv4 algorithm, which changed the feature extraction network in
YOLOV4 from CSP Darknet53 to Mobilenetv3 and changed the 3 x 3 convolution in the enhanced
feature extraction network PANet to depthwise separable convolution. Compared with the original
YOLOvV4, the mean average precision is improved by 1.97%. For individual recognition, an algo-
rithm called FIRN (Fish Individual Recognition Network) for individual recognition of underwater
fish is proposed. The feature extraction network of the algorithm uses the improved ResNext50, and
the loss function uses Arcface Loss. The CBAM attention module is introduced in the residual block
of ResNext50, the max-pooling layer in the trunk is removed, and dilated convolution is introduced
in the residual block, which increases the receptive field and improves the ability of feature extrac-
tion. Experiments show that the FIEN algorithm can enhance the compactness within a class while
ensuring the separability between classes, and has a better recognition effect than other algorithms.

Keywords: object detection; fish individual recognition; deep learning

1. Introduction

With the continuous improvement of people’s living standards, aquatic products
have become an important source of protein intake, and the production of aquaculture
products accounts for more than 60% of the world’s total output [1]. Many countries in
the world are vigorously developing aquaculture to ensure people’s food supply, and fish
farming occupies a large proportion of the entire aquaculture industry. With the rapid
development of modern technology, the aquaculture industry is changing from tradi-
tional artificial farming to intelligent farming [2]. Computer vision technology plays a key
role in intelligent aquaculture [3]. Taking fish farming as an example, computer vision
technology in fish farming is mainly used to detect, classify, identify, measure, and count
by learning the phenotypic characteristics of underwater fish. Among them, achieving
accurate recognition of fish individual is of great significance for the development of
fish farming.

The traditional fish recognition task mainly realizes the recognition and classification
of fish through the machine learning method based on manually selected features [4,5],
which can identify what species the fish belongs to. However, the manual method of the
selected features is inefficient and the features learned through human experience are not
complete enough; thus, the accuracy is low. In addition, with the increase in people’s de-
mand for automated farming, it is far from enough to only identify the species of fish. On
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the premise of identifying the species of fish, each fish of the species can be given unique
identity information and can be identified, which is of more guiding significance to the
development of fish farming.

At the present stage, most of the methods for fish individual recognition adopt deep
learning models based on the face recognition framework, which mainly include three
major processes: fish object detection, fish feature extraction, and fish feature comparison.
The process of fish individual recognition is shown in Figure 1.

. The same fish
A certain <
threshold |
g
] Not the same fish
Input imagesofa Fish individual Feature Feature
certain kind of fish target detection extraction  comparison

Figure 1. Flow chart of fish individual recognition.

In the fish individual recognition process, the object detection of the fish individual
should be carried out first. The object detection algorithm includes three processes: image
preprocessing, feature extraction, and classification and recognition. In the traditional ob-
ject detection algorithm, feature extraction mainly adopts the method of manual selection,
and selects important features based on human subjective experience. This method of fea-
ture selection is subjective, inefficient, and easily ignores detailed features. The classifiers
used in traditional methods mainly include Naive Bayes [6], Decision Tree [7], KNN [8],
and Support Vector Machine (SVM) [9]. These classifiers are only suitable for small fish
targets with obvious characteristics, and their accuracy is low.

With the continuous development of deep learning, many scholars have applied it to
object detection algorithms. Deep learning algorithms can automatically extract features
and learn more details with high efficiency. Therefore, the object detection algorithm
based on deep learning can be applied to fish targets with large-scale and insignificant
features. Object detection algorithms based on deep learning are mainly the R-CNN series
algorithm [10], SSD algorithm [11], YOLO series algorithm [12], etc. Among them, the R-
CNN series algorithm is a two-stage deep learning algorithm based on candidate boxes,
which has a slow detection speed and cannot realize real-time detection. The SSD algo-
rithm and YOLO series algorithm are single-stage deep learning algorithms based on re-
gression. Although the SSD algorithm is fast, it needs to manually set many parameters,
and the debugging process is complex. The YOLO series algorithm has the advantages of
fast speed, high accuracy, simple debugging, and real-time detection, so it is very suitable
for fish individual object detection.

However, in the case of fish individual recognition, the current research is still rela-
tively few and faces great challenges. First, there are few datasets of individual fish, and
there is no public large-scale data on underwater individual fish. However, it is relatively
difficult to manually collect underwater fish data, the underwater environment is com-
plex, and the quality of the collected images is easily affected by the environment. Sec-
ondly, due to the great flexibility of the fish body, it has a wide range of posture changes,
which will interfere with the feature extraction of the fish and reduce the recognition ac-
curacy. Based on the existing fish recognition technology, this paper proposes an under-
water fish individual recognition method. The main contributions of the proposed work
are as follows:

1. A novel fish individual object detection algorithm based on improved YOLOvV4 is
proposed, which has higher accuracy than the traditional YOLOv4 in fish object de-
tection.

2. A novel fish individual recognition network based on improved ResNext50, named
FIRN, is proposed. Dilated convolution is introduced into the residual block of the
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feature extraction network, and standard convolution is still used in the trunk. More
detailed features can be learned while the receptive field is increased. The distance
within the class is reduced while ensuring the separability between classes.

3. A dataset for fish individual recognition is proposed, which includes four different
tish species, namely puffer fish, koi, grass goldfish, and clownfish. Each species has
30~50 different individuals, and the total number of images is 8000, which can meet
the training and testing of the fish individual recognition method.

2. Related Work

The detection and recognition of fish has always been a research hotspot in the field
of computer vision. In the early stage, many scholars studied fish recognition by manually
selecting features based on the image content of fish such as color, shape, and texture, and
made some progress. Larsen et al. [13] used Latent Dirichlet Allocation (LDA) to classify
the shape and texture features of different species of fish. Mehdi et al. [14] used the Haar
classifier to classify shape features modeled by principal component analysis. Hsiao et al.
[15] designed and implemented a detection system for underwater fish video using meth-
ods such as maximum likelihood estimation. Wu Yiquan et al. [4] proposed a recognition
method based on least squares support vector machine (LSSVM), which has high accu-
racy.

Although the method based on image content has also made some achievements, its
disadvantages appear with the continuous increase of data volume. The recognition
method based on image content is computationally complex and manual feature selection
is inefficient, which can no longer meet the needs of big data.

With the continuous development of convolutional neural networks, more and more
scholars are applying them to the object detection and recognition tasks of fish. Villon et
al. [16] used the GoogLeNet to extract features and adopted the Softmax classification
method to detect reef fish. Rauf et al. [17] deepened the number of convolutional layers
based on the CNN framework as a way to improve the accuracy of fish recognition and
classification tasks. Labao et al. [18] used the cascade structure of R-CNN and LSTM mod-
els to identify fish, and their precision and recall rates were relatively high. Aiming at the
problem of the low quality of underwater videos, Zhang Minghua et al. [19] proposed a
object detection method for underwater fish based on background removal using the par-
tial least squares (PLS) classifier, which had good results. Li Chongchong et al. [20] used
the YOLOV3 network to detect and identify the targets of underwater fish, which had a
good detection effect. Cai et al. [21] improved the YOLOv3 model by replacing the feature
extraction network in YOLOv3 with MobileNet to improve the feature extraction rate.
This model can achieve high-precision fish detection. Xue Yongjie et al. [22] added an
item-based flexible attention layer on the basis of AlexNet and used transfer learning for
classification training, which greatly improved the classification effect of fish.

Based on the research above, this paper proposes a method for individual recognition
of underwater fish using a deep learning model.

3. The Proposed Method

The model structure of the method for individual recognition of underwater fish pro-
posed in this paper is shown in Figure 2. The method is divided into two modules: fish
individual object detection and fish individual recognition. The object detection module
adopts the improved YOLOv4 algorithm, which has better detection performance after
improvement. The recognition module adopts the FIRN algorithm proposed in this paper,
including feature extraction network and loss calculation. The feature extraction network
is the improved ResNext50, and the loss function adopts Arcface Loss.
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Figure 2. The diagram of the model’s structure.

3.1. Object detection Module

Based on the above introduction of the advantages of YOLO series algorithms, this
paper adopts the YOLOv4 [23] algorithm for fish individual object detection. We made
improvements on the basis of YOLOv4, including the replacement of the feature extrac-
tion network and the enhancement of the feature extraction network, so as to detect the
target of individual fish. Figure 3 is the network structure diagram of YOLOv4 after im-
provement.
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Figure 3. Improved YOLOV4.

3.1.1. Introduction of YOLOv4

YOLOV4 consists of three major components, namely the backbone feature extraction
network Backbone, the enhanced feature extraction networks SPP and PANet, and the
prediction network YoloHead. YOLOV4 is further optimized on the basis of the original
YOLO network in terms of feature extraction network, activation function, and loss func-
tion, etc. The feature extraction network is changed from Darknet53 used in YOLOv3 [24]
to CSP Darknet53, which reduces the model size while ensuring accuracy, and the activa-
tion function is changed from Leaky_relu to Mish. Compared with the previous version
of the YOLO algorithm, YOLOvV4 has higher accuracy and faster speed.

However, after YOLOv4 was proposed, YOLOV5 [25] was proposed. We delved into
YOLOVS5 and YOLOv4 and found that YOLOv5 and YOLOv4 have extremely similar net-
work structures. Compared with YOLOv4, YOLOV5 has no substantial innovation but
integrates a large number of state-of-the-art methods in the field of computer vision. In
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addition, WongKinYiu, the second author of YOLO V4, used V100 GPU to provide com-
parable benchmarks [26]. From the data, it can be found that although YOLOV5 is superior
in flexibility and speed, it is slightly inferior to YOLOv4 in performance. Moreover,
YOLOV4 has a high degree of customization, and it is still an excellent object detection
framework at present. Therefore, this paper adopts YOLOv4 instead of YOLOV5.

3.1.2. Improvements to YOLOv4

In order to make the object detection network more lightweight and applicable to
mobile devices, the feature extraction network CSP Darknet53 in the YOLOv4 network is
replaced by MobilenetV3 [27]. MobilenetV3 can be used for classification and has a good
effect on feature extraction, which was proposed by Andrew Howard et al. [28] on the
basis of MobilenetV2. It adds the SE module and changes the complex tail structure of
MobilenetV2, which is more lightweight than MobilenetV2 and at the same time has
higher accuracy. Using MobilenetV3 as the backbone feature extraction network for
YOLOV4 can achieve good detection results with fewer parameters, and it is more light-
weight than CSP Darknet53.

The technique of applying Mobilenet to YOLO has been studied by some scholars.
Zhang, Xiaxia et al. [29] replaced Darknet53 in YOLOv3 with the improved MobileNetv3
for feature extraction to reduce the algorithm complexity and simplify the model. Moreo-
ver, a new attention module SESAM is constructed by channel attention and spatial atten-
tion in MobileNetv3. Chen, YunFei et al. [30] proposed a structure based on the YOLOV5-
Mobilenetv3Small network model and applied MobileNetv3Smal to YOLOv5, which im-
proved the BackBone network structure to solve the problem of inference high-pixel im-
ages taking up too much memory for low power edge computing nodes. In the literature
[31], the backbone of YOLOv4 adopts Mobilenetv3, which is improved by CBAM and
modified SENet. As a result, the effect of high-light background interference is eliminated
and the complexity of the model is reduced.

Different from the three papers above, this paper changed CSP Darknet53 in YOLOv4
to Mobilenetv3 for the problem of fish individual object detection, adjusted the input fea-
ture size to 416 x 416, and the output channels of the three effective feature layers were
40,112,160, respectively. Then the three effective feature layers are connected into PANet
and SPP.

In addition, depthwise separable convolution [32] is considered to be applied to
YOLOV4 in this paper. Depthwise separable convolution divides the convolution into the
spatial dimension and the channel dimension for convolution, respectively. It has the
same input and output as the standard convolution but reduces the number of parameters
and calculations compared to the standard convolution. Therefore, applying it to the net-
work can greatly reduce the number of parameters and amount of computation.

The application of depthwise separable convolution has also been studied by some
scholars. In [33], the standard convolution is replaced by depthwise separable convolution
in the feature extraction network, at the same time, the attention mechanism is introduced
in the channel and spatial dimensions in each residual block of the feature extraction net-
work to focus on small targets. In [34], the classic res bottleneck block is improved to com-
pact res bottleneck block by removing the last 1 x 1 convolution layer and using a 3 x 3
depthwise separable convolution. In [35], the author proposed Reverse Depthwise Sepa-
rable Convolution (RDSC) and applied it to the backbone network and feature fusion net-
work of YOLO v4.

Different from the three studies above, this paper applies the depthwise separable
convolution to the enhanced feature extraction network PANet, and replaces all 3 x 3 con-
volutions in PANet with depthwise separable convolutions in order to further reduce the
numbers of parameters and speed up the calculation.
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3.2. Recognition Module

As for the fish individual recognition module, this paper proposes an individual
recognition algorithm for underwater fish, named FIRN (Fish individual recognition net-
work). It includes two parts: the backbone feature extraction network and the loss calcu-
lation. The backbone feature extraction network is improved on the basis of ResNext50
[36] and the loss function adopts Arcface Loss. The main improvements to Resnext50 are
as follows.

1. The CBAM attention module is embedded in the residual block of Resnext50;

2. Batch normalization is performed in the residual block before convolution;

3. The max-pooling layer is removed and the dilated convolution is introduced into the
residual block, while the standard convolution is still used in the backbone network;

4. We use the Hard-Swish activation function instead of ReLu;

5. The BN-dropout-FC-BN structure is adopted.

The residual block of the improved ResNext50 is named C-Bottleneck, and its struc-
ture and the structure of the improved backbone network are shown in Figure 4 and Fig-
ure 5, respectively.

xli
‘ BN & 1 = 1 conv & h-swish

¥

I BN & 3 x 3 conv & h-swish

¥

’ BN & 1 %1 conv ‘
* x

CBAM ‘

F(x)
F(x)+x |

h-swish ‘

}

Figure 4. C-Bottleneck: residual block after embedding CBAM.

Figure 5. The backbone network of the improved ResNext50.
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3.2.1. ResNext50

The reason why this paper adopts the ResNext50 network and improves it is that
ResNext has better performance than Resnet. ResNext adds a hyperparameter to Resnet,
called cardinality. Reference [36] wrote that increasing the cardinality is a more effective
way to obtain accuracy than increasing the depth or increasing the width. Increasing the
cardinality is to divide the input channels into multiple groups for convolution so that the
output channels are widened and the obtained features are more abundant. The block
structure comparison between Resnet and ResNext is shown in Figure 6. The left image is
Resnet and the right image is ResNext.

256,11, 4 |256,1>f1,4|Tota1|256,1>f1,4|
+ 32
| 43x34 || 43x34 |

path

[ 4,3x3,4 |

4,1x1,256||4,1x1,256| [41x1,256 |

256-d out

Figure 6. The block structures of Resnet and ResNext.

As seen in Figure 6, the input of the block of ResNext is a feature map of 256 channels,
and then it is divided into 32 branches, the number of input channels for the first convo-
lutional layer of each branch is 256, the size of the convolution kernel is 1 x 1, and the
number of output channels is 4. The number of input channels of the second convolutional
layer of each branch is four, the kernel size is 3 x 3, and the number of output channels is
four. The number of input channels of the third convolutional layer of each branch is 4,
the kernel size is 1 x 1, and the number of output channels is 256. Then, the output feature
maps of the 32 branches are added point by point. Finally, the final output is obtained by
summing the result of the summation with the input part through a short connection.
Figure 7 is the completely equivalent structure obtained by simplifying the right figure in
Figure 6, which is the most widely used structure. The block structure shown in Figure 7
is also adopted in this paper.

256-din

| 256,1=1,128

128, 3= 3,128
group=32

128,1 x1, 256

256-d out
Figure 7. The equivalent block of ResNext.

3.2.2. CBAM Attention Module

In order to improve the ability of the network to extract features of individual fish,
the Convolutional Block Attention Module (CBAM) [37] is embedded in the residual
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blocks of ResNext50. It is a lightweight attention module proposed by Sanghyun Woo et
al., which is composed of the Channel Attention Module (CAM) and Spatial Attention
Module (SAM), as shown in Figure 8.

MaxPool
AN /@
| eclo T ="
anmns
P i —7 Attention Mc
Input feature F Shared MLP
(a) Channel Attention Module

/4
g 'ﬂi—b@—p

Channel-refined  MaxPool, Spatial
feature F’ AvgPool Attention Ms
(b) Spatial Attention Module

Figure 8. Structure of the CBAM attention module. (a) Structure of the Channel Attention Module;
(b) Structure of the Spatial Attention Module.

In the CAM, the input feature maps are first pooled through max pooling and aver-
age pooling, respectively, and then input into the Shared MLP. After the Shared MLP, the
output feature elements are summed to merge the output features. Finally, activated by
sigmoid, the output features of the CAM can be obtained.

In the SAM, the features output by the CAM are used as input. Max pooling and
average pooling are also performed first, then the two layers are spliced, and then the
convolution operation is performed to reduce the channel to 1. Finally, the output features
of the SAM can be obtained through sigmoid activation.

In [38], the CBAM attention module is applied to the output of ResNext50, which
aims to conduct CBAM processing on each group of the detailed features to get informa-
tive features, suppress unnecessary features, and improve the information utilization.

However, for the fish individual recognition problem, we applied the CBAM atten-
tion module to the residual block of ResNext50, named the residual block after embedding
the CBAM as C-Bottleneck, and then replaced Bottleneck in ResNext50 with C-Bottleneck.
The purpose of this is to improve the ability of the network to extract features of individual
fish and extract more detailed features.

3.2.3. Batch Normalization

Data distribution is particularly important in the process of neural network training.
When the training data and test data do not satisfy the same distribution, the generaliza-
tion ability of the network will be greatly reduced. In addition, during training, if each
batch of data does not satisfy the same distribution, the network has to be re-adapted
every time, which will greatly reduce the training speed. The batch normalization (BN)
[39] normalizes the input data to meet the normal distribution with a mean of 0 and vari-
ance of 1. In this way, the convergence speed of the network can be accelerated, a larger
initial learning rate can be set, and the generalization ability of the network can be im-
proved.

In the residual blocks of the original ResNext50 network, the convolution operation
is carried out first, and then the BN operation is carried out, which is effective. However,
it is easy to make the network unstable in the training process, and the loss decrease is
easy to produce large fluctuations, which will affect the training effect. In order to make
the training more stable and further speed up the training, this paper takes the form of
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advancing the BN layer and putting it before the convolutional layer. The data input from
the upper layer is first subjected to batch normalization operation to make it satisfy the
normal distribution, and then convolution operation is performed on it, which can speed
up the training speed and make the training process more stable.

3.2.4. Pooling

In the original ResNext, the input feature map is subjected to max pooling and aver-
age pooling. Max pooling is to take the maximum value of the feature values in the neigh-
borhood and conduct the down-sampling operation on the feature map. After the max-
pooling layer, the size of the feature map is halved, which can play the role of dimension
reduction and reduce the network parameters. However, in the process of dimension re-
duction, some details and some smaller targets will be lost, and the lost information is
irreducible, so the effect is not ideal. Average pooling is to take the average value of the
feature values in the neighborhood, which can preserve the background well, but easily
make the image blurred. In addition, the images corresponding to the perceptual fields of
different points are different, so the weight of each point should be different. However,
average pooling considers them as the same weight, so the network performance will de-
crease.

Due to the problems caused by the above-pooling layer, the pooling layer in the Res-
Next50 backbone network is modified in this paper. Firstly, the max pooling is removed,
so that the feature map size will not change and a lot of information will not be lost. Sec-
ond, the average-pooling layer is removed, and the BN-dropped-FC-BN structure is then
used.

After removing the average pooling, the information of the original feature map can
be retained without blurring the image. At this time, connecting a BN layer first can nor-
malize the input data above, and then enter the dropout layer to randomly inactivate some
neurons to prevent overfitting. Then it enters the fully connected layer to extract features
to achieve classification. Finally, a BN layer is passed so that the output data is uniformly
regularized to obtain the final output features.

For max pooling, if it is directly removed, a new problem will arise, that is, the recep-
tive field of the original image corresponding to the obtained feature map becomes
smaller because the max-pooling layer can increase the receptive field of the image. This
will have a certain impact on the subsequent series of convolution operations. In order to
increase the receptive field, this paper introduces dilated convolution into a series of re-
sidual structures of ResNext50, while the backbone network, except for the residual struc-
ture, still uses standard convolution.

3.2.5. Dilated Convolution

Dilated convolution [40] injects holes on the basis of standard convolution to increase
the receptive field and keep the size of the original input feature map unchanged. Based
on the standard convolution, dilation convolution adds a new hyperparameter, called di-
lation rate, which means the number of kernels spaced. As shown in Figure 9, the left
figure shows the standard convolution with a convolution kernel size of 3 x 3, which can
also be regarded as the dilated convolution with an expansion rate of 1. The figure on the
right shows the dilated convolution, the dilation rate is 2, and the size of the convolution
kernel is expanded to 5. It can be seen that dilated convolution expands the size of the
convolution kernel on the basis of ordinary convolution, but the number of elements in-
volved in the operation does not change. Therefore, dilated convolution increases the re-
ceptive field by expanding the size of the convolution kernel. As long as the dilated con-
volution uses different dilated rates and they superimpose each other, its receptive field
will grow exponentially, and the size of the original feature map will not change.
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Standard Dilated

convolution convolution
Figure 9. Schematic diagram of standard convolution and dilated convolution.

In reference [40], the author mentioned that the gridding effect will occur when di-
lated convolution is used. The reason is that when the same dilated rate is adopted and
multiple convolutions are continuously superimposed, some pixel values are not used,
and some information will be lost, which will affect the effect of feature extraction. In or-
der to avoid such problems, this paper adopts the Hybrid Dilated Convolution (HDC)
proposed in reference [40] and adopts three different expansion rates of 1, 2, and 3 for
each convolutional layer. In this way, the information of pixels will not be missed, and the
receptive field is increased.

3.2.6. The Activation Function

The ReLu activation function is used in the original ResNext. Although the ReLu ac-
tivation function is widely used, there are certain drawbacks. When the input is close to
zero or negative, the gradient of the ReLu function becomes 0, the network cannot perform
backpropagation, and the problem of neuron deactivation occurs. In order to avoid such
problems, this paper adopts the Hard-Swish activation function.

The Swish activation function was proposed by Prajit Ramachandran et al. [41],
which is an upgrade of the Sigmoid and ReLu activation functions. Swish has the ad-
vantages of two activation functions of Sigmoid and ReLu, and its effect is better than both
in the deep model. Its expression is:

f(x)=x-sigmoid(fx) (1)

where f is a constant or learnable parameter.

However, Andrew Howard et al. [27] found that the Swish function can only play a
better role in the deep model, and the calculation is complex, so they proposed Hard-
Swish. The Hard-Swish function has the advantages of the Swish function and is not af-
fected by the depth of the model, so it has a wider range of applications. Its expression is:

0, x<-3
Hardswish(x) =< x, x23 )
x-(x+3)/6, otherwise

This paper replaces all the ReLu activation functions in the original ResNext network
with Hard-Swish, which has a good effect.

3.2.7. Loss Function

The loss function is the key to ensuring model training effect and prediction accuracy.
Common loss functions in the field of biometric technology include Softmax Loss [42],
Triplet Loss [43], Arcface Loss [44], etc. The equation of Softmax Loss is shown in Equation
(3). It can ensure that categories are separable in face recognition but does not require
intra-class compactness and inter-class separation, so it is not suitable for fish individual
recognition tasks.
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The expression of Triplet Loss is Equation (4). Unlike Softmax Loss, Triplet Loss
needs to compare the distances between three feature vectors: two face image features of
the same class and one face image feature of a different class. By training, the distance
between classes is larger and the distance within classes is smaller. However, when the
dataset is large, the number of Triplets explodes, resulting in a significant increase in the
number of iterations.

N
Ly = X =7 15 =l = | +al. (4)

1

Later, many scholars proposed variants of Softmax Loss to enhance the discrimina-
tive ability of Softmax Loss. Jiankang Deng et al. proposed Arcface Loss on the basis of
Softmax Loss, see Equation (5).

Arcface Loss sets the bias term bj in Softmax Loss to 0 and normalizes the input fea-

ture xi and weight WjT , SO W/Txi = W, || | x, |lcos@,.The arccosine function is used to cal-

culate the angle 6; between the current feature and the target weight. Then the additive
angular margin m is added to the angle 6, to enhance the intra-class compactness and
inter-class difference. The angle after increasing m is obtained by the cosine function to
obtain the target logit, and then all logits are rescaled by the feature norm s. The newly
obtained logit is then calculated by Softmax Loss to obtain Arcface Loss.

1 N s(cos(6y1+m))
Larcface = _N Zl 10g es(cos(ﬂyl.er) + zﬂ scosﬁj (5)
. =%y,

After Arcface Loss training, larger inter-class distance and smaller intra-class dis-
tance can be obtained, stable performance can be obtained without combining with other
loss functions, and it can be easily converged. Therefore, Arcface Loss is used as the loss
function of the fish individual recognition network in this paper.

4. The Simulation Experiment
4.1. Experimental Environment and Evaluation Index

The computer system used in the whole experiment is ubuntu20.04, the CPU is Intel
i7-11700K@3.6 GHz, the memory is 32 G, the graphics card is GeForce RTX3090, acceler-
ated by CUDA11.1, the language is Python3.6, and the version of Pytorch is 1.8, imple-
mented in a virtual environment.

In the object detection module, the mean average precision (mAP) is used as the eval-
uation index of network performance. In the recognition module, intra-class and inter-
class distances are used to verify the effectiveness of the algorithms in this paper by com-
paring them with different algorithms.

4.2. Dataset

Since there is no publicly available individual dataset of large underwater fish at this
stage, this paper collects and constructs an underwater fish dataset, which includes four
different species of fish, such as puffer fish, koi, grass goldfish, and clownfish. Figure 10
is a sample image of the dataset. Among them, the images of puffer fish and grass goldfish
were taken on-site by underwater cameras in the fish farm, and the images of koi and
clownfish were collected from various websites [45,46]. Each type of fish has 30 to 50 dif-
ferent individuals, and the total number of images is 8000. This paper takes koi as an
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example to verify the proposed algorithm. A total of 3500 koi images were selected as the
dataset of fish individual object detection, of which 2800 were used for training and 700
were used for testing.

Figure 10. Sample graph of the dataset.

After the detection of fish individual targets, the image is trimmed according to the
coordinates of the detected prediction box, and every fish detected in the image is
trimmed out. After screening, a new dataset is formed for fish individual recognition. A
total of 3600 images of koi individuals were selected, of which 2600 were used for training
and 1000 were used for testing, including 50 fish individuals with different identities.

4.3. Specific Implementation

This paper is divided into two modules: fish individual object detection and fish in-
dividual recognition. Therefore, the two tasks are trained and tested, respectively, and
then the two parts are combined to carry out the final effect verification by putting the
two weights of the trained object detection and recognition.

Firstly, the image object detection dataset of koi was manually annotated. The label-
ing tool uses “labelimg” to label each fish in the image, the label is fish, and the label file
formatis “xml”. After labeling, the format of the dataset should be converted to the format
of the VOC dataset, and “train.txt” and “val.txt” are generated for training and testing,
respectively.

The processed dataset is sent to the improved YOLOv4 network for the training of
fish individual object detection. The initial training learning rate is set to 0.001, using the
SGD optimizer, setting the batch size to 32 and the number of epochs to 300. The weight
is saved every 20 epochs, and the optimal weights are selected for network testing and
prediction. Images or videos can be input for prediction.

In the fish individual recognition module, the dataset adopts the cropped koi indi-
vidual images and put them into 50 folders according to the individual fish with different
identities. In order to expand the dataset, the images of each identity category are ran-
domly rotated from -20 degrees to 20 degrees, so that there are 20 to 50 different images
of the same fish in the folders of each identity category. We generate “txt” label files for
training and testing by reading folder data.

The processed data is sent to FIRN for the training of fish individual recognition. The
feature extraction network is the improved ResNext50, and the loss function is Arcface
Loss. The training sets the initial learning rate to 0.0001, using the Adam optimizer, the
batch size is 16, the number of epochs is 300, and the value of momentum is 0.9. After the
training, the optimal weight is selected for the test and prediction of fish individual recog-
nition.
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4.4. Experimental Results
4.4.1. Fish Individual Object detection

In order to test the effectiveness of the method proposed in this paper, it is verified
on the same test dataset with other algorithms, and the performance index results are
shown in Table 1.

Table 1. Performance comparison of different object detection algorithms.

Algorithms mAP/%
YOLOv4 86.89
YOLOv4-tiny 85.65
The proposed method 88.86

It can be seen from Table 1 that the proposed method in this paper improves mAP
by 1.97% compared with the original YOLOv4 algorithm and 3.21% compared with
YOLOV4-tiny, which is enough to verify the effectiveness of the improved algorithm in
this paper. Figure 11 is a schematic diagram of the detection results of fish individual
targets by the proposed method in this paper. It can be seen from Figure 11 that all fish
individual targets can be detected with an accuracy of more than 90%.

Figure 11. Example of object detection results.

4.4.2. Fish Individual Recognition

In the fish individual recognition module, after the training of the FIRN algorithm,
an accuracy rate of 98.7% can be obtained on the test dataset, and the obtained recognition
results have a smaller intra-class distance while ensuring inter-class separability.

In order to verify the effectiveness of the improvement of each part in this paper,
several experiments were carried out. Firstly, the original ResNext50 was used for the ex-
periment and compared with the ResNext50 embedded in the CBAM attention module.
The comparison results are shown in Table 2.
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Table 2. Comparison of network performance before and after embedding CBAM.

Category Image ResNext50 CBAM- ResNext50
101
0 0.351 0.337
. . 102
intra-class distance 201
. 41
200 0.595 0.419
;81 1.413 1.439
inter-class distance 101
1.442 1.534
202

The algorithm verifies whether they belong to the same individual by calculating the
Euclidean distance between the two images. We set the threshold to 1.0. When the Euclid-
ean distance between the two images is less than 1.0, it is judged to be the same individual,
otherwise, it is a different individual. In Table 2, images “101” and “102” and images “201”
and “202” are two different images of the same individual; images “101” and “301” and
images “101” and “202” are different individuals, and other numbers in the table repre-
sent the Euclidean distance between the two images.

It can be seen in Table 2 that the intra-class distance of the image after embedding
CBAM becomes smaller because the feature extraction ability of the network after embed-
ding CBAM is enhanced, which shows that embedding CBAM is helpful for the improve-
ment of the network training effect.

In the training process of CBAM-ResNext50, we found that the decreasing process of
loss function fluctuated greatly, which was guessed because the data did not meet the
same distribution and the randomness was large. Therefore, in this paper, the BN layer is
placed before the convolution layer. The data input from the upper layer is first subjected
to BN operation to make it satisfy the normal distribution, and then convolution operation
is performed on it. The loss function decline curve before and after the change is shown
in Figure 12. Experiments show that placing the BN layer before the convolutional layer
does make the training more stable, and the drop of the loss function no longer fluctuates
greatly.
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Figure 12. (a) Decline of the loss function before adjusting the order of BN layers; (b) decline of the
loss function after adjusting the order of BN layers.

On the basis of the above improvements, the pooling layer in the network is removed
for the experiment. The experiment shows that the effect becomes worse after the pooling
layer is removed. According to the above analysis, the receptive field becomes smaller
after the pooling layer is removed, so it can be seen that the change in the receptive field
has a certain impact on the training effect of the network. In view of this, dilated
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convolution is introduced into the residual block in this paper to increase the receptive
field. The experimental data are shown in Table 3.

As can be seen in Table 3, after the introduction of dilated convolution, the intra-class
distance decreases greatly, and the inter-class distance also increases. Therefore, after us-
ing dilated convolution, the network learns more detailed information while increasing
the receptive field, which is of great help to the effect of fish individual recognition.

Table 3. Comparison of network performance before and after the introduction of dilated convolu-
tion.

Category Image After Directly Removing After Introducing

the Pooling Layer Dilated Convolution

101

0.374 0.182
. . 102
intra-class distance 201

4 237

202 0.490 0.23

to1 1.336 1.411
. . 301
inter-class distance 101

1.357 1.426
202

The activation functions used in the above experiments are all ReLu. It is known from
the above that the ReLu activation function has certain drawbacks. Therefore, on the basis
of all the above improvements, this paper replaces all activation functions in the network
with Hard-Swish. After using the Hard-Swish activation function, it is the final improved
algorithm in this paper. In order to verify the effectiveness of the algorithm in this paper,
compared with other classical feature extraction networks, the loss function in all experi-
ments is Arcface Loss, and the results are shown in Table 4.

Table 4. Performance comparison of different algorithms.

Mobile- The Proposed
Category Image Resnet50 Facenet Method
101
100 0.315 0.249 0.150
intra-class distance 201
544 442 192
202 0.5 0 0.19
;81 1.427 1.504 1.430
inter-class distance 101
1. 1.467 1.4
202 338 6 69

Figure 13 shows the visualization results of the experiment. The left side of the dotted
line shows the intra-class distances obtained by using three feature extraction networks
for two different images of the same fish “201” and “202”, while the right side of the dotted
line shows the inter-class distances obtained by using three feature extraction networks
for two images of different fish “101” and “201”. The three feature extraction networks
are Resnet50, Mobilefacenet, and the algorithm in this paper is from top to bottom.

It can be seen from the chart that under the premise of using the same loss function,
the algorithm in this paper has a smaller intra-class distance than using Resnet50 and Mo-
bilefacenet as the feature extraction network. Additionally, the inter-class distance is
slightly larger than that of Resnet50, but there is no obvious improvement compared with
Mobilefacenet.



Electronics 2022, 11, 3459

16 of 20

Compared with Mobilefacenet, although the inter-class distance obtained by the pro-
posed algorithm is not significantly improved, it can also obtain a large inter-class dis-
tance, which can meet the requirements of fish individual recognition. As long as the
threshold value is greater than 1 in the whole fish individual recognition, it will be judged
as different individuals, and the system will abandon the image to find the next image for
feature comparison. Therefore, as long as the separability between classes can be guaran-
teed, a smaller intra-class distance between the same individuals is more meaningful.
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Figure 13. Examples of fish individual recognition visualization results.

In addition, in order to verify the effectiveness of the proposed algorithm under the
three conditions of unclear water quality, insignificant difference in fish spots, and rota-
tion of the fish body, three different fish images of these three states were selected for
experiments, respectively. Figurel4 shows an example of experimental prediction results.

Figure 14a,b are images of puffer fish with unclear water quality. Figure 14a is the
same fish, the body of the fish in the left image has been rotated, and the intra-class dis-
tance obtained is 0.265. Figure 14b shows two different fish with a small inter-class dis-
tance of 1.010. Therefore, it can be seen that the clarity of water quality has a certain impact
on the recognition effect of the algorithm. Because the water quality is not clear, the char-
acteristics of fish become blurred, which has a great impact on the inter-class distance.
However, the algorithm is still effective and can complete the task of fish individual recog-
nition in the case of unclear water quality.

Figure 14c,d show the recognition result of two grass goldfish with very similar spots.
The intra-class distance is 0.271 and the inter-class distance is 1.260. According to the ex-
perimental results, when the spots of fish are very similar, the algorithm can still distin-
guish different individuals. Due to the high degree of similarity of spots, the distance be-
tween classes becomes slightly smaller, but the algorithm is still effective.

Figure 14e,f show the recognition results of two koi with larger body rotation angles.
Figure 14e shows the same koi with different angles and different lights, and its intra-class
distance is 0.623, which is a larger increase than the intra-class distance under other con-
ditions. Figure 14f shows two different koi, and the inter-class distance is 1.455, which is
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similar to the result without rotation. It can be seen that when the body rotation angle of
the fish is large, the intra-class distance is greatly affected due to the large change of fea-
tures, but the obtained intra-class distance is still within the threshold of 1.0, so the algo-
rithm is also effective.

Figure 14. Recognition results of three fish species under three different conditions: (a) Distance:
0.265; (b) Distance: 1.010; (c) Distance: 0.271; (d) Distance: 1.260; (e) Distance: 0.623; (f) Distance
1.455

4.4.3. Visualization Results

The above object detection and individual recognition results are obtained by train-
ing alone, but this does not meet practical needs. What we want to achieve is that as long
as the video or image of the underwater fish is collected and input into the system, the
recognition result of each fish can be obtained. Therefore, we combined the two programs
of fish individual object detection and fish individual recognition and put the best weights
obtained from the training of the two parts into the synthesis program to verify the final
results. As long as an image or video of a certain fish group is put in, the prediction box
of each fish can be detected, and its identity information can be marked, so as to realize
the detection and recognition of individual fish. Figure 15 shows an example of the final
recognition result.
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fish13_7
fish2_21

fish18_12

Figure 15. Sample diagram of the final recognition result.

5. Summary

This paper proposes a method for individual recognition of underwater fish, which
is divided into two parts: fish individual object detection and fish individual recognition.
In the detection module, by replacing the feature extraction network and introducing
depthwise separable convolution in PANet, the YOLOv4 object detection algorithm is im-
proved, which is lighter and has higher accuracy than the original YOLOvA4. In the recog-
nition module, the FIRN algorithm is proposed, and ResNext50 is improved by adding
the CBAM attention module and introducing dilated convolution, etc. The improved Res-
Next50 is used as a feature extraction network, and Arcface Loss is used as a loss function,
which can not only ensure the separability between classes but also enhance the compact-
ness within a class. The combination of detection and recognition algorithms can realize
individual recognition of underwater fish and has a good effect.
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