SUM-GAN-GEA: Video Summarization Using GAN with Gaussian Distribution and External Attention
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Abstract: Video summarization aims to generate a sparse subset that is more concise and less redundant than the original video while containing the most informative parts of the video. However, previous works ignore the prior knowledge of the distribution of interestingness of video frames, making it hard for the network to learn the importance of different frames. Furthermore, traditional models alone (such as RNN and LSTM) are not robust enough in capturing global features of the video sequence since the video frames are more in line with non-Euclidean data structure. To this end, we propose a new summarization method based on the graph model concept to learn the feature relationship connections between video frames, which can guide the summary generator to generate a robust global feature representation. Specifically, we propose to use adversarial learning to integrate Gaussian distribution and external attention mechanism (SUM-GAN-GEA). The Gaussian function is a priori mapping function that considers the distribution of the interestingness of actual video frames and the external attention can reduce the inference time of the model. Experimental results on two popular video abstraction datasets (SumMe and TVSum) demonstrate the high superiority and competitiveness of our method in robustness and fast convergence.
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1. Introduction

Video plays an increasingly important role in our daily life. The volume of video hosting platforms, such as YouTube, Twitter, and Instagram, has increased dramatically in an exponential explosion. In July 2015, it was revealed by YouTube that it received over 400 h of video content per minute, which is equivalent to 65.7 years of content uploads per day [1]. With the development of Internet technology in recent years, social media is almost inundated with video data [2]. With the increase of video data, there is an urgent need for an automated technique that could compress a video and allow for the rapid viewing of videos to solve this problem. This involves the technique of video summarization, which generates a concise summary that conveys the important parts of the full video. Video summarization technology further improves the consumption potential of video and accelerates the efficiency of information transmission.

Deep learning-based video summarization techniques can be generally classified into three categories, including supervised, weakly supervised, and unsupervised. Among them, unsupervised techniques have attracted more attention in recent years because they do not require manual external intervention (making expensive labels). In recent years, the
rapid development of deep learning technologies has achieved success in many fields of application, such as human trajectory prediction [7], sheet metal bending [8], video anomaly detection and classification [9], real-time target detection and tracking in video surveillance systems [10], multi-view learning methods [11], arterial blood pressure prediction [12], the automatic screening of COVID-19 [13], smart parking systems [14], the generation of 3D geometric objects [15], and the estimation of human food volume [16].

With the improvement of science and technology, more and more people tend to use camera devices to capture high-definition videos to record interesting events in their lives. However, it is a challenge for video summarization tasks. Because the higher definition of video images means that the number of neurons in the layers of the neural network has to change accordingly to match the changes generated by the input, causing the complexity of the model and the inference time to also increase. Therefore, we applied an external attention [17] module to solve this problem. It is based on the traditional attention mechanism but its complexity is O(N), while our baseline model [18] uses the traditional attention mechanism (complexity is O(N²)). It can easily replace the attention mechanism and be embedded in other networks. It is based on two external, smaller, learnable, shared memory units, and they only need two tandem and consecutive linear layers to be implemented. It achieves a reduction of the video feature matrix by replacing the number of pixels of the feature map with a smaller hyperparameter. The lightweight core idea of external attention is that the number of elements in memory is much smaller than the number of elements in the input features, so that the number of elements in the input is linearly related to the computational complexity. Thus, significantly reducing the inference time of the model and lowering the computational cost. In addition, the introduction of an external attention module provides the possibility of the online, real-time use of the model.

The basic building blocks of a video are frames and sequences composed of individual frames are combined to form a complete video. Previous research [18,19] focused on modelling video summarization as an LSTM-based sequence model, which performed better than the traditional RNN sequence model in capturing global features of videos. However, it is not able to capture the global features of videos with longer sequences. In addition, data-like video frames are more in line with non-Euclidean structured data, as there are also intrinsic feature associations between frames to consider compared to traditional single picture data. Indeed, sequences can also be regarded as a special case of graphs, where only adjacent items are connected [20]. Therefore, this paper regards the video frame data as a graph data structure, where each frame represents a node and the edges between nodes represent the connections between frames. The importance score data after mapping the Gaussian distribution is also considered as a graph data structure, where each frame’s score is a graph node, and the edges between nodes represent the weights between the scores. The weight relationship between the frame importance scores is learned through the technique of deep learning. The graph model is based on the information propagation mechanism and by iteratively using the local transfer function to update the hidden states of all nodes. The nodes and the feature information of the edges in the final output layer are aggregated with the local and global information of the input layer (the first layer). Therefore, the information of one node in the final output layer of GCN covers all the attributes of the whole graph with great probability, so it can better extract the more attractive frames in the video compared with the LSTM model.

The frame importance score represents the importance (interestingness) of each frame of the video. The frame selector in the previous study outputs an approximately uniform distribution of scores and this distribution may lead to ineffective feature learning. Because the uniform distribution differs significantly from the distribution of interestingness of the actual video frames, we assume that the important frames of the video satisfy the prior distribution of the Gaussian distribution. The uniform distribution indicates that the model considers the interestingness of each frame to be the same, and the entropy of this system is the maximum and so is the degree of confusion. For example, it is difficult to predict the interestingness of each frame. That is, if the interestingness of video frames obeys a
uniform distribution prior, it indicates that no useful information is learned from this prior distribution. We therefore propose for the first time a hypothesis that takes into account the practical situation: the frame importance scores satisfy a Gaussian function. In a given video, we consider that the attractive clips only account for a small portion of the video frames. We force the original uniform distribution to be mapped to a Gaussian distribution, aiming to approximate the interestingness space of the actual video frames, so that local as well as global features can be better learned to preserve the original content of the video.

Loss function plays a key role in the performance of many tasks, such as image restoration [21], semantic segmentation [22], object detection [23], etc. Since the baseline model’s MSE loss output value is very small along with the corresponding partial derivative, which can lead to the problem of gradient disappearance. Furthermore, the MSE loss is less robust to outliers. To this end, we adopt SmoothL1Loss in this paper to solve the above two problems. It improves the robustness of our unsupervised model and the convergence of the loss function to facilitate the training of the network.

The main contributions of the proposed method can be summarized as follows:

1. We consider for the first time the distribution of interestingness of frames in real videos and propose to use a Gaussian function as a prior for the interestingness of video frames, using it to learn frames importance scores, which better extract the interesting segments of the video.

2. We use the idea of graph model to learn the feature relationship connections between video frames to guide the summary generator to generate better global feature representations.

The rest of this article is organized as follows: Section 2 summarizes the related work, and Section 3 describes our proposed SUM-GAN-GEA model. Section 4 presents the experimental results, and Section 5 presents the conclusions and outlook.

2. Related Works

2.1. Video Summarization Based on LSTM Sequence Model

Recently, video summarization methods based on LSTM sequence models have received increasing attention. Zhang et al. [24] proposed treating the video summarization task as a structured prediction problem, which used long short-term memory (LSTM) to model the variable-range temporal dependencies between video frames. Video summarization models with two vsLSTM and dppLSTM deep networks were proposed in [25], which allowed the modeling of frame correlations and similarities. Elfeki et al. [26] took a different approach by analyzing the main cues humans use for summary generation; the nature and intensity of actions and developed a method to integrate action data to explicitly specify the learning algorithms trained for summary generation. Satorras et al. [27] introduced a new architecture for multivariate time series forecasting that simultaneously infers and exploits relationships between time series, which was flexible enough to be extended according to the forecasting task under consideration. However, although LSTM is an improvement on the RNN in extracting global features, it is still not sufficient for some long sequences of videos. Since our baseline model uses the same LSTM approach to model the video summarization task, it also has this inherent disadvantage. Recent advances show that for global feature capture, better performance can be obtained using graph convolutional neural networks [28,29]. We thus introduce the idea of graph data structures in this paper. This is because graph networks are not only capable of modelling time-series problems, but the video frame data is also more in line with the non-Euclidean data structure. It is similar to a social network, where each frame is connected to others.

2.2. Complexity of Video Summarization

The high complexity of video summarization models is still a challenging problem and a large body of work has been proposed in recent years. For example, Ou et al. [30] proposed an online summarization method for video summarization using a Gaussian mixture model that produces summaries with shorter latency and lower computational resource.
requirements. Furthermore, when outputting the summaries, the similarity between two video sequences S1 and S2 needs to be computed by calculating and averaging all the differences between frames in the two sequences. The complexity of this comparison mechanism is \( O(N^2) \), where \( N \) is the number of frames in each comparison sequence. Therefore, to keep the computational complexity low, the number of frames in the video sequence has to be kept at a small value [31]. Ma et al. [32] developed a non-linear sparse dictionary selection model by mapping the high-dimensional data of the original video samples to the non-linear case using a kernel function to transform it into the linear case. A kernelised simultaneous block orthogonal matching pursuit (KSBOMP) method is designed to optimize the proposed model and reduce the computational complexity of the model. However, it has high complexity due to its nonlinearity.

2.3. Gaussian for Video Summarization

Many summary methods based on Gaussian functions have been developed. In SIFT [33], significant locations are first defined using the scale space of smoothed and resized images and a difference of Gaussian functions is applied to these images to find the maximum and minimum responses. Furthermore, the partial spatial derivatives of an image are usually estimated using a Gaussian filter [34]. Zhang et al. [35] proposed a novel video summarization method using the video frame similarity function (VFSF) and a Gaussian approach to summarize the video, similar to the Gaussian approach and the concept of extrema applied to extract the key frames from each clip to form a video summary. In this paper, we also propose a method of mapping a Gaussian function on the frame importance scores so that the mapped scores are closer to the interestingness space of the actual video frames to obtain a summary. Mahasseni et al. [36] combined an LSTM-based keyframe selector with a variational autoencoder for the first time and used the decoder as the input of a trainable discriminator to learn summarization in an adversarial manner, aiming to minimize the distance between the reconstructed video output by the generator and the original video. Following [36], Apostolidis et al. [19] employed linear layers to compress the parameters and proposed a step-by-step, label-based learning process to improve the training efficiency of the adversarial part of the model. As a further improvement, Apostolidis et al. [18] integrated the attention mechanism into the variable autoencoder of the original system, which made the training of the model more stable and significantly improved the performance.

3. The Proposed Approach

In this section, we describe our proposed SUM-GAN-GEA model. Our baseline is a generative adversarial network (GAN) model derived from [18]. GAN can better minimize the distance between the generated summary features and the original video features. The proposed method has the advantages of lower linear memory complexity and a more sensitive capture of keyframes. Figure 1 depicts the structure of SUM-GAN-GEA. The general framework of our SUM-GAN-GEA model is shown in Figure 1.

![Figure 1. Structure of SUM-GAN-GEA.](image-url)
The key idea of this method is to select summaries by minimizing the distance between the deep feature representation of the original video and the reconstructed importance of the selected keyframes. We model the video summarization problem as a Seq2Seq problem, where the input is a sequence of the raw video frames and the output is a sequence of summaries of key frame combinations. The framework shown in Figure 1 is mainly composed of a linear compression layer, a frame selector, an autoencoder with an external attention mechanism module, and a discriminator comprising four components.

Given an input video with $T$ frames, feature extraction is based on the pool5 layer of GoogLeNet trained on ImageNet and $x_t$ is the depth feature of the frame sequence of the original video being extracted. After a linear compression layer reducing the complexity of the model, $x'_t$ is obtained, which is then used as the input of the frame selector to obtain the output $s_t$, $t \in [1, T]$, where $s_t$ represents the importance score calculated by the frame selector and the value range is $(0, 1)$. Then the frame importance score is forced to follow the Gaussian distribution. $W_t$ is the weighted feature vector of $x'_t$ and $s'_t$, indicates that the importance of each frame is different. Taking $W_t$ as the input of the encoder in the Encoder-Decoder module, after encoding by the encoder, the output coding vector $V_t$ and the last hidden state $H_e$ are obtained and are then dot-multiplied to obtain a feature vector focusing on the tail feature. Together with the initial state $h_i$ input of the decoder, it is sent to the external attention mechanism module in order to obtain the global semantic vector $V_t'$, which is then input into the decoder (generator) to obtain the reconstructed feature vector $\hat{x}_t$. They are finally fed into the discriminator along with the original video for identification.

3.1. External Attention Mechanism

To alleviate the square-level complexity and high memory consumption, we introduce an external attention mechanism module. Since the upper module of the external attention mechanism is the encoder of LSTM, to obtain the deep semantic features between video sequences, we do not discard the hidden state of LSTM but pass the hidden state $H_e$ through a small linear neural network. The obtained output is a Hadamard product with the output $V$ of the encoder, which is used as the input of the external attention mechanism. The structure diagram of the external attention mechanism is shown in the dotted box in the right block of Figure 2. The dotted box on the left is the input change caused by the external attention module. The external attention mechanism algorithm can be expressed using the following formula:

$$EA = \text{Norm}(F \ast M_k^T)$$  \hspace{1cm} (1)

$$Output = EA \ast M_V$$ \hspace{1cm} (2)

where $F$ is the given input feature map. The size of $F$ is [seq, batch size, hidden size], where seq represents the sequence length of the input feature, batch size is the same with the batch size of datasets, and hidden size is the same with the size of the hidden layer units of the encoder. In addition, $M_k$ is a learnable parameter independent of input features, which is equivalent to a memory unit for the entire dataset. Norm indicates normalization. The asterisk "\*$" indicates matrix multiplication. The $M_k$ size of is [d, S]. It does not have a bias term. $d$ here is the feature dimension of the video sequence, and $S$ is a hyperparameter, which is set it as 2. Then we normalize the matrix product on the first dimension by softmax, followed by dividing the normalized tensor by the original tensor to sum on the second dimension and keep the original dimension. This operation is equivalent to the first two normalization shown in Equation (1). Finally, we pass it through a small linear neural network layer $M_v$ of size $[S, d]$, which is also unbiased, where $M_v$ is the second memory unit that can learn parameters. The output of the former is normalized with $M_v$ conducting the matrix product using Equation (1).
of the encoder. In addition, $M_{\mathcal{E}}$ is a learnable parameter independent of input features, which is equivalent to a memory unit for the entire dataset. Norm indicates normalization. The asterisk “*” indicates matrix multiplication. The $M_{\mathcal{E}}$ size of is $[d, S]$. It does not have a bias term. $d$ here is the feature dimension of the video sequence, and $S$ is a hyperparameter, which is set it as 2. Then we normalize the matrix product on the first dimension by softmax, followed by dividing the normalized tensor by the original tensor to sum on the second dimension and keep the original dimension. This operation is equivalent to the first two normalization shown in Equation (1). Finally, we pass it through a small linear neural network layer $M_{\mathcal{H}}$ of size $[S, d]$, which is also unbiased, where $M_{\mathcal{H}}$ is the second memory unit that can learn parameters. The output of the former is normalized with $M_{\mathcal{H}}$ conducting the matrix product using Equation (1).

Figure 2. The dotted box on the left is the input change caused by the replacement of the attention mechanism. The dotted box on the right is the external attention mechanism module.

Through applying this external attention module, the computational complexity can be reduced from $O(d \times N^2)$ to $O(d \times S \times N)$, where $N$ is the number of pixels of the feature map, $S$ is a relatively small hyperparameter, and $d$ is a high-dimensional input feature. The complexity is significantly reduced. The structure in Figure 2 is shown in Pseudocode 1.

### Pseudocode 1. The structure pseudocode depicted in Figure 2

```python
h: the hidden state of the encoder
linear: linear layer
attn_en: attention energy vector
*: hadamard product
enc_out: the original output of the encoder
enc_out': the final output of the encoder
enc_out_q: The output of “enc_out” after the Query linear layer
query: linear layer
mk: linear memory unit
attn: attention vector
softmax: softmax activation function
torch: A common library in the field of deep learning
mv: linear memory unit
out: the output of external attention module

h = h.transpose(0,1)  # shape = [num_layers,batch_size, hidden_size]
h = h.reshape(h.shape [0], -1)  # shape = [batch_size, num_layers × hidden_size]
attn_en = linear(h)  # shape = [batch_size, hidden_size]
attn_en = attn_en.unsqueeze(0)  # shape = [1,batch_size, hidden_size]
enc_out' = attn_en * enc_out  # shape = [seq,batch_size,num_layers]
enc_out_q = query(enc_out')  # shape = [seq,batch_size,num_layers]
attn = mk(enc_out_q)  # shape = [seq,batch_size,num_layers]
attn = softmax(attn,dim = 1)  # shape = [seq,batch_size,num_layers]
attn = attn/torch.sum(attn,dim = 2,keepdim = True)  # shape = [seq,batch_size,num_layers]
out = mv(attn)  # shape = [seq,batch_size,num_layers]
```

#### 3.2. Gaussian Distribution of Frames Importance Scores

Jadon et al. [33] used Gaussian clustering and chose the number of clusters according to the size of the video summary, making the summary smoother and easier to understand. Jiang et al. [37] proposed a new Gaussian mixture vector quantization (GMVQ) method to
summarize video content with optimal compression. Both posterior and prior distributions in variational autoencoders followed Gaussian distributions, and a Gaussian mixture model was used to approximate the true distribution of the dataset. In addition, the posterior and prior distributions in variational autoencoders are Gaussian. Furthermore, considering that the exciting parts of the videos tend to have very little drama and are usually concentrated in a certain area, most of them are quite bland. Based on the above inspiration, we assume that the distribution of importance scores of video frames follows the prior distribution of the Gaussian function.

In addition, experiments show that the importance score of the frame selector output approximately meets the uniform distribution. We propose using the importance score of Gaussian distribution for two reasons: (1) Uniform distribution cannot represent the interest degree of the actual video frame well; that is, the importance score should fluctuate with a certain range. (2) We assume that the uniform distribution of importance scores makes the feature learning of common shots in video ineffective, while the global feature information learning becomes more difficult. We perform the following operations on the importance score to make it satisfy the Gaussian distribution: (1) The vector compressed by the convolutional neural network and the linear layer is equivalent to an ordered sequence composed of an undirected graph of \( t(t \in [1,T]) \) nodes, and \( T \) is the number of frames of the input video. The edge between any two different nodes represents the feature dependency between different frames. (2) Calculate the mean and variance of the importance score of the frame selector output. (3) The importance scores that are force to generate satisfies the Gaussian distribution \( F_{(j)} \sim N(\mu, \sigma^2) \), while maintaining the original mean and variance. We obtain the importance score \( s_k' \), \( k \in [1, T] \) of the relearned frame sequence graph, which can be regarded as an unordered diagram of similar frames after the aggregation of Gaussian distribution. Each node in the graph needs to update the hidden state by its neighbor nodes. The Gaussian distribution adjusts the frames and centralizes frames with similar features in a small interval. Furthermore, the gradient transformation of updating the hidden state of neighbor nodes and the information flow of the whole graph is smaller. It can thus better approximate the distribution of frame importance scores in actual video. Because the graph nodes are readjusted, the original global features that are difficult to learn can also be converted into local features. (4) Use the Sigmoid activation function to restrict \( s_k' \) to the range of \((0, 1)\) to update the original importance scores. The schematic diagram is shown in Figure 3. As Gaussian distribution is a probability model, we assume that it satisfies the frame importance fraction distribution based on the actual situation.

![Diagram](image)

**Figure 3.** Forces the mapping of the compressed frame sequence importance score graph into an unordered graph with a Gaussian function. Different frames are represented by the rectangles of different colors and correspond to nodes of different colors.

### 3.3. SmoothL1Loss

We propose using SmoothL1Loss mainly due to the following two reasons: (1) Since the MES loss tends to become zero when the error approaches zero, it can cause the effect of gradient vanishing. In the case of a large error value, the corresponding gradient value...
becomes large, which may lead to the problem of gradient explosion. (2) During the shooting process of the video, it may be due to the limitation of the shooting equipment or the problem of loss in the transmission process, etc. These issues may cause some noise points in the video. If MSE is used as the loss, these noises influencing the points will be amplified. When the error is large, the gradient of the MSE is also large. After the back-propagation algorithm, the parameter update is affected by these noise points, which is unfavorable for the entire learning process. The SmoothL1Loss formula is shown as follows:

$$L_\delta(y,f(x)) = \begin{cases} \frac{1}{2} (y - f(x))^2 / \delta, & |y - f(x)| < \delta \\ |y - f(x)| - \frac{1}{2} \delta, & |y - f(x)| \geq \delta \end{cases}$$

The parameter $\delta$ determines the tendency of SmoothL1Loss to MSE and MAE. When the absolute value of $y - f(x)$ is less than $\delta$, it becomes the MSE loss. When the absolute value of $y - f(x)$ is greater than or equal to $\delta$, it becomes the MAE loss. In the small range where the error value belongs to $(0, \delta)$, SmoothL1Loss overcomes the issue that the MAE loss is not smooth in the vicinity of the zero point, so that the global optimal solution can be approached at a small rate. When the error is greater than or equal to $\delta$, the loss value of SmoothL1Loss will be smaller than the MSE loss, and it is not very sensitive to outliers. It thus can reduce the influence of noises to a certain extent and improve the robustness of the model. Here, instead of fine-tuning the parameter $\delta$, we adopt the default setting parameter 1.

4. Experiments

We implement our proposed framework on the Pytorch platform using an NVIDIA GeForce 3090 GPU. We do not use the momentum-based Adam optimizer because it could cause the model to fail to converge [38]. We use the non-momentum RMSprop optimizer in our experiments instead. The parameters are set as follows: the smoothing constant $\alpha$ is 0.99, the parameter eps (to prevent the denominator from being 0) is $10^{-8}$, and other parameters and training process are set to be consistent with [18].

4.1. Experiment Datasets and Evaluation Metrics

Datasets. We evaluate the performance of the proposed method on two widely used benchmark datasets, SumMe [39] and TVSum [40]. The SumMe dataset contains 25 videos of 1–6 min. With 15–18 user-annotated key segments per video, the dataset provides a single ground-truth summary in the form of frame-level importance scores (by computing the average of user-annotated key segment scores). The TVSum dataset contains 50 videos with durations between 1 and 5 min, capturing 10 categories of the TRECVid multimedia event detection dataset. It also provides a single ground-truth summary of frame-level importance scores (computed by averaging users’ scores).

Evaluation Metric. For a fair comparison with other video summarization algorithms, we employ the currently popular F-Score to evaluate the similarity of the model’s automatically generated summaries to the ground truth summaries. Automatically generated summaries are denoted by $A$, and ground truth summaries are denoted by $G$. Calculate the precision $P$ and recall $R$ of each pair of $A$ and $G$ as a measure of their overlapping time, and the F-Score is the harmonic mean of the two ($\cap$ indicates overlapping time). The calculation is as follows:

$$P = \frac{A \cap G}{A} \times 100\%$$

(4)

$$R = \frac{A \cap G}{G} \times 100\%$$

(5)

$$F = \frac{2 \times P \times R}{P + R} \times 100\%$$

(6)
4.2. Performance Evaluation

4.2.1. F-Score Data Distribution

In the dataset used, the training set accounts for 80% and the remaining 20% is used as the test set. We iteratively trained our model 100 times. Finally, we experiment with five different random splits and report the average performance of these splits. The distribution of F-Score of our model SUM-GAN-GEA on the SumMe and TVSum datasets is shown in Figures 4 and 5.

![F-Score of split index on SumMe data](image1)

**Figure 4.** F-Score of 5-fold cross-validation on SumMe dataset.

![F Score of split index on TVSum data](image2)

**Figure 5.** F-Score of 5-fold cross-validation on TVSum data.

Through comparing Figures 4 and 5, we can see that: (1) the distribution of F-Score is more concentrated in the TVSum dataset, while the distribution of F-Scores is more dispersed in the SumMe dataset. (2) On the TVSum dataset, the cross-validation performance of either fold is better than that on the corresponding SumMe dataset. (3) It is worth noting that the minimum value of the F-Score trained on the TVSum dataset is close to the maximum value on the SumMe dataset. The possible reason behind this is that TVSum has
more data and richer video sequence scenes, thus making the model trained on this dataset more complex and robust.

4.2.2. Comparison with Unsupervised Methods

For a fair comparison, we evaluate the quality of summaries generated by our model using two evaluation methods: multiple user-annotated summaries per video and single ground truth summaries. Under the evaluation of the former method, we compare the performance of our model with other state-of-the-art unsupervised methods on SumMe and TVSum, as shown in Table 1. For a better comparison, we add the mean of the F-Score on the two datasets on the right column as Average.

Table 1. The summarization approach using multiple user annotations is compared with other unsupervised methods. (“±” indicates better or worse performance than our method).

<table>
<thead>
<tr>
<th>Methods</th>
<th>SumMe</th>
<th>TVSum</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tessellation [41]</td>
<td>41.4(−)</td>
<td>64.1(+)</td>
<td>52.8(−)</td>
</tr>
<tr>
<td>DR-DSN [42]</td>
<td>41.4(−)</td>
<td>57.6(−)</td>
<td>49.5(−)</td>
</tr>
<tr>
<td>UnpairedVSN [43]</td>
<td>47.5(−)</td>
<td>55.6(−)</td>
<td>51.6(−)</td>
</tr>
<tr>
<td>SUM-IndLU [44]</td>
<td>51.9(−)</td>
<td>61.5(+)</td>
<td>56.7(−)</td>
</tr>
<tr>
<td>AC-SUM-GAN [45]</td>
<td>50.8(−)</td>
<td>60.6(−)</td>
<td>55.7(−)</td>
</tr>
<tr>
<td>CAAN [46]</td>
<td>50.8(−)</td>
<td>59.6(−)</td>
<td>55.2(−)</td>
</tr>
<tr>
<td>CSNet [47]</td>
<td>51.3(−)</td>
<td>58.8(−)</td>
<td>55.1(−)</td>
</tr>
<tr>
<td>SUM-GDA [48]</td>
<td>50.0(−)</td>
<td>59.6(−)</td>
<td>54.8(−)</td>
</tr>
<tr>
<td>SUM-GAN-sl [19]</td>
<td>47.3(−)</td>
<td>58.0(−)</td>
<td>52.7(−)</td>
</tr>
<tr>
<td>SUM-GAN-AAE [18]</td>
<td>48.9(−)</td>
<td>58.3(−)</td>
<td>53.6(−)</td>
</tr>
<tr>
<td>SUM-GAN-GEA (Ours)</td>
<td>53.4</td>
<td>61.3</td>
<td>57.4</td>
</tr>
</tbody>
</table>

From the data presented in Table 1, we can see that the proposed method has obtained the best performance. This demonstrates the superiority of our proposed method. (1) On the SumMe dataset, our method outperforms SUM-IndLU (ranked second) by 1.5%, and the baseline model SUM-GAN-AAE by 4.5%; (2) on the TVSum dataset, our method also displays a substantial increase of 3% compared with the baseline model SUM-GAN-AAE; (3) the Tessellation [41] method is 2.8% higher than ours on the TVSum dataset but it achieved only 41.4% on the SumMe dataset, which is 12% lower than our method on this dataset. This is because the Tessellation [41] method is a dataset customization technique and thus performs extremely well on the TVSum dataset; (4) our method is 0.7% higher than the SUM-IndLU method in terms of average metrics but it is 0.2% lower than the SUM-IndLU method on the TVSum dataset. The possible reason for this is that SUM-IndLU combined deep reinforcement learning with independent recurrent neural networks (IndRNN) to solve the gradient disappearance between layers and the entanglement between neurons. The model can be trained with more steps and have more layers (in most cases, deeper layers tend to have better results) without any of the problems associated with gradients [44]. However, the network of our model is not as deep as that model. Overall, our proposed method shows good performance on both datasets (especially on SumMe) and is the most competitive.

4.2.3. Evaluation Using a Single Ground-Truth Summarization

We evaluate our model performance using the evaluation method of a single ground-truth summary of each video, as shown in Table 2.

From the data shown in Table 2, we can draw the following conclusions: (1) On the SumMe dataset, our method obtains the best performance, reaching 65.9%, thus far exceeding the original SUM-GAN-AAE (ranked 2nd) model by 9%, and our method outperforms some supervised methods. (2) On the TVSum dataset, we still obtain the best performance (68.2%), outperforming the baseline model SUM-GAN-AAE by 4.3% and surpassing the second-ranked SUM-GAN-sl [19] model by 2.9%. (3) On average, our method outperforms the baseline model by 4.3%. Overall, the proposed method performs
the best (especially on SumMe) using a single ground-truth summary for each video evaluation. (4) The performance of the assessment metric in Table 2 only differs by 2.3% on the two datasets, while it differs by 7.9% using the assessment metric in Table 1. The fact that Table 1 uses multiple user-annotated video summaries makes it more objective, while the “gold standard” of a single ground truth summary used in Table 2 may not be standard due to the subjective nature of the video summarization task. Therefore, it is necessary to use different kinds of evaluation metrics.

Table 2. Comparison with other video summarization methods using single ground truth summarization (asterisks indicate unsupervised methods, “±” indicate better or worse performance than our method).

<table>
<thead>
<tr>
<th>Methods</th>
<th>SumMe</th>
<th>TVSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>* SUM-GAN [36]</td>
<td>38.7(−)</td>
<td>50.8(−)</td>
</tr>
<tr>
<td>* SUM-GAN$_{dp}$ [36]</td>
<td>39.1(−)</td>
<td>51.7(−)</td>
</tr>
<tr>
<td>SUM-GAN$_{sup}$ [36]</td>
<td>41.7(−)</td>
<td>56.3(−)</td>
</tr>
<tr>
<td>SASUM [49]</td>
<td>45.3(−)</td>
<td>58.2(−)</td>
</tr>
<tr>
<td>DTR-GAN [50]</td>
<td>44.6(−)</td>
<td>59.1(−)</td>
</tr>
<tr>
<td>A-AVS [51]</td>
<td>43.9(−)</td>
<td>59.4(−)</td>
</tr>
<tr>
<td>M-AVS [51]</td>
<td>44.4(−)</td>
<td>61.0(−)</td>
</tr>
<tr>
<td>AALVS [52]</td>
<td>46.2(−)</td>
<td>63.6(−)</td>
</tr>
<tr>
<td>* Cycle-SUM [53]</td>
<td>41.9(−)</td>
<td>57.6(−)</td>
</tr>
<tr>
<td>* SUM-GAN-sl [19]</td>
<td>46.8(−)</td>
<td>65.3(−)</td>
</tr>
<tr>
<td>* SUM-GAN-AAE</td>
<td>56.9(−)</td>
<td>63.9(−)</td>
</tr>
<tr>
<td>* SUM-GAN-GEA (Ours)</td>
<td>65.9</td>
<td>68.2</td>
</tr>
</tbody>
</table>

4.3. Ablation Study

In this section, we test the impact of each module of our models. Table 3 shows the performance of each variation on both datasets (running times are also averaged over five cross-validations).

Table 3. Ablation study.

<table>
<thead>
<tr>
<th>Experiments</th>
<th>SmoothL1Loss</th>
<th>External Attention</th>
<th>Gaussian Distribution</th>
<th>SumMe (F-Score) and Time (s)</th>
<th>TVSum (F-Score) and Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUM-GAN-AAE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Exp1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>48.9 and 45.2</td>
<td>58.3 and 145.8</td>
</tr>
<tr>
<td>Exp2</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>50.1 and 45.4</td>
<td>60.3 and 151.4</td>
</tr>
<tr>
<td>Exp3</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>50.5 and 37.8</td>
<td>59.9 and 123.8</td>
</tr>
<tr>
<td>Exp4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>53.4 and 44.6</td>
<td>61.2 and 145.4</td>
</tr>
<tr>
<td>Exp5</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>51.0 and 37.0</td>
<td>60.5 and 118.8</td>
</tr>
<tr>
<td>Exp6</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>53.4 and 46.0</td>
<td>61.2 and 146.8</td>
</tr>
<tr>
<td>Exp7(SUM-GAN-GEA)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>53.4 and 34.6</td>
<td>61.1 and 113</td>
</tr>
</tbody>
</table>

From Table 3, we can draw the following conclusions: (1) Only SmoothL1Loss is introduced based on the baseline model [18]. Although the running time on the two datasets increases by 0.44% and 3.8%, the F-Score increases by 2.45% and 3.4%. In addition, since there is a coefficient of 1/2 in Equation (3), to better compare the training situation of the loss function, we multiply the value of the loss function obtained by 2. Regarding the loss function of the discriminator trained in these two datasets, such as those shown in Figure 6 (the loss functions involved in the figure are all in the loss functions involved in the figure are all in [18]) and Figure 7. From Figures 6 and 7, we can see that the fluctuations of the curves of the three loss functions are much smaller at roughly 1000 steps, and the values of the three loss functions converge on 0.25. Therefore, the introduction of SmoothL1Loss can assist the training process, which enhances the robustness and convergence speed of the model. (2) The introduction of any single one of these three modules improves the performance of our model, especially the Gaussian distribution of frame importance scores.
importance scores is more like a Gaussian distribution. (3) In terms of running time, comparing Exp2 with the baseline model under the premise that the former uses linear complexity, the time is reduced by 16.4% on the SumMe dataset. Comparison between SUM-GAN-AAE and Exp1 shows that the introduction of SmoothL1Loss has a slight increase in runtime (or see Exp6 and Exp7). We can also see that comparing the original model SUM-GAN-AAE [18] with Exp3, the latter yields a slight reduction in time reduction for Gaussian distribution (or see Exp4 and Exp7). Our final model is compared with SUM-GAN-AAE, the time is reduced by 24.8%, which is close to 1/4. It illustrates that the introduction of an external attention module allows the model to run (infer) in much less time, which is significant from both an academic and practical point of view. (4) On the TVSum dataset, the Gaussian distribution still has the greatest impact on the model, which is 2.9% higher than the original model (see Exp3 and the original model). (5) TVSum has a 15.1% reduction in running time (see Exp2 and the baseline model), while our method reduces the time by 22.8% compared to the baseline method [18]. The performance on this dataset shows that it is comparable to the SumMe dataset. (6) By comparing Exp3 and Exp4, we can see that the performance after introducing Gaussian distribution alone is even better than introducing SmoothL1Loss and external attention mechanism. (7) An interesting finding is that as long as the Gaussian distribution module is introduced, the performance of the proposed method does not change much but there is still a big difference in the running time (see Exp3, Exp5, Exp6, and our proposed method).

The three elements in the network all play important roles. The introduction of SmoothL1Loss enables the faster and smoother convergence of the model. This loss function reduces the influence of noise and enhances the robustness of the model. The addition of the external attention mechanism is very helpful to reduce the training time of the model because the linear complexity of two linear layers is clearly less than the original square-level complexity. The Gaussian distribution of the frame importance score has a significant impact on the model and can also slightly reduce the running time. One possible explanation is that the Gaussian distribution of the frame importance score destroys the original uniform distribution of invalid feature learning. Gaussian distribution is more representative of the importance distribution of actual video frames than uniform distribution. Moderate changes in the magnitude of the frame importance scores can make the generator (summary) better to improve the ability to capture different interesting frames between video frames, so that the generated summaries are more efficient and of better quality and are more expressive than the original video. In addition, the discriminative
ability of the corresponding discriminator has also been improved. Two possible reasons for the above conclusion (7) are: (1) Since we adopt the same gradient clipping settings as in the baseline model [18], although it can alleviate the problems of vanishing and exploding gradients, to some extent it also inhibits the fitting ability of the network, so that the model performance cannot be further improved. (2) Because the number of videos contained in the SumMe and TVSum datasets is small, it is difficult for the model to learn more effective parameters, so the performance of the model stagnates.

Figure 7. The left and right figures are the loss function curves of the discriminator Exp1 and the baseline model SUM-GAN-AAE on the TVSum dataset, respectively.

5. Conclusions

In this paper, we propose a novel unsupervised video summarization method, which combines the advantages of the external attention mechanism module and the frame importance fractional Gaussian distribution. We learn the feature-relational connections between video frames with the help of graph model ideas to guide the summary generator to generate better global feature representations. We adopt SmoothL1Loss to improve the robustness of the model. Extensive experiments on two mainstream video summarization datasets demonstrate the superiority of our method. Ablation studies demonstrate the effectiveness of each element. Currently, we only study the dependencies between the features of the video frame sequence, while ignoring the intrinsic connection between the basic unit shots that make up the video. In the future, we will enhance the generalization capabilities of the model by mixing data tricks. We will also take advantage of graph networks to handle multi-hop problems in order to explore global dependency features between different shots in a video to improve performance.
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