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Abstract: For the first time worldwide, innovative techniques, generic non-linear higher-order un-normalized cross-correlations of spectral moduli, for the diagnosis of complex assets, are proposed. The normalization of the proposed techniques is based on the absolute central moments, that have been proposed and widely investigated in mathematical works. The existing higher-order, cross-covariances of complex spectral components are not sufficiently effective. The novel technology is comprehensively experimentally validated for induction motor bearing diagnosis via motor current signals. Experimental results, provided by the proposed technique, confirmed high overall probabilities of correct diagnoses for bearings at early stages of damage development. The proposed diagnosis technology is compared with existing diagnosis technology, based on the triple cross-covariance of complex spectral components.
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1. Introduction

Induction motors (IMs) are widely employed in various industrial, military, and civil applications. Electric vehicles, gearmotors, and pumps are examples of a broad scope of IM use. Most IMs are required to operate uninterrupted for a long period. That is why a proper condition monitoring and maintenance are a must in industrial applications of motors, gearmotors, and other structures [1–36]. Publication [7] presents very wide and comprehensive state-of-the-art IM faults, detection, and diagnosis. Proper fault detection and fault isolation of key components is crucial for continuity of IM operation. Among the most common elements, susceptible to damage in an IM, are its bearings, accounting for 42% of all failures [7]. That is why their effective diagnosis is of utmost importance. The ability to diagnose bearing conditions is the subject of continuous research and development [1,3,5,6,8,20,21,23,25–29].

For industrial bearings diagnosis, vibration-based methods are still the most used. However, they require the installation of accelerometers on the engine, making these methods invasive, inconvenient, and costly. Vibration analysis is a well-proven method, that has been used for a long-time to detect bearing damage [5,25–28,33–36]. Vibration methods are still being improved, mainly in terms of signal processing. In [25], a method, enabling diagnostics in conditions of variable rotational speed, is presented. Paper [26] presents a solution, based on the spectral kurtosis and the wavelet transform.

In the recent years, motor current signature analysis (MCSA) is the subject of much research; it becomes a convenient alternative to vibration-based methods for IM diagnosis. This non-invasive method allows to significantly reduce the cost of diagnosis as it does not require installation of expensive vibration sensors on a motor. MCSA does not require a direct access to a diagnosed motor; only access to a power supply line of a motor is needed. Motor current signals are widely used for detecting electrical and mechanical
faults in motors and coupled gearboxes. Early diagnosis of bearing faults via MCSA is a difficult task due to a low signal/noise ratio (SNR) of spectral components, carrying diagnostic information [4–8,10,19–22,24,29]. Changes in the temporal shape of current waveforms, caused by bearing damage, are practically imperceptible, and therefore most of MCSA methods use current spectral presentations. Due to a poor SNR of bearing diagnostic components in the current spectrum, many spectral harmonics of a different nature may match in frequency areas. Therefore, it is crucial to estimate frequencies of bearing defect characteristic components, with a high accuracy, to track those components in time—frequency domain. Precise rotational speed estimations of a motor rotor are needed to estimate these frequencies. Rotor speed can be estimated via current spectrum and rotor slot harmonics (RSH) with high precision. A rotor speed estimation method, based on RSH frequency demodulation, is introduced in [30]; this method gives accurate results for both transient and steady-state motor operations.

Models for frequencies of current characteristic spectral components have been improved over time. Works [8,9] have shown that some of the previous MCSA solutions, e.g., [4], are based on an incomplete model for characteristic frequency estimations. In [9], changes of torque, caused by bearing damage, are taken into account. It has been shown that oscillations of torque, have an essential influence on characteristic frequencies. In cases of inner race or rolling elements damage, characteristic frequencies are different, when compared with earlier research works, e.g., [4]. In [8], a dynamic model of a rotor with damaged bearings is presented in order to numerically simulate an air gap. The current modelling is built on a magnetic circuit.

A different approach to IM bearing condition monitoring, presented in [5,20], proposes determining characteristic frequencies via vibration methods. Spectral components, identified via vibration signal envelope analysis, are tracked in current spectrum, and changes in their amplitude are used for bearing diagnosis.

In [21] a new Fault-excited Harmonic Distortion diagnostic indicator is proposed. The developed IM model showed a dependency between the proposed diagnostic indicator and bearing fault severity. However, this method was tested only for one outer race defect for a specific type of IM. Other mathematical expressions for this method are needed for other types of IM. The model, presented in [21], does not take into account saturation of the motor core, and only radial eccentricities related to a damage, are considered.

For increasing bearing damage detection efficiency via MCSA, new, more effective signal processing solutions are sought. In recent research works on this topic, the wavelet transform [6,9,31–36], the higher-order spectral techniques [1,3,22,24], and the spectral kurtosis [26,28] are used.

In [6], the continuous wavelet transform is applied via MCSA to detect damage in bearing localized in motor load, and not in the motor. It is not an easy task, because such damage does not affect the air gap of tested motors; only changes of a motor load momentum can affect motor current. For this reason, the characteristic spectral components in the motor current spectrum are barely detectable via methods, based on the current spectrum [6].

The higher-order spectral techniques are used in [1,3,22,24] for MCSA to detect IM damage. These techniques give an insight into the interactions of spectral components. It has been shown that it is possible not only to detect early fault, but also indicate a fault severity.

In [23], an MCSA method, that involves instantaneous frequency analysis, was proposed [19] considers motor bearing diagnosis. For light load conditions, MCSA methods mostly fail in detecting this type of damage, due to poor SNR. The proposed method was tested on a small number of bearing faults, and only outer race defects were considered in this research.

Another way of dealing with a poor SNR of bearing diagnostic components in motor current signal is the Park vector approach. Approach advantage is an essential enhancement of components, carrying diagnostic information. Then, various sophisticated methods of signal processing [19,26,29] can be used for component fault detection. This approach is
used for detection of bearing faults [19,20,29,37–41], as well as other faults of IMs, such as broken rotor bar [42–48] and stator winding faults [49–52].

The main novelty proposed here is the generic, non-linear, high-order technologies for damage diagnosis and the higher-order, unnormalized, cross-correlations of spectral moduli for steady and non-steady functioning of complex systems.

Research carried here shows a very essential advantage of the proposed technologies: they provide an effective damage diagnosis for any damage related spectral components, including components that do not follow bicoherence/tricoherence frequency rules.

Other innovations of the presented research:

- technology validations via extensive experiments
- comparison of the proposed technology and the cross-covariance technology, based on t complex spectra

The aims of the research are to:

- propose new damage diagnosis technologies, cross-correlations of moduli for steady and non-steady functioning of complex systems,
- perform technology testing via extensive experiments using motor current signal processing,
- perform technology comparisons between triple cross-covariance technologies, based on complex spectra, using motor current signature analysis.

2. The Cross-Correlations of Spectral Moduli

Unnormalized cross-correlations of spectral moduli (UCCSM) of order n are proposed here for the first time worldwide. The first step in the estimation of UCCSM is to divide signal into time segments. The second step is to perform the selected frequency transform or time-frequency transform for each time segment. The third step is to estimate moduli of the spectral components at the selected characteristic frequencies, or at the selected characteristic time-frequency points. The final step is to estimate the unnormalized cross-correlation for each segment and to average these cross-correlations over all segments. The normalized cross-correlations (CCSM) of n moduli of spectral components are estimated via Equation (1):

\[ \text{CCSM}(f_1, f_2, \ldots, f_n, t) = \frac{\sum I \left[ \left( mY_{f_1}^j(t) \right) \left( mY_{f_2}^j(t) \right) \cdots \left( mY_{f_n}^j(t) \right) \right]}{\sqrt{\sum I \left[ mY_{f_1}^j(t) - mY_{f_1}^j(t) \right]^n} \sqrt{\sum I \left[ mY_{f_2}^j(t) - mY_{f_2}^j(t) \right]^n} \cdots \sqrt{\sum I \left[ mY_{f_n}^j(t) - mY_{f_n}^j(t) \right]^n}} \]  

where I is segment number, \( mY_{f_n}^j \) is the modulus related to any complex time-frequency transform, or any complex frequency transform of time segment \( j \) for frequency \( f_n \).

Normally, normalization of higher-order correlations of random variables is based on the absolute central moments of order \( n \), proposed and widely investigated in many mathematical works, e.g., [53–57]. Another normalization [1–3] is also possible.

The main dissimilarity between the proposed technologies (1), the higher-order spectral cross-covariance technologies in refs [1–3], and the classical higher-order spectra [58] is that the proposed cross-correlations are estimated for the moduli of complex frequency transforms and complex time-frequency transforms. The proposed use of complex transform moduli for higher-order spectral techniques is non-traditional, as traditionally e.g., [1–3,7,16,18,22,24,27,58,59], in applications by all known authors of higher-order spectral techniques and the complex spectral components (not moduli of complex spectral components) are used.

The main reason that complex spectral components are used is that phase information, related to these components, could be employed for diagnostic purposes. This reason is fully justifiable for pure complex exponential signals. However, characteristic time domain signals, that are involved/important in vibration fault diagnosis and in diagnosis via MCSA, are, normally, not pure complex exponential signals. These signals are narrowband
random signals with random phases. It is shown here, that for current narrowband signals, it is more efficient to employ the higher-order spectral technologies, based on moduli of complex spectral components. The employment of moduli of complex transforms is an essential novel feature of the technologies, which depend only on moduli of the selected complex characteristic components, and are not dependent on the phase spectra of the selected characteristic spectral components.

It is known [60,61], that the phase spectra of single characteristic spectral components are important for fault diagnosis. However, as the proposed technologies do not employ single characteristic spectral components, but employ, simultaneously, multiple characteristic spectral components, it is shown below, via experimental trials, that it is more beneficial to exclude from consideration the phase spectra of these spectral components.

The particular uses of the proposed technology (1) are the cross-correlation of spectral moduli of order 3 (CCSM3) and the cross-correlation of spectral moduli of order 4 (CCSM4), expressed as follows:

\[
\text{CCSM3}(f_1, f_2, f_3, t) = \frac{\sum_{j=1}^{4} \left[ (mY^j_{f_1}(t))(mY^j_{f_2}(t))(mY^j_{f_3}(t)) \right]}{\sqrt{\sum_{j=1}^{4} \left[ mY^j_{f_1}(t) - \overline{mY}_{f_1}(t) \right]^3} \sqrt{\sum_{j=1}^{4} \left[ mY^j_{f_2}(t) - \overline{mY}_{f_2}(t) \right]^3} \sqrt{\sum_{j=1}^{4} \left[ mY^j_{f_3}(t) - \overline{mY}_{f_3}(t) \right]^3}}
\]

\[
\text{CCSM4}(f_1, f_2, f_3, f_4, t) = \frac{\sum_{j=1}^{4} \left[ (mY^j_{f_1}(t))(mY^j_{f_2}(t))(mY^j_{f_3}(t))(mY^j_{f_4}(t)) \right]}{\sqrt{\sum_{j=1}^{4} \left[ mY^j_{f_1}(t) - \overline{mY}_{f_1}(t) \right]^4} \sqrt{\sum_{j=1}^{4} \left[ mY^j_{f_2}(t) - \overline{mY}_{f_2}(t) \right]^4} \sqrt{\sum_{j=1}^{4} \left[ mY^j_{f_3}(t) - \overline{mY}_{f_3}(t) \right]^4} \sqrt{\sum_{j=1}^{4} \left[ mY^j_{f_4}(t) - \overline{mY}_{f_4}(t) \right]^4}}
\]

The proposed technologies are applicable for steady signals, related to steady functioning of systems, by using spectral moduli of complex frequency transforms and real frequency transforms (e.g., Hartley distribution, the cosine transform, etc.) for (1)–(3). If frequency transforms are employed, the CCSM technologies are not time-dependant. It is proposed that further novel technologies could be used for non-steady functioning of systems (e.g. machinery start-up and speed variation), via the employment of moduli of complex time-frequency transforms [32–34,62,63], and real time-frequency transforms (e.g., the Wigner distribution, etc.) for Equations (1)–(3). If time-frequency transforms are employed, the CCSM technologies are not time-dependant.

The importance of the technologies is that they estimate cross-correlations between moduli of frequency components. Moduli of frequency components that appear due to faults are correlated.

The main limitations of the proposed technologies are the same, as the limitations of higher-order spectral technologies, as follows:

- a difficulty of a visual representation of the CCSM for orders greater than 4
- a computation complexity
- technologies are becoming non-effective at an excessive level of interference

However, it is known [58] that the higher-order spectral technologies, including the proposed technologies, are more “immune” to an excessive level of interference, than second order technologies.

Let us investigate the CCSM3 for local bearing damage diagnosis via MCSA. The fundamental frequency of the shaft rotation \( f_r \) and the fundamental frequency of the motor supply current \( f_s \) are estimated from the obtained motor current spectrum for every time segment of a time domain current signal. It is important to track the frequencies for each time segment to cover possible fluctuations of bearing defect frequencies and the supply frequency. The fundamental frequency of the shaft rotation \( f_r \) is obtained through
RSH frequency estimation and information of motor construction, as described in [30, 42], as follows:

\[ f_t = \frac{f_{RSH} \pm f_g}{kN_R} \]  

(4)

where \( f_{RSH} \) is the RSH frequency, \( f_g \) is the supply grid frequency, \( f_r \) is the fundamental rotation frequency, \( k \) is the rotor bar harmonic number, and \( N_R \) is the number of rotor bars.

Values of the mentioned frequencies are needed to estimate the frequency specifics of the bearing damage. Next, modulus values from complex spectra, for three spectral components of the selected characteristic frequencies, are obtained for every time segment. The next step is to calculate the Equation (2) for CCSM3 estimation. The last step is to calculate the mean value of CCSM3 for three phases of the IM current.

The number of operations for CCSM3 technology could be estimated as follows. Considering a conventional method of CCSM3 estimation, the main method for estimation of CCSM3 is the direct method [58, 59]. Extension of this method to CCSM4 or to any higher CCSM order can be made easily. Considering the direct method of estimation of the numerator of CCSM3 (as estimation of the denominator of the CCSM3 is a computationally easy task) for one diagnostic feature, the following steps should be employed:

1. segmentation of current data into \( K \) non-overlapped segments of \( N \) samples each
2. estimation of DFT coefficients for each segment
3. calculation of CCSM3 estimates for all segments via multiplications of moduli of the selected DFT coefficients, and average these estimates over \( K \) segments

Number of multiplication operations for the estimation of DFT for each segment is \( N\log_2 N \), and the number of addition operations for estimation of DFT for each segment is \( 2N\log_2 N \).

Finally, ignoring a small number of addition operations, for the averaging of the CCSM3 over \( K \) segments, and a small number of multiplication operations, for obtaining the CCSM3 for each segment, the total number of multiplication operations for \( K \) segments is \( K \times N\log_2 N \), and the total number of addition operations for \( K \) segments is \( K \times N\log_2 N \).

The two frequencies specific for bearing damage are defined with the Formulas (5) and (6) [1, 7, 25]:

\[ f_{\text{out}} = \left( 1 - \frac{B_d}{P_d} \cos \alpha \right) N_b = \text{FCC}_o \cdot f_r \]  

(5)

\[ f_{\text{in}} = \frac{1}{2} f_r \left( 1 + \frac{B_d}{P_d} \cos \alpha \right) N_b = \text{FCC}_i \cdot f_r \]  

(6)

where \( f_{\text{out}} \) is the outer race damage frequency, \( f_{\text{in}} \) is the inner race damage frequency, \( f_r \) is the frequency of IM shaft oscillation, \( N_b \) is the number of rolling elements in the bearing, \( B_d \) is the diameter of the rolling elements in the bearing, \( P_d \) is the pitch diameter of a bearing and \( \alpha \) is the angle of thrust. FCC\(_o\) is the fault specific coefficient of the outer race and FCC\(_i\) is the fault specific coefficient of the inner race.

Coefficients FCC\(_i\) and FCC\(_o\), used in this research, are received from SKF (UK).

3. Experimental Setup and Technology Validation

3.1. Setup for Experimental Technology Validation

The test rig, used for experimental technology validation, is presented in Figure 1. Its use is described in detail in [1]. Pointer A shows the IM used in this experiment, pointer B indicates the laser sensors used for shaft alignment, pointer C indicates the magnetic coupling, pointer D shows the electromagnetic brake, pointer E shows the hoses which provide the air for the brake cooling, and pointer F shows the pads used to isolate the test rig form external vibration. The IM in this experiment was powered by the national 50 Hz three phase electrical power grid.
coupling, pointer D shows the electromagnetic brake, pointer E shows the hoses which provide the air for the brake cooling, and pointer F shows the pads used to isolate the test rig from external vibration. The IM in this experiment was powered by the national 50 Hz three phase electrical power grid.

Figure 1. Experimental test rig.

The IM current signal was recorded via a data acquisition system with the use of a specially designed transducer and a 24 bits DAQ system. In general, the main parameters required for a suitable performance of a data acquisition system for CCSM, are as follows: 3 channel differential inputs for three phases, a −120 dB, channel cross-talk, 24-bit conversion, a total harmonic distortion of 0.5%, attenuation of an anti-aliasing filter in the transition band is 100 dB/oct, and a current sensor that is a split-core current transformer, with galvanic separation between the primary circuit (power) and the secondary circuit (data capture).

All IM currents processed in this experiment were recorded for IM, with 6204C3 Koyo bearings. Construction of the bearing, and the absence of the seals, allowed for an easy disassembly of the bearings for damage introduction.

IM current recordings were done for 8 bearings, 4 pristine bearings, and 4 bearings with different types of damage. The close-up photos of the introduced bearing faults are shown in Figure 2. All damages introduced were small local faults, created to simulate bearing damage which had not yet developed; a detailed description of each damage introduced is listed in Table 1. The pristine bearings are labelled as p1, p2, p3, and p4; a pristine bearing is shown in Figure 3.

Table 1. List of damaged bearings, with introduced damage and relative damage sizes [26].

<table>
<thead>
<tr>
<th>Bearing</th>
<th>Introduced Damage</th>
<th>Relative Damage Size</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>in1</td>
<td>inner race pit damage with 1 mm diameter and depth of 0.5 mm</td>
<td>1.20%</td>
<td>Figure 2A</td>
</tr>
<tr>
<td>in2</td>
<td>inner race scratch damage length of 3 mm, width of 1 mm and depth of 0.7 mm</td>
<td>1.20%</td>
<td>Figure 2B</td>
</tr>
</tbody>
</table>
To achieve effective fault diagnosis results, digital signal processing of the recorded IM current was performed. The IM current signals are recorded for 65 s of an uninterrupted IM work. The Blackman time window was used for each 5 s time segment of the signal, recorded at 65.536 kHz sampling frequency. Technical requirements of the computer used for numerical estimation of CCSM technologies were: Windows 7 or later version, 8 GB of RAM, 3.4 GB of SSD space for MATLAB, a processing speed of 3.4 GHz or higher, a latency of 100 ms, an internal hard-drive speed of 50 MB/s or higher, a bus speed of 5GT/s or higher.

<table>
<thead>
<tr>
<th>Bearing</th>
<th>Introduced Damage</th>
<th>Relative Damage Size</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>out1</td>
<td>outer race scratch damage along the bearing rolling direction with length of 3 mm, width of 1 mm and depth of 0.5 mm</td>
<td>2.23%</td>
<td>Figure 2C</td>
</tr>
<tr>
<td>out2</td>
<td>outer race scratch damage length of 3 mm, width of 1 mm and depth of 0.5 mm</td>
<td>0.78%</td>
<td>Figure 2D</td>
</tr>
</tbody>
</table>

Figure 2. Close-up photos of the introduced bearing damage.

Figure 3. A pristine bearing.
Current data, mentioned above (i.e., segment size is 5 s, number of segments is 13, 0\% segment overlapping, sampling frequency is 65.536 kHz), were processed via a PC with Intel Core i7-2600 CPU and 8 GB of RAM, with a computation time of 2 s for one CCSM3 diagnostic feature. If the CCSM3 algorithm software was organised using the calculation of CCSM3 during sample intervals, then the CCSM3 feature could be estimated in “real time”.

Signals are recorded for the four undamaged bearings and for the four counterpart damaged bearings. The four pairs are split into two cases:

- two inner race damaged bearings vs. two undamaged bearings
- two outer race damaged bearings vs. two undamaged bearings

Each case was analysed separately. The recorded signals were processed via the proposed CCSM3. Using the above methodology (from Section 2) for estimation of the total number of operations for the calculation of the numerator of the CCSM3, the number of multiplication operations and number of addition operations are 7,804,0269 and 156,080,538, respectively, for the processing parameters employed here for experimental trials: segment size is 5 s, the number of segments is 13, the sampling frequency is 65.536 kHz, and the segment overlap is 0\%. The total number of operations for calculation of the numerator of CCSM3 is 234120807. The total number of operations, for calculation of CCSM3, that is estimated via Matlab socFunctionAnalyzer, is 310778788, for the above-mentioned processing parameters.

The estimates of the overall probability of correct fault diagnosis are defined by Equation (7):

$$P_t = \frac{fN + hN}{fNt + hNt}$$

(7)

where $fN$ is the number of correctly diagnosed bearings with damage, $hN$ is the number of correctly diagnosed healthy bearings, $fNt$ is the total number of diagnoses carried for bearings with damage, and $hNt$ is the total number of diagnoses carried for healthy bearings. The Fisher criterion is defined by Equation (8):

$$FCr = \frac{|am_1 - am_2|^2}{\sigma_1^2 + \sigma_2^2}$$

(8)

where $am_1$ is the average value of diagnostic features for healthy bearings, $am_2$ is the average value of diagnostic features for bearings with fault, $\sigma_1^2$ is the squared standard deviation of diagnostic features for healthy bearings, and $\sigma_2^2$ is the squared standard deviation of diagnostic features for bearings with fault. The overall probability of correct fault diagnosis, Equation (7), and the Fisher criteria, Equation (8), are used to evaluate the quality of diagnosis via the proposed technology.

To diagnose healthy and faulty bearings, a one-dimensional decision-making threshold-based rule was used. The Bayes rule was implemented for this task. If the CCSM diagnostic feature was more than the Bayes based threshold, a damaged diagnosis was given; if the CCSM diagnostic feature was less than the Bayes based threshold, an undamaged diagnosis was given. For multi-class fault identification, more complicated decision-making rules, based on machine learning, would be employed. For each CCSM3, 51 diagnostic features for each bearing were estimated. Time segment overlapping, from 0\% to 50\%, with a 1\% step were used for these estimations. Values of 204 diagnostic features were used for the estimation of the overall probabilities of the true diagnostics and the Fisher criteria.

### 3.2. Local Inner Race Damage Diagnosis

Combination frequencies of current spectral components in raw current data, related to inner race bearing damage, are described by Equation (9) [9]:

$$f_{\text{com, in}} = i \cdot f_n + j \cdot f_g + k \cdot f_r$$

(9)
where $f_{\text{in}}$ is the inner race damage frequency (Equation (6)), $f_g$ is the fundamental frequency of supply current, $f_r$ is the fundamental motor shaft rotation frequency, and $i, j, k$ are integer coefficients, related, respectively, to the inner race damage frequency, the fundamental frequency of supply current, and the fundamental motor rotation frequency.

The test bearings used for trials, were two damaged bearings: $\text{in1}$ and $\text{in2}$, and two pristine bearings, $\text{p1}$ and $\text{p2}$. The experimental results are based on 84 spectral components, which were used to calculate 28 CCSM3’s for each bearing. These 84 spectral components were obtained using the following coefficients:

- $i = 3, 6, 9$;
- $j = -3, -1, 1, 3$;
- $k = -3, -2, -1, 0, 1, 2, 3$.

For each given $i$ coefficient, a different set of $j$ and $k$ coefficients were used. This systematic set of 84 different components has been derived on the basis of the $i, j, k$ coefficients. Each CCSM3 was calculated for multiple combinations of $i, j, k$ values and averaged over three phases. Table A1 (Appendix A) presents multiple $i, j, k$ combinations, corresponding to the correlation numbers for CCSM3. The overall probabilities of true diagnoses were estimated via Equation (7). The estimates of overall probabilities of true diagnoses, provided by CCSM3s, for each component combination, are shown in Figure 4. The estimate of the average overall probability of true diagnoses, calculated by averaging the estimates of overall probabilities, provided by all 28 CCSM3s, was $98.6\%$. The $F_{\text{Cr}}$, estimated for each component combination, are shown in Figure 5. The average $F_{\text{Cr}}$ value provided by all 28 CCSM3s was $19.5$.

Figure 4. The overall probabilities of correct diagnoses for inner race fault via CCSM3, for each correlation number (Table A1).

Histograms of the diagnostic features, based on CCSM3 values for damaged and undamaged conditions, are presented in Figures 6 and 7. The histograms of the selected CCSM3 diagnostic features are unimodal for both damaged and undamaged bearings. It can be seen from Figures 6 and 7, that each pair of histograms show a full separation of diagnostic feature CCSMs between the damaged cases and the healthy cases. More histograms for other component combinations, based on CCSM3, for inner race fault diagnosis, are presented in Appendix A (Figures A1–A26). It can be seen from Figures A1–A26, that each pair of histograms, presented in the Appendix A, also show a full separation of diagnostic feature CCSMs between the damaged cases and the healthy cases. For each case in which diagnostic
features for damaged and undamaged conditions are fully separated, the estimate of the overall probability of correct diagnosis is 100%.

**Figure 5.** The Fisher criteria, provided by CCSM3, for each correlation number (Table A1).

**Figure 6.** Histograms of the diagnostic features, based on the CCSM3 (correlation number is 23—Table A1) bearings in1 and p1.
Figure 7. Histograms of the diagnostic features, based on the CCSM3 (correlation number is 23—Table A1) bearings in2 and p2.

3.3. Outer Race Local Damage Diagnosis

Characteristic frequencies of current spectral components, related to the bearing outer race damage, in raw current data can be described by Equation (10) [8–10]:

\[ f_{com\_out} = i \cdot f_{out} + j \cdot f_g \]  

where \( f_{out} \) is the outer race damage frequency (Equation (5)), \( f_g \) is the fundamental frequency of supply current, and \( i \) and \( j \) are integer coefficients, related, respectively, to the outer race damage frequency and the fundamental frequency of supply current.

Test bearings, that were used for trials, were damaged bearings out1, out2, and pristine bearings p3 and p4. The experimental trials are based on 12 components, which are used to calculate 4 CCSM3s for each bearing. The 12 components were obtained for the following coefficients:

\( i = 4, 8; \)  
\( j = -5, -3, -1, 1, 3, 5. \)

For each given i coefficient, a different set of j coefficients were used. This systematic set of 12 different components were derived on the basis of the i and j coefficients. Each CCSM3 was calculated for an individual combination of i and j values, and averaged over three phases. Table A2 (Appendix A) presents multiple i and j combinations corresponding to the correlation number for CCSM3 estimation. The estimates of overall probabilities of correct diagnoses for the CCSM3 of each component combination, are shown in Figure 8. The estimate of the average overall probability of correct diagnoses, calculated by averaging the estimates of overall probabilities, evaluated for all 4 correlations, was 98.0%. FCr, calculated for each component combination, are shown in the Figure 9. Average value of FCr for all CCSM3 correlations, estimated by averaging FCr, provided by all 4 CCSM3s, was 13.2.
Figures A27–A31, that each pair of histograms, presented in the Appendix, also show a full separation of diagnostic feature CCSMs between the damaged cases and the healthy cases. For each case, in which diagnostic features for damaged and undamaged conditions, are fully separated, the estimate of the overall probability of correct diagnosis is 100%.

Figure 8. The overall probabilities of correct diagnoses for outer race diagnosis via CCSM3 for each correlation number (Table A2).

Figure 9. The Fisher criteria for outer race diagnosis via CCSM3, for each correlation number (Table A2).

Histograms of the selected diagnostic features, based on CCSM3, are presented in Figures 10 and 11. These histograms are unimodal for both the damaged and the undamaged bearings. It can be seen from Figures 10 and 11, that each pair of histograms show a full separation of diagnostic feature CCSMs between the damaged and the undamaged cases. More histograms of other component combinations, based on the CCSM3 for outer race fault diagnosis, are presented in Appendix A (Figures A27–A31). It can be seen from Figures A27–A31, that each pair of histograms, presented in the Appendix A, also show a full separation of diagnostic feature CCSMs between the damaged cases and the healthy
cases. For each case, in which diagnostic features for damaged and undamaged conditions, are fully separated, the estimate of the overall probability of correct diagnosis is 100%.

Figure 10. Histograms of diagnostic features based on the CCSM3 (correlation number is 4, Table A2) bearings out1 and p3.

Figure 11. Histograms of diagnostic features based on the CCSM3 (correlation number is 4, Table A2) bearings out2 and p4.

To conduct a novel comparison of bearing diagnosis results, provided by the proposed CCSM3 technology, and the state-of-the-art technology from [1], experimental current data from [1], captured from the damaged (i.e., outer race damage) bearing and the undamaged
bearing were used. For the purpose of comparing the CCSM3 technology with the triple spectral cross-covariance technology [1], based on the complex Fourier transform, the same:

- coefficients i and j (Equation (10)) for the three characteristic spectral components are used for CCSM3 technology as in [1]: i.e., 1, 1; 2, 1, and 1, −1
- processing parameters: i.e., 65.536 kHz sampling frequency, 5 s time segment, signal duration is 65 s, overlap, varying from 0 to 50%, with a 1% step, are used for CCSM3 technology as in [1]
- normalization of unnormalized correlations/covariances
- number of diagnostic features for damaged and undamaged bearings are used for CCSM3 technology as in [1]
- the Bayes decision-making method is used for CCSM3 technology as in [1].

For experimental bearing data from [1], the value of the FCr, achieved by CCSM3 technology, was 29.2 and a full separation of histograms for the CCSM3 diagnostic features for undamaged and damaged bearings was achieved; therefore, the estimate of the overall probability of error diagnostics, provided by CCSM3 technology, was 0%. Values of the FCr and the estimate of the overall probability of error diagnostics, achieved by the triple spectral cross-covariance technology presented in [1], were 6.7 and 4%, respectively. Gain in diagnosis effectiveness in terms of the FCr, calculated as a ratio of the FCr for the CCSM3 and the FCr for the triple spectral cross-covariance technology, was 4.4. This comparison also revealed, that the CCSM3 technology allows an essential decrease (i.e., 4%) in the overall probability of error diagnosis compared with the triple spectral cross-covariance technology.

The presented comparison results clearly show, that the proposed new CCSM3 technology, based on moduli of the Fourier transform (FT), is more efficient than the triple spectral cross-covariance technology, based on the complex FT.

The simulation results in [1] have shown that the triple spectral cross-covariance technology could effectively diagnose 5% relative damage size at signal to noise ratio (SNR) 30 dB. It has been shown above that the proposed technology outperforms the triple spectral cross-covariance technology. Therefore, the admissible SNR for the proposed technology is 30 dB for diagnosing 5% relative damage size.

4. Conclusions

1. For the first time worldwide, novel technologies for system diagnosis, the generic, non-linear higher-order, unnormalized cross-correlations of spectral moduli, related to steady and non-steady functioning of systems, has been proposed. Normally, normalization of higher-order correlations of random variables is based on the absolute central moments of order n, proposed and widely investigated in many mathematical works, e.g., [53–57].

The main difference between the proposed technologies and the higher-order, cross-covariance technologies in [1–3] and the classical higher-order spectra, is that the proposed cross-correlations are estimated for the spectral moduli of the selected characteristic spectral components. The proposed use of moduli of complex transforms for higher-order spectral techniques is non-traditional, as traditionally, in all known applications of higher-order spectral techniques, the complex spectral components (not moduli of complex spectral components) are used.

The main novel contributions are the theoretical development and investigation of the proposed technologies. Further innovative contribution is the proposed capability of fault diagnosis for non-steady functioning of complex assets via the employment of non-stationary transforms for the proposed technologies.

2. The proposed technology, the cross-correlation of spectral moduli of order 3 (CCSM3), is employed for the performance of experimental trials in bearing damage diagnosis by MCSA. Experimental technology validations were carried out on 8 bearings: two bearings with inner race early damage, two bearings with outer race early damage, and four pristine bearings. In the “inner race damage” experiments, 28 different diagnosis features, averaged
over three phases, were examined. In the “outer race damage” experiments, 4 different
diagnosis features, averaged over three phases, were examined.

Experimental trials were undertaken via the test rig, dedicated for IM testing. Motor
current signals were captured for 4 pristine and 4 damaged bearings. Experimental testing
of the proposed diagnostic technique via MCSA, has shown, that the technology very
effectively diagnosed bearing outer race and inner race faults at early stages of fault
development, i.e., average overall probabilities of correct diagnostics of outer race and
inner race damages were 98.0% and 98.6%, respectively.

3. For outer race experiments, local damage diagnostics were compared with local
damage diagnostics, achieved in [1], using the same experimental data capture from
damaged and undamaged bearings. Experimental comparison showed, that the CCSM3
was a more efficient signal processing technique than the triple spectral cross-covariance
technology proposed in ref [1]. Experimental gain in the Fisher criterion for the CCSM3, in
comparison with the technique in [1] is 4.4. It has been shown that the proposed CCSM3
technology allows essential decrease in the overall probability of error diagnosis, compared
with the triple spectral cross-covariance technology. These experimental comparison results
have shown that the proposed technology is superior to the current technology, based on
complex spectral components [1] for bearing fault diagnosis via MCSA and therefore, it is
an essential way forward for early damage diagnosis.

4. This study is foremost for damage diagnosis. The proposed cross-correlations of
spectral moduli, present a novel conceptualization and will make a considerable impact on
damage diagnosis for electrical and mechanical engineering, via motor current signature
analysis, vibration analysis, ultrasound analysis, etc.
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Appendix A

Table A1. List of spectral components used for inner race diagnosis.

<table>
<thead>
<tr>
<th>Correlation Number</th>
<th>i</th>
<th>j</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>-3</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-3</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-3</td>
<td>-3</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>-1</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>-1</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>-1</td>
<td>-3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>-3</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1</td>
<td>-3</td>
</tr>
<tr>
<td>Correlation Number</td>
<td>i</td>
<td>j</td>
<td>k</td>
</tr>
<tr>
<td>--------------------</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3</td>
<td>−3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>−3</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>3</td>
<td>−3</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>−3</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−3</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−3</td>
<td>−2</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>−1</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−1</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−1</td>
<td>−2</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>1</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1</td>
<td>−2</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>3</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>3</td>
<td>−2</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>−3</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−3</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−3</td>
<td>−1</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>−1</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−1</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−1</td>
<td>−1</td>
</tr>
<tr>
<td>11</td>
<td>3</td>
<td>1</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1</td>
<td>−1</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>3</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>3</td>
<td>−1</td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>−3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−3</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>−1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−1</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>
Table A1. Cont.

<table>
<thead>
<tr>
<th>Correlation Number</th>
<th>i</th>
<th>j</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>3</td>
<td>−3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−3</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>3</td>
<td>−1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−1</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>3</td>
<td>−3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−3</td>
<td>2</td>
</tr>
<tr>
<td>22</td>
<td>3</td>
<td>−1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−1</td>
<td>2</td>
</tr>
<tr>
<td>23</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>25</td>
<td>3</td>
<td>−3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−3</td>
<td>3</td>
</tr>
<tr>
<td>26</td>
<td>3</td>
<td>−1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>−1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>−1</td>
<td>3</td>
</tr>
<tr>
<td>27</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>28</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
Figure A1. Histograms of diagnostic features based on the CCSM3 (correlation number is 4—Table A1) bearings in1 and p1.

Figure A2. Histograms of diagnostic features based on the CCSM3 (correlation number is 4—Table A1) bearings in2 and p2.
Figure A2. Histograms of diagnostic features based on the CCSM3 (correlation number is 4—Table A1) bearings in2 and p2.

Figure A3. Histograms of diagnostic features based on the CCSM3 (correlation number is 5—Table A1) bearings in1 and p1.

Figure A4. Histograms of diagnostic features based on the CCSM3 (correlation number is 5—Table A1) bearings in2 and p2.
Figure A5. Histograms of diagnostic features based on the CCSM3 (correlation number is 6—Table A1) bearings in1 and p1.

Figure A6. Histogram of diagnostic features based on the CCSM3 (correlation number is 6—Table A1) bearings in2 and p2.
Figure A6. Histogram of diagnostic features based on the CCSM3 (correlation number is 6—Table A1) bearings in2 and p2.

Figure A7. Histograms of diagnostic features based on the CCSM3 (correlation number is 7—Table A1) bearings in1 and p1.

Figure A8. Histograms of diagnostic features based on the CCSM3 (correlation number is 7—Table A1) bearings in2 and p2.
Figure A8. Histograms of diagnostic features based on the CCSM3 (correlation number is 7—Table A1) bearings in2 and p2.

Figure A9. Histograms of diagnostic features based on the CCSM3 (correlation number is 8—Table A1) bearings in1 and p1.

Figure A10. Histograms of diagnostic features based on the CCSM3 (correlation number is 8—Table A1) bearings in2 and p2.
Figure A11. Histograms of diagnostic features based on the CCSM3 (correlation number is 10—Table A1) bearings in1 and p1.

Figure A12. Histograms of diagnostic features based on the CCSM3 (correlation number is 12—Table A1) bearings in2 and p2.
**Figure A13.** Histograms of diagnostic features based on the CCSM3 (correlation number is 12—Table A1) bearings in1 and p1.

**Figure A14.** Histograms of diagnostic features based on the CCSM3 (correlation number is 12—Table A1) bearings in2 and p2.
Figure A15. Histograms of diagnostic features based on the CCSM3 (correlation number is 13—Table A1), bearings in1 and p1.

Figure A16. Histograms of diagnostic features based on the CCSM3 (correlation number is 13—Table A1) bearings in2 and p2.
**Figure A17.** Histograms of diagnostic features based on the CCSM3 (correlation number is 20—Table A1) bearings in1 and p1.

**Figure A18.** Histograms of diagnostic features based on the CCSM3 (correlation number is 20—Table A1) bearings in2 and p2.
Figure A19. Histograms of diagnostic features based on the CCSM3 (correlation number is 21—Table A1) bearings in1 and p1.

Figure A20. Histograms of diagnostic features based on the CCSM3 (correlation number is 22—Table A1) bearings in2 and p2.
Figure A21. Histograms of diagnostic features based on the CCSM3 (correlation number is 22—Table A1) bearings in1 and p1.

Figure A22. Histograms of diagnostic features based on the CCSM3 (correlation number is 22—Table A1) bearings in2 and p2.
**Figure A23.** Histograms of diagnostic features based on the CCSM3 (correlation number is 24—Table A1) bearings in1 and p1.

**Figure A24.** Histograms of diagnostic features based on the CCSM3 (correlation number is 24—Table A1) bearings in2 and p2.
Figure A24. Histograms of diagnostic features based on the CCSM3 (correlation number is 24—Table A1) bearings in2 and p2.

Figure A25. Histograms of diagnostic features based on the CCSM3 (correlation number is 28—Table A1) bearings in1 and p1.

Figure A26. Histograms of diagnostic features based on the CCSM3 (correlation number is 28—Table A1) bearings in2 and p2.
Table A2. List of spectral components, used for outer race diagnosis.

<table>
<thead>
<tr>
<th>Correlation Number</th>
<th>i</th>
<th>j</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>−5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>−3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>−1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>−5</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>−3</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>−1</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure A27. Histogram of diagnostic features based on the CCSM3 (correlation number is 1—Table A2) bearings out1 and p3.
Figure A27. Histogram of diagnostic features based on the CCSM3 (correlation number is 1—Table A2) bearings out1 and p3.

Figure A28. Histograms of diagnostic features based on the CCSM3 (correlation number is 1—Table A2) bearings out2 and p4.

Figure A29. Histograms of diagnostic features based on the CCSM3 (correlation number is 2—Table A2) bearings out1 and p3.
Figure A30. Histograms of diagnostic features based on the CCSM3 (correlation number is 3—Table A2) bearings out1 and p3.

Figure A31. Histograms of diagnostic features based on the CCSM3 (correlation number is 3—Table A2) bearings out2 and p4.
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