UFace: An Unsupervised Deep Learning Face Verification System
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Abstract: Deep convolutional neural networks are often used for image verification but require large amounts of labeled training data, which are not always available. To address this problem, an unsupervised deep learning face verification system, called UFace, is proposed here. It starts by selecting from large unlabeled data the k most similar and k most dissimilar images to a given face image and uses them for training. UFace is implemented using methods of the autoencoder and Siamese network; the latter is used in all comparisons as its performance is better. Unlike in typical deep neural network training, UFace computes the loss function k times for similar images and k times for dissimilar images for each input image. UFace’s performance is evaluated using four benchmark face verification datasets: Labeled Faces in the Wild (LFW), YouTube Faces (YTF), Cross-age LFW (CALFW) and Celebrities in Frontal Profile in the Wild (CFP-FP). UFace with the Siamese network achieved accuracies of 99.40%, 96.04%, 95.12% and 97.89%, respectively, on the four datasets. These results are comparable with the state-of-the-art methods, such as ArcFace, GroupFace and MegaFace. The biggest advantage of UFace is that it uses much less training data and does not require labeled data.
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1. Introduction

Face recognition is a technology that identifies or verifies a person from an image or video [1]. Generally, face verification is used to access an application, system or service. The task is to compare a given face to another face and verify whether it is a match. In other words, given any two face images, the face verification algorithm decides if they are of the same person or not. Unlike other verification methods such as using passwords or fingerprints, biometric face verification uses dynamic patterns that make this approach one of the safest and most effective ones. Face recognition is also used in forensics and transaction authentication.

Deep neural networks have been successfully used in different applications such as speaker verification [2,3] and image recognition [4,5]. In addition to artificial neural networks, spiking neural networks have been successfully used for image recognition [6,7]. It was shown that using deep neural networks for face verification [8–21] significantly improved accuracy when compared with other face verification systems [22–27]. The Facenet [8] face verification system was developed by Google; it used a Siamese network [28] trained on a labeled dataset with 200 M faces. It achieved an accuracy of over 98% on LFW [29] and over 95% on YTF [30], two benchmark face verification datasets. To achieve that result, it used a huge labeled dataset, with 200 M faces, for training. DeepFace [9] was developed by Meta. It used 3D face modeling and a nine-layer network with about 120 million parameters and was trained on 4.4 M labeled face images. On the LFW dataset, it achieved an accuracy of over 97%. DeepFace was extended in [18] and, by using much more training data—over 500 M faces—improved its performance on LFW to over 98%. Another face verification system, VGG Face, was developed at Oxford [10], used 37 convolutional...
layers and was trained on 2.6 M labeled face images. It achieved accuracies comparable to Facenet and DeepFace on LFW, and over 97% on the YTF dataset. In [15], another face verification system was proposed using marginal loss, which was trained on a 4 M labeled dataset, and achieved an accuracy of over 99% on LFW and over 95% on YTF. ArcFace [16] used an additive angular margin loss and obtained over 99% accuracy on LFW, over 98% on both YTF and CFP-FP, and over 95% on CALFW. GroupFace [19] used multiple group-aware representations and achieved over 99%, 97%, 96% and 98% on the LFW, YTF, CALFW and CFP-FP datasets, respectively. However, both ArcFace and GroupFace required labeled training data of 5.8 M samples. MegaFace [31] deployed a magnitude-aware margin on ArcFace loss to improve intra-class compactness and achieved over 96% and 98% on CALFW and CFP-FP datasets, respectively. CurricularFace [13] used an adaptive curriculum learning loss and achieved over 99% on LFW, over 96% on CALFW and 98% on CFP-FP datasets. Both CurricularFace and MegaFace required about 3.8 M labeled training data. MDCNN [32] is composed of two advanced deep learning neural network models and achieved over 99% and 94% on the LFW and YTF datasets, respectively, using a 1 M labeled training dataset. PSO AlexNet TL [33] used transfer learning and achieved an accuracy of over 99% on the LFW dataset. Ref. [34] used data augmentation and achieved over 99% and 96% on the LFW and YTF datasets, respectively.

Semi-supervised learning methods with deep neural networks use two main approaches: (1) consistency regularization-based methods [35] and (2) proxy label-based methods [36]. The consistency regularization-based methods use a regularization term in the objective function to enable consistency while training on a large amount of unlabeled data; this constrains model predictions to be invariant to input noise. Ref. [35] developed an Unsupervised Domain Adaptation method with advanced data augmentation methods such as rand-augment and back-translation. The proxy label-based methods first assign proxy labels to unlabeled data (pseudo-labels) and then train unlabeled and labeled data based on proxy and ground-truth labels. Ref. [36] introduced a FixMatch method that first generates pseudo-labels using the model’s predictions on weakly augmented unlabeled images.

Several methods were proposed to learn features from unlabeled data, which can significantly reduce the high cost of annotating large-scale data. For example, Ref. [37] introduced DeepCluster, a clustering method that jointly learns the parameters of a neural network and the cluster assignments of the resulting features. Ref. [38] proposed learning image features by training ConvNets to recognize the 2D rotation that is applied to the image it receives as input. Ref. [39] proposed Spatial-Semantic Patch Learning, which involves two stages in training. First, three auxiliary tasks, consisting of a Patch Rotation Task, a Patch Segmentation Task and a Patch Classification Task, are jointly developed to learn the spatial-semantic relationship from large-scale unlabeled facial data. Ref. [40] proposed to enhance face recognition with a bypass of self-supervised 3D reconstruction. Ref. [41] proposed a face frontalization framework combined with 3DMorphableModel that only adopts front images for training. The authors in [42] proposed a fully trained generative adversarial network to generate realistic and natural images. In [43,44], the authors proposed face synthesis and pose-invariant face recognition using generative adversarial network. PCA feature transform, Correlation Alignment [45] and Unsupervised Domain Adaptation for Face Recognition in Unlabeled video [34] methods were proposed to extract features using RFNet. The adaptation was achieved by distilling knowledge from the network to a video adaptation network through feature matching, performing feature restoration through synthetic data augmentation and learning a domain-invariant feature through a domain adversarial discriminator.

All of the above-described methods, as is true for most other deep neural networks, require large amounts of labeled training data, which are not available in many domains. Moreover, in many real-world FAR applications, sufficient labels can be difficult to collect. As a result, the performance of these methods greatly degrades.
To address this problem, we propose an unsupervised deep learning face verification system using k most similar and k most dissimilar images, called UFace. The k most similar and k most dissimilar images is calculated for a given face image. UFace does not require labeled data and, importantly, uses only about 200 K unlabeled face images. However, based on the experimental result, UFace substantially improves the results of unsupervised methods because it takes into account the similar and dissimilar face images to extract distinct features.

The main contributions of this work are as follows:

- Unlike many other face verification methods, the UFace system uses the k most similar and k most dissimilar images of the original input face image for training.
- The k most similar/dissimilar images are selected from a small amount of training data, significantly increasing the size of data available for training in applications where only small datasets exist. For example, having only 100 images with k = 10 results in 1 K + 1 K training images.
- To use the k most similar/dissimilar images, we propose the new loss functions for calculating the error.
- The performance of the UFace system is demonstrated using autoencoder and Siamese networks.

UFace was evaluated on four benchmark face recognition datasets: LFW, YTF, CALFW and CFP-FP. The experimental results of UFace provide accuracies that are comparable with state-of-the-art methods such as ArcFace, GroupFace, MegaFace, Marginal Loss and VGG Face.

The rest of this paper is organized as follows. Section 2 describes the UFace architecture. Next, Section 4 describes datasets, experimental setup and results. Finally, Section 5 provides the conclusions.

2. System Architecture

The architectures of the UFace system are shown in Figures 1, 3 and 4, which includes the three modules: preprocessing, training and evaluation, respectively.

![Figure 1. UFace preprocessing steps.](image)

2.1. Preprocessing

UFace first performs two preprocessing tasks, as shown in Figure 1. The first processing step is to detect a face from a given image using Multi-Task Cascaded Convolutional Neural Network (MTCNN) [46], which locates a face in a given image and draws a bounding box around it (see Figure 2b). It provides coordinates of the lower left corner of the bounding box plus its width and height, and resizes the image size to 112 by 112 pixels.
Secondly, it generates embedding vectors using the pre-trained Facenet model [8]. Then, we find the $k$ most similar and $k$ most dissimilar images for each image in the preprocessing phase. Note that Facenet is used here just to help calculate the cosine similarity/dissimilarity between images during the preprocessing stage, i.e., we did not use Facenet to train our models.

**Figure 2.** Sample images after MTCNN was used for face detection. (a) Sample face images from CelebA dataset. (b) The same images after using the MTCNN model.
Algorithm 1 calculates the cosine similarity between a given image and all other remaining images in a dataset. Next, a threshold is used to select the $k$ most similar and $k$ most dissimilar images for each input image from the training dataset. To select the $k$ most similar and $k$ most dissimilar images, we experimented with different threshold values on validation set and empirically decided to use the optimal threshold (i.e., one that resulted in the highest accuracy). The optimal threshold value was found to be 0.6 for the most similar images and 0.2 for the most dissimilar images. In this way, we make sure any of the similar images are not the same as the dissimilar images.

Note that the value of $k$ varies from image to image since a face can have a different number of most similar images. On average, however, we discovered that there are about 11 similar and dissimilar images for each image. In total, we created about 4 M training pairs (both for the similar and dissimilar pairs) for all images in the CelebA dataset (which has only about 200 k images). The selection of the threshold value that is used to select the similar and dissimilar images is described in detail in the experimental section.

Algorithm 1

To select the $k$ most similar and $k$ most dissimilar images for each image in a dataset.

**Require:** The thresholds $ths$ and $thd$, and $m$ training images $x$

**Ensure:** $k$ most similar ($\tilde{x}_{is}$) and $k$ most dissimilar images ($\tilde{x}_{id}$) for each image in a dataset, $1 \leq i \leq m$, $1 \leq p \leq k$ and $1 \leq n \leq k$

```
for $i \leftarrow 1$ to $N$, $N \leftarrow \text{length}(m)$ do
    for $j \leftarrow 1$ to $N$, $N \leftarrow \text{length}(m)$ do
        if $i \neq j$
            $\tilde{x}_{ij} = \text{cosine}(x_i, x_j)$
    end for
end for
```

Select $k$ most similar images above the $ths=0.6$, $\tilde{x}_{is}$ and randomly select $k$ most dissimilar images below the $thd=0.2$, $\tilde{x}_{id}$

Note that we used the Facenet pre-trained model only to calculate the cosine similarity between images during the pre-processing phase. However, the UFace training methods do not require to use Facenet and do not require explicitly labeled training data, as described in the training section.

2.2. Training

Note that the preprocessing and evaluation modules for both the autoencoder and Siamese networks are the same.

The state-of-the-art methods such as ArcFace [16], Facenet [8], GroupFace [19], CosFace [12], MegaFace [31], DeepFace [9], VGG Face [10] and Marginal Loss [15] require a very large amount of labeled data, which are difficult to obtain in many applications other than face images. For example, Facenet used about 200 M training images.

To address this problem, we propose an unsupervised deep learning face verification system using $k$ most similar and $k$ most dissimilar images, called UFace. To demonstrate the performance of UFace, we started using only $k$ most similar images and the autoencoder network for verification. Next, we used both the $k$ most similar and the $k$ most dissimilar images with autoencoder. Since the latter gave better results than just using $k$ most similar images, in the Siamese network we used both $k$ most similar and $k$ most dissimilar images.

2.2.1. UFace with Autoencoder Training

Classical Autoencoder Training: An autoencoder is an unsupervised neural network used in situations when no labeled data are available [47]. It is a feedforward neural network where the output (the compressed version of the input) is trained to be almost the same as the input. Autoencoders were successfully used in feature extraction [48], dimensionality reduction [49], image denoising [50] and image inpainting [51]. Autoencoder compresses
high-dimensional input data, such as an image, into a lower-dimensional (compressed) representation and is trained to recreate the original input from its output. The difference between the reconstructed and the input image is the reconstruction error. The network is trained to minimize this error to find the best lower-dimensional representation, called the embedded vector. The autoencoder (AE) consists of (see Figure 3a) an encoder and decoder.

Encoder: The encoder part of the network maps the original input image into its lower-dimensional representation $h$.

$$h = g((w \ast x) + b)$$  \hspace{1cm} (1)

where $w$ is a weight matrix between the input $x$ and hidden layers, $b$ is the bias and $g$ is a nonlinear activation function.

Decoder: The decoder reconstructs the original input data from its encoded representation. In the decoding process, the AE maps $h$ back to the original input approximation $\hat{x}$.

$$\hat{x} = f((\hat{w} \ast h) + \hat{b})$$  \hspace{1cm} (2)

where $\hat{w}$ is a weight matrix between the output of the encoder and hidden layers, $\hat{x}$ is the output data, $\hat{b}$ is bias and $f$ is a nonlinear activation function.

The Mean Square Error (MSE) measures the reconstruction error [52,53]. The classical training is carried out by minimizing the average squared difference between the output value and the input value, as shown in Equation (3):

$$\text{Mean Squared Error (MSE)} = \frac{1}{m} \sum_{t=1}^{m} (\hat{x} - x)^2$$  \hspace{1cm} (3)

where $x$ is the original input and $\hat{x}$ is the predicted value.

To make a fair comparison of the classical AE system with UFace, we developed our own classical AE system. Both systems are developed exactly in the same way except how the reconstruction error is computed. The classical AE system computes the reconstruction error with one original input image, whereas UFace computes the reconstruction error with $k$ most similar and $k$ most dissimilar images.

UFace Autoencoder Training: The UFace method is first demonstrated using only similar images. It trains the autoencoder to reconstruct $k$ most similar images of the input image. Then, UFace is demonstrated using both similar and dissimilar images. It trains the autoencoder to reconstruct the $k$ most similar and $k$ most dissimilar images of the input image rather than the single input image, as is the case with classical autoencoder training. UFace uses the $k$ most similar and $k$ most dissimilar images of the input image during calculation of the reconstruction error, which is backpropagated to update the network weights.

State-of-the-art methods such as Facenet [8], Fusion [18], DeepFace [9], VGG Face [10] and Marginal Loss [15] require a very large amount of labeled data, which may be hard to obtain in many applications other than face images. For example, Facenet used about 200 M labeled training images.

To address this problem, we propose a novel training method that does not explicitly require a labeled training dataset. It trains the autoencoder to reconstruct the $k$ most similar images of the input image rather than the single input image, as is the case with the classical autoencoder training. The new method uses the $k$ most similar and $k$ most dissimilar images of the input image during the calculation of the reconstruction error, which is backpropagated to update the network weights.

The autoencoder is trained by minimizing the loss function between the reconstructed image $\hat{x}$ and the $k$ most similar and $k$ most dissimilar images of the original input image $x$ for all images in the dataset.
The used training mechanism takes into account intra-person and inter-person face variabilities (k number of times), while in the classical autoencoder training mechanism, the loss function is computed only once. The value of k varies from image to image. In the first iteration, as shown in Equation (4), once the first input image is reconstructed it calculates the mean square error between the reconstructed image and the first kth most similar/dissimilar images (for the case of dissimilar images, it takes the negative value of the MSE). After calculating the error, it backpropagates the error to update the network parameters. In the second iteration, it continues training the same first input image and computes the mean square error with the second kth most similar/dissimilar images, and it continues training in the same way using the remaining kth most similar/dissimilar images. Once training for the first input image is completed, it starts training for the second input image in the same way, and continues for all images in the dataset. UFace calculation of the error is shown in Equation (4). The total number of training images is calculated as the sum of $f(j)$, where $f(j)$ is the function that outputs the total number of k most similar and k most dissimilar images in the training dataset. Since UFace computes the reconstruction errors $2k$ (k for the similar and k for the dissimilar images) times for each input face image, it accounts for face variabilities.

$$UFace\_MSE = \frac{1}{\sum_{j=1}^{m} f(j)} \sum_{i=1}^{m} \sum_{j=1}^{f(i)} (\hat{x}_{i} - \tilde{x}_{j})^2$$  (4)

$UFace\_MSE$ is the UFace loss function, where $m$ is the number of training images, $f(j)$ is the function that represents the variable number of k most similar images for the input image $x_i$, $\tilde{x}_j$ is most similar images for input image $x_i$ and $\hat{x}_i$ is the reconstructed image for the
input image $x_i$. Note that, for the case of dissimilar images, we take the negative of it since it will be maximized.

2.2.2. UFace with Siamese Training

The UFace training method on Siamese network using both similar and dissimilar images is shown in Figure 3b. It has three branches, each of which is the CNN encoder followed by the L2-normalization layer. The branches share the same weights. Branches for training are fed by an anchor (input image), similar images and dissimilar images. The output of the CNN encoder is known as image embedding. After the L2-normalization layer, the UFace loss function—UFace_Loss (Equation (5))—is computed as the error between the embeddings of similar and dissimilar images and the anchor. The loss function reduces deviation between the anchor and similar faces and increases deviation between the anchor and dissimilar faces. While training a model to classify, it optimizes the weights to minimize the loss function, i.e., to reduce the difference between similar faces and increase the difference between dissimilar faces. During the training phase, every input consists of 3 images of faces. Two images are of the same person (one image is considered as anchor and the second is a similar image), and the third is of a different person (dissimilar).

The UFace_Loss (using both $k$ similar and $k$ dissimilar images) loss is computed as

$$\sum_{i=1}^{N} \sum_{j=1}^{f(j)} \left( d(f(x^i_a) - f(x^p_j)) - d(f(x^i_a) - f(x^n_j)) \right) + \alpha$$

(5)

where $f(x)$ takes $x$ as an input and returns an embedding vector, $i$ denotes the $i$th input, $j$ denotes the $j$th similar and dissimilar images for the $i$th input image, $a$ is an anchor image, $p$ is a similar image, $n$ is a dissimilar image, $N$ is the number of training data and $f(j)$ is the function that represents the variable number of $k$ most similar and $k$ most dissimilar images for the input image $x_i$. The $\alpha$ is a margin that is enforced between positive and negative pairs. It ensures that the model does not make the embeddings equal each other to trivially satisfy the above inequality.

Minimizing the above equation means minimizing the first term (distance between anchor and similar image) and maximizing the second term (distance between anchor and dissimilar image).

As shown in Figure 3b, in UFace Siamese training, the network uses three branches: the anchor, $k$ most similar faces of the anchor and $k$ most dissimilar faces of the anchor. First, the three branches are fed into the CNN network using 112 by 112 pixel images. The CNN encodes the pixel values and provides face embedding vector. Then, the loss between the embedding of the anchor and similar and dissimilar faces is computed. By Equation (5), for each anchor image, the loss function is computed $2k$ times, where $k$ is the most similar and $k$ dissimilar images with the anchor.

2.3. Evaluation

As shown in Figure 4, the goal of face image verification is to decide if two face images belong to the same person or not. Given a pair of input face images, we first use MTCNN to detect faces from the given images. Then, image embeddings are extracted using any encoder branch of the network for the pairs of test images. Cosine similarity is computed between the two embedding vectors. If the cosine similarity is above the given threshold value, the two images belong to the same person, and not otherwise.
Figure 4. Architecture used in UFace evaluation.

3. Datasets Used

CelebA [54] is a dataset that has over 200 K images of 10,177 celebrities, which include pose variations and background clutter; it was used for training UFace.

The Labeled Faces in the Wild dataset (LFW) [29] contains 13,233 images of 5749 people. For testing, the database is randomly (uniformly) split into 10 subsets. Next, 300 matched (of the same person) pairs and 300 mismatched (of different persons) pairs are randomly chosen within each subset. In other words, for testing, 3000 (10 × 300) matched and 3000 mismatched pairs [29] were used.

The YouTube Faces dataset (YTF) [30] of face videos contains 3425 videos of 1595 people collected from YouTube, with an average of two videos per person. The shortest clip duration is 48 frames and the longest is 6070 frames. The average length of a video clip is 181 frames. For testing, 5 K video pairs are randomly chosen and prepared, half of which are pairs of videos of the same person and half are of different people. Thus, for testing, 5 K pairs of static images with 2500 of them of the same person and 2500 not of the same person [30] were used.

Cross-age LFW (CALFW) [55] is a newer version of LFW in which 3000 similar face pairs at different ages and 3000 dissimilar face pairs of the same gender are present to reduce the influence of attribute differences between similar/dissimilar pairs. Thus, for testing, 6 K pairs of face images were used.

Celebrities in FrontalProfile in the Wild (CFP-FP) [56] is another face verification benchmark dataset with 7000 face images, of which 3500 are same person pairs and 3500 are different person pairs. Thus, for testing, 7 K pairs of face images were used.

4. Experiments

UFace was trained on the CelebA dataset and its performance was tested on four benchmark datasets: LFW, YTF, CALFW and CFP-FP.

4.1. Experimental Setup

The Keras deep learning library [57] was used to train the model. It is trained for 100 epochs or until the error is not decreasing, using a batch size of 100 images. It uses backpropagation with stochastic gradient descent (SGD), momentum of 0.91, weight decay of 0.00001 and a logarithmically decaying learning rate from $10^{-2}$ to $10^{-8}$. The dimension of the input images is 112 by 112 pixels.

In order to select the best threshold value, which is used to select the number of similar and dissimilar images for each image, we selected about 10% of the images from the training set and selected the similar and dissimilar images using different threshold
values (i.e., from 0.1 to 0.7). We used about 10% of the images as a validation set to tune the threshold value. Thus, all cosine distance scores less than the threshold values were considered as dissimilar images and all cosine distance scores greater than the threshold values were considered as similar images. For example, if we take the threshold values of 0.6 and 0.2, all cosine distances less than 0.2 are considered as dissimilar and all cosine distance scores above 0.6 are considered as similar images.

The reason for selecting two different threshold values is to choose similar and dissimilar images correctly. The threshold values were optimized experimentally by changing their values from 0.1 to 0.9 and choosing the ones that resulted in the highest accuracy on the validation dataset; the threshold 0.6 was chosen for the similar images and threshold 0.2 for the dissimilar images (to a given image).

After computing the most similar and dissimilar images for each threshold value, we have trained different models (i.e., one model for each threshold value). After training the model, we computed the accuracy of each model on other 1 K datasets that were selected from the validation set.

Using threshold values of 0.6 and 0.2 gives us the highest accuracy. Thus, we selected 0.6 and 0.2 as threshold values for similar and dissimilar images, respectively, and selected the most similar/dissimilar images on the remaining 180 K training images. Note that we used two threshold values, one to select the similar images and the other to select the dissimilar images; thus, we can reduce the possibility of dissimilar images being selected as similar images and vice versa. A total 10% of the training dataset was used for validation in order to select the best threshold values.

The training was performed using the CelebA [54] dataset. First, the face is detected, including the bounding box around the face. Then, the cosine similarity for each face against the remaining faces in the training dataset is computed. Then, the threshold values are chosen experimentally to select the k most similar and k most dissimilar images for each image.

The autoencoder is a fully connected feed-forward network consisting of 3 hidden layers. As shown in Figure 3a, the encoder and decoder are symmetrical. The encoder input and decoder output each have 112 by 112 neurons. The second layer in both the encoder and decoder has 800 neurons. The output of the encoder has 300 neurons, which determines the size of the embedding vector.

The Siamese network has 3 branches, each of which is the CNN encoder followed by the L2-normalization layer. The CNN encoder block is a Resnet100 architecture [47]. It consists of five main layers where each layer contains convolutional and identity blocks. The first layer contains max-pooling and the last layer contains average pooling. The five layers are followed by two fully connected layers of 800 and 300 neurons, respectively. The CNN encoder encodes the input images (112 by 112) into a 300-dimensional image embedding vector. Note that in addition to convolutional, identity and max-pooling layers, it also uses batch normalization [58] and dropout [59].

4.2. UFace Training Using Autoencoder and Comparing It with Classical Autoencoder Training

As it is shown in Table 1, UFace using autoencoder provides better results than the one based on classical autoencoder training. Note that we use classical autoencoder training as the baseline system. Table 1 shows that the baseline accuracies are 92.76%, 89.97%, 89.22% and 91.88% on LFW, YTF, CALFW and CFP-FP datasets, respectively. It is compared with two UFace models: UFace autoencoder training method using only the k most similar images and UFace autoencoder training using both the k most similar and k most dissimilar images.

From Table 1, we see that UFace using autoencoder that uses only the k most similar images results in 95.81%, 93.24%, 92.63% and 95.13% accuracies on the LFW, YTF, CALFW and CFP-FP datasets, respectively. The improvements over the classical autoencoder represent a 3.05%, 3.24%, 3.41% and 3.25% improvement on the LFW, YTF, CALFW and CFP-FP datasets, respectively.
Table 1. Accuracy using classical autoencoder *, modified autoencoder with k most similar images ** and modified autoencoder with both k most similar and k most dissimilar images ***.

<table>
<thead>
<tr>
<th>Model</th>
<th>LFW</th>
<th>YTF</th>
<th>CALFW</th>
<th>CFP-FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>UFace *</td>
<td>92.76</td>
<td>89.97</td>
<td>89.22</td>
<td>91.88</td>
</tr>
<tr>
<td>UFace **</td>
<td>95.81</td>
<td>93.24</td>
<td>92.63</td>
<td>95.13</td>
</tr>
<tr>
<td>UFace ***</td>
<td>96.42</td>
<td>93.92</td>
<td>93.08</td>
<td>95.78</td>
</tr>
</tbody>
</table>

Next, we assess the impact of using also the k most dissimilar images. Table 1 shows that using both the k most similar and k most dissimilar images results in 96.42%, 93.92%, 93.08% and 95.78% accuracies on the LFW, YTF, CALFW and CFP-FP datasets, respectively. Thus, using dissimilar images, in addition to the similar images, results in a slight improvement over using only the similar images (i.e., 96.42% vs. 95.81% on LFW, 93.92% vs. 93.24% on YTF, 93.08% vs. 92.63% on CALFW and 95.78% vs. 95.13% on CFP-FP). If we compare the UFace autoencoder method that uses both the similar and dissimilar images with the classical autoencoder training method, it provides us 3.66%, 3.95%, 3.86% and 3.9% improvement on LFW, YTF, CALFW and CFP-FP datasets, respectively. Thus, the results reported in Table 1 show the advantage of UFace demonstrated on an autoencoder network that uses both the k most similar and k most dissimilar images.

4.3. UFace Training Using Siamese Network

In addition to demonstrating UFace training using the autoencoder network, we also demonstrated UFace training using the Siamese network and compared the performance of the UFace with different state-of-art face verification systems.

4.3.1. Comparison of UFace on LFW Dataset

Table 2 shows a comparison of UFace with the state-of-the-art methods. Note that we compare our best result with the state-of-the-art systems that use both supervised and unsupervised training, whereas the UFace training does not explicitly required labeled data.

Table 2. Comparison of UFace results using Siamese network with both k most similar and k most dissimilar face images with those of some state-of-the-art methods on the LFW testing dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Data Size</th>
<th>Labeled/Unlabeled</th>
<th>Testing Data Size</th>
<th>Testing Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fusion</td>
<td>500 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>98.37 [18]</td>
</tr>
<tr>
<td>Facenet</td>
<td>200 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.63 [8]</td>
</tr>
<tr>
<td>UniformFace</td>
<td>6.1 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.80 [60]</td>
</tr>
<tr>
<td>ArcFace</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.82 [16]</td>
</tr>
<tr>
<td>GroupFace</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.85 [19]</td>
</tr>
<tr>
<td>CosFace</td>
<td>5 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.73 [12]</td>
</tr>
<tr>
<td>DeepFace-ensemble</td>
<td>4.4 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>97.35 [9]</td>
</tr>
<tr>
<td>Marginal Loss</td>
<td>4 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.48 [15]</td>
</tr>
<tr>
<td>CurricularFace</td>
<td>3.8 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.80 [13]</td>
</tr>
<tr>
<td>RegularFace</td>
<td>3.1 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.61 [61]</td>
</tr>
<tr>
<td>AFRN</td>
<td>3.1 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.85 [62]</td>
</tr>
<tr>
<td>VGG Face</td>
<td>2.6 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>98.95 [10]</td>
</tr>
<tr>
<td>Stream Loss</td>
<td>1.5 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>98.97 [63]</td>
</tr>
</tbody>
</table>
Table 2. Cont.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Data Size</th>
<th>Labeled/Unlabeled</th>
<th>Testing Data Size</th>
<th>Testing Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDCNN</td>
<td>1 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.38 [32]</td>
</tr>
<tr>
<td>PSO AlexNet TL</td>
<td>14 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.57 [33]</td>
</tr>
<tr>
<td>ULNet</td>
<td>1 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.70 [64]</td>
</tr>
<tr>
<td>Ben Face</td>
<td>0.5 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.20 [34]</td>
</tr>
<tr>
<td>F²C</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>99.83 [65]</td>
</tr>
<tr>
<td>PCCycleGAN</td>
<td>0.5 M</td>
<td>Unlabeled</td>
<td>6 K</td>
<td>99.52 [43]</td>
</tr>
<tr>
<td>CAPG GAN</td>
<td>1 M</td>
<td>Unlabeled</td>
<td>6 K</td>
<td>99.37 [44]</td>
</tr>
<tr>
<td>UFace</td>
<td>200 K</td>
<td>Unlabeled</td>
<td>6 K</td>
<td>99.40</td>
</tr>
</tbody>
</table>

Although most of the methods such as ArcFace, GroupFace, Marginal Loss and CosFace have slightly better accuracy than UFace, UFace is trained on a much smaller dataset (about 200 K images) while most of the state-of-the-art methods use millions of training images.

UFace with Siamese network achieves an accuracy of 99.40%, which is on par both with the state-of-the-art supervised and unsupervised systems. For example, the ArcFace used 5.8 M labeled images to achieve 99.82% accuracy, whereas UFace accuracy is 99.40% but required only about 200 K images for training.

4.3.2. Comparison of the UFace on YTF Dataset

Similarly, we compare the UFace with Siamese network using similar and dissimilar images with state-of-the-art supervised and unsupervised systems on the YTF dataset. In Table 3, VGG Face [10] used 2.6 M labeled training data and achieved slightly over 97% accuracy. In [15], the authors used marginal loss and a labeled 4 M training dataset to achieve a comparable result with Facenet [8], which used 200 M labeled training data and achieved over 95% accuracy. The drawback of these methods, however, is that they require a huge labeled dataset for training. On the other hand, UFace uses much less and unlabeled training data to achieve over 96% accuracy. Although, if we compare the UFace Siamese with both the state-of-the-art supervised and unsupervised systems on YTF, its accuracy (i.e., 96.04%) is slightly better than some of the supervised systems, better than the unsupervised systems and almost close to state-of-the-art methods such as ArcFace, GroupFace, CostFace and VGG Face.

4.3.3. Comparison of UFace on CALFW and CFP-FP Datasets

In addition to LFW and YTF, the results of UFace have been compared against both state-of-the-art supervised and unsupervised systems on the CALFW and CFP-FP datasets. Tables 4 and 5 show that UFace’s results are close to those of ArcFace. However, the results of the UFace are a bit lower than the GroupFace, CurriculaFace and MegaFace models. If we compare our best results with both supervised and unsupervised ones, Table 5 shows that our results are on par with the state-of-the-art unsupervised systems.

The UFace has the following advantages over the state-of-the-art systems. Firstly, while the UFace does not explicitly require labeled training data, the state-of-the-art methods do. Secondly, the UFace requires only about 200 K training data, whereas the state-of-the-art use a minimum of 3.8 M and maximum of 5.8 M. Thirdly, the training time of UFace is much less than that of the state-of-the-art ones because of the amount of training data. Lastly, the results of UFace are comparable to the state-of-the-art.
Table 3. Comparison of UFace results using Siamese network with both k most similar and k most dissimilar face images with those of some state-of-the-art methods on the YTF testing dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Data Size</th>
<th>Labeled/Unlabeled</th>
<th>Testing Data Size</th>
<th>Testing Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facenet</td>
<td>200 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>95.12 [8]</td>
</tr>
<tr>
<td>UniformFace</td>
<td>6.1 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>97.70 [60]</td>
</tr>
<tr>
<td>ArcFace</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>98.02 [16]</td>
</tr>
<tr>
<td>GroupFace</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>97.80 [19]</td>
</tr>
<tr>
<td>CosFace</td>
<td>5 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>97.60 [12]</td>
</tr>
<tr>
<td>DeepFace-single</td>
<td>4.4 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>91.40 [9]</td>
</tr>
<tr>
<td>Marginal Loss</td>
<td>4 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>95.98 [15]</td>
</tr>
<tr>
<td>RegularFace</td>
<td>3.1 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>96.70 [61]</td>
</tr>
<tr>
<td>AFRN</td>
<td>3.1 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>97.70 [62]</td>
</tr>
<tr>
<td>NAN</td>
<td>3 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>95.70 [66]</td>
</tr>
<tr>
<td>VGG Face</td>
<td>2.6 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>97.30 [10]</td>
</tr>
<tr>
<td>Stream Loss</td>
<td>1.5 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>96.40 [63]</td>
</tr>
<tr>
<td>MDCNN</td>
<td>1 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>94.69 [32]</td>
</tr>
<tr>
<td>Ben Face</td>
<td>0.5 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>96.63 [34]</td>
</tr>
<tr>
<td>F²C</td>
<td>1 M</td>
<td>Labeled</td>
<td>5 K</td>
<td>97.76 [65]</td>
</tr>
<tr>
<td>CORAL</td>
<td>0.5 M</td>
<td>Unlabeled</td>
<td>5 K</td>
<td>94.50 [45]</td>
</tr>
<tr>
<td>UDAFRUV</td>
<td>0.5 M</td>
<td>Unlabeled</td>
<td>5 K</td>
<td>95.38 [67]</td>
</tr>
<tr>
<td>UFace</td>
<td>200 K</td>
<td>Unlabeled</td>
<td>5 K</td>
<td>96.04</td>
</tr>
</tbody>
</table>

Table 4. Comparison of UFace results using Siamese network with both k most similar and k most dissimilar face images with those of some state-of-the-art methods on the CALFW testing dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Data Size</th>
<th>Labeled or Unlabeled</th>
<th>Testing Data Size</th>
<th>Testing Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ArcFace</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>95.45 [16]</td>
</tr>
<tr>
<td>GroupFace</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>96.20 [19]</td>
</tr>
<tr>
<td>CurricularFace</td>
<td>3.8 M</td>
<td>labeled</td>
<td>6 K</td>
<td>96.20 [13]</td>
</tr>
<tr>
<td>MegaFace</td>
<td>3.8 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>96.15 [31]</td>
</tr>
<tr>
<td>ULNet</td>
<td>1 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>95.71 [64]</td>
</tr>
<tr>
<td>F²C</td>
<td>1 M</td>
<td>Labeled</td>
<td>6 K</td>
<td>95.25 [65]</td>
</tr>
<tr>
<td>UFace</td>
<td>200 K</td>
<td>Unlabeled</td>
<td>6 K</td>
<td>95.12</td>
</tr>
</tbody>
</table>
Table 5. Comparison of UFace results using Siamese network with both k most similar and k most dissimilar face images with those of some state-of-the-art methods on the CFP-FP testing dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Data Size</th>
<th>Labeled or Unlabeled</th>
<th>Testing Data Size</th>
<th>Testing Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ArcFace</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>7 K</td>
<td>98.27 [16]</td>
</tr>
<tr>
<td>GroupFace</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>7 K</td>
<td>98.63 [19]</td>
</tr>
<tr>
<td>CurricularFace</td>
<td>3.8 M</td>
<td>Labeled</td>
<td>7 K</td>
<td>98.37 [13]</td>
</tr>
<tr>
<td>Dyn-ArcFace</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>7 K</td>
<td>94.25 [68]</td>
</tr>
<tr>
<td>MegaFace</td>
<td>3.8 M</td>
<td>Labeled</td>
<td>7 K</td>
<td>98.46 [31]</td>
</tr>
<tr>
<td>CircleLoss</td>
<td>5.8 M</td>
<td>Labeled</td>
<td>7 K</td>
<td>96.02 [69]</td>
</tr>
<tr>
<td>ULNet</td>
<td>1 M</td>
<td>Labeled</td>
<td>7 K</td>
<td>98.23 [64]</td>
</tr>
<tr>
<td>F^2C</td>
<td>1 M</td>
<td>Labeled</td>
<td>7 K</td>
<td>98.25 [65]</td>
</tr>
<tr>
<td>IMAN</td>
<td>0.5 M</td>
<td>Unlabeled</td>
<td>7 K</td>
<td>92.74 [70]</td>
</tr>
<tr>
<td>UFace</td>
<td>200 K</td>
<td>Unlabeled</td>
<td>7 K</td>
<td>97.89</td>
</tr>
</tbody>
</table>

5. Conclusions

The state-of-the-art deep learning methods for face verification usually require large amounts of labeled data for training. However, it is not always easy to obtain such data. To address this problem, we proposed a novel unsupervised deep learning face verification system (UFace) that uses k most similar and k most dissimilar images to a given image that are selected from unlabeled data.

UFace’s performance was evaluated using both the autoencoder approach and Siamese networks approach. As Siamese networks performed much better than the autoencoder, they were used for all the presented comparisons with state-of-the-art algorithms. Unlike in the classical neural network training, UFace computes its loss function k times with the similar images and k times with the dissimilar images (for a total of 2xk times) for each input image. UFace is evaluated on four benchmark face verification datasets, namely, Labeled Faces in the Wild (LFW), YouTube Faces (YTF), Cross-age LFW (CALFW) and Celebrities in Frontal Profile in the Wild (CFP-FP). Its performance using the Siamese network achieved accuracies of 99.40%, 96.04%, 95.12% and 97.89%, respectively, which are comparable with the state-of-the-art methods even though UFace uses much less data for training.

Additional advantage of UFace is that it can be used for verification of other types of images in domains where labeled data are not available at all.
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