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Abstract: Digital substations, also referred to as modern power grid substations, utilize the IEC 61850 station and process bus in conjunction with IP-based communication. This includes communication with switch yard equipment within the substation as well as the dispatch center. IEC 61850 is a global standard developed to standardize power grid communications, covering multiple communication needs related to modern power grid substations or digital substations. Unlike the legacy communication standards, IEC 60870-5-104 and DNP3, IEC 61850 is specifically designed for IP-based communication. It comprises several communication models and supports real-time communication by introducing the process bus to replace traditional peer-to-peer communication with standard network communication between substation equipment and the switch yard. The process bus, especially Sampled Measured Values (SMV) communication, in modern power grid substations relies on extremely accurate and synchronized time to prevent equipment damage, maintain power grid system balance, and ensure safety. In IEC 61850, time synchronization is provided by the Precision Time Protocol (PTP). This paper discusses the significance and challenges of time synchronization in IEC 61850 substations, particularly those associated with PTP. It presents the results of a controlled experiment that subjects time synchronization and PTP to cyber-attacks and discusses the potential consequences of such attacks. The paper also provides recommendations for potential mitigation strategies. The contribution of this paper is to provide insights and recommendations for enhancing the security of IEC 61850-based substations against cyber-attacks targeting time synchronization. The paper also explores the potential consequences of cyber-attacks and provides recommendations for potential mitigation strategies.
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1. Introduction

Power substations are critical links between transmission, distribution, and consumption, as shown in Figure 1. Substations play an essential role in the electricity service by converting high voltages in the generation process into lower voltages in distribution lines, so that electricity can be transmitted to consumers [1]. Over recent decades, advances in technology have led to major changes in substations and turned conventional substations with peer-to-peer serial communication into digital substations that make use of networked and IP-based communication and new standards. In this regard, the IEC 61850 standard was proposed by domain experts. This standard reduces the configuration and maintenance cost to a great extent by taking advantage of a comprehensive object-oriented data model and Ethernet technology. Indeed, replacing conventional substations with digital substations has been facilitated by the adoption of smart grid technologies and
the transition to greener power [2]. Modern substation automation systems benefit from new communication protocols, commercial off-the-shelf (COTS) computers, and various domain-specific applications that improve the operations and management of substations and increase the efficiency of the electrical grid in general.

![Figure 1. Location of substations in the electrical grid [1].](image)

More specifically, the IEC 61850 standard takes advantage of a comprehensive object-oriented data model and Ethernet technology, with significant reduction in configuration and maintenance cost [3]. However, the introduction of Ethernet technology and networked communication can increase vulnerability to cyber threats, as it creates additional attack surfaces and potential entry points for attackers [4]. In the past, communication in substations used to be direct, from protection devices to primary equipment in the switchyard. However, with the introduction of IEC 61850, this communication is now provided through a network that connects various devices together. This opens up the possibility for an attacker to gain access to primary equipment by exploiting vulnerabilities in one or more devices in the substation’s secondary system, such as an Intelligent Electronic Device (IED). Additionally, the communication path now extends all the way from the primary equipment to the dispatch center through networks, which could be exploited in a cyber-attack.

Power grid substations, both transmission and distribution, have over the last decade moved from using peer-to-peer communication between primary equipment (switchyard) and protection relays, and from system-specific and often proprietary protocols to Ethernet-based cross-vendor communication using the object-oriented international standard IEC 61850. The communication network within a substation is divided into three levels: process, bay, and station, as defined in IEC 61850-9-2 [3]. The process level includes the switchgear equipment, actuators, and sensors. The process bus is the communication network between the process level and bay level IEDs. IEC 61850 is a framework composed of multiple communication profiles, such as Manufacturing Message Specification (MMS), Generic Object-Oriented Substation Events (GOOSE), and Sampled Measured Values (SMV). An IEC 61850 substation uses a switched network architecture for communication and could make use of both the station bus and the process bus parts. The station bus is used to connect the IEDs and for communication with the local Human–Machine Interfaces (HMI) and the centralized dispatch center, while the process bus is design for communication between the IEDs and the primary equipment. In the context of digital substations and IEC 61850 communication, time synchronization is a critical aspect that cannot be overlooked. The process bus communication in digital substations utilizes either GOOSE or SMV messages, both of which are time-critical. In some cases, SMV messages require time source accuracy down to the microsecond, as loss of time synchronization can cause false tripping and artificial phase shift, which can be catastrophic in terms of the protection functions [5]. Therefore, devices communicating through the IEC 61850 process bus must all have the same sense of time to prevent such incidents and blocking of protection functions [5].

The synchronization of different equipment within digital substations is a crucial requirement that has been discussed in detail in [6]. This indeed turns into a more vital requirement for the operation of smart grids and for the alignment of various events across
the grid, as well as for the accurate measurement and correlation of data collected by various devices such as Phasor Measurement Units (PMUs), sensors, and IEDs. These devices play a key role in monitoring the real-time state of the grid and are primarily located at substations. Accurate time stamping of measurements is also essential for the observability, state estimation, and voltage stability of the grid [7].

Precision Time Protocol (PTP) is the preferred synchronization mechanism in IEC 61850 substations, as it is specified in IEC 61850-9-3-2016. This protocol defines how to integrate and use PTP in IEC 61850 substations, including the use of Layer 2 communication for time synchronization, the best master clock algorithm, and how to distribute time for multicast communication. Time synchronization is not just a technical issue, but a crucial service that coordinates the actions of devices dispersed across various parts of the electrical grid. The significance of time synchronization can be comprehended by recognizing the electrical grid as a complex, interconnected, and interdependent network [8]. Incidents in one part of the grid can have an impact on operations in other areas and can extend beyond the grid to other systems that depend on stable power, such as water treatment plants, transportation systems, hospitals, and so on. Therefore, it is essential to maintain the integrity of the synchronization mechanisms and ensure the stability of the power grid, especially with the increasing use of digital technologies in substations. The objective of this paper is to investigate the impact of attacks on PTP, one of the critical time synchronization protocols, and how it can influence the operation of digital substations.

1.1. Purpose and Objective

The primary aim of the research presented in this paper is to investigate potential cyber-attacks on time synchronization in IEC 61850 process bus substations, specifically through the use of Precision Time Protocol (PTP). The trustworthiness of time synchronization is paramount in enabling the efficient operation of critical use cases such as Phasor Measurement Unit (PMU), which relies on high levels of accuracy. To this end, the objective of our work has been to explore the different types of cyber-attacks on time synchronization that have the potential to cause either a loss of view, a loss of control, or both for a substation. A loss of view refers to the situation where the operator in the dispatch center loses visibility into the status and activities of the substation, while a loss of control occurs when the operator is unable to operate the substation, either remotely or locally. This paper focuses specifically on cyber-attacks which can have significant implications for the overall safety and stability of the electrical grid.

1.2. Contributions

The main contributions of this paper involve the development and testing of cyber-attacks on PTP, as well as the study of potential consequences and mitigation strategies to protect against these attacks. To conduct these experiments, cyber-attacks were run on a Hardware-in-the-loop (HIL) Digital Station testbed that utilized standard substation equipment from Siemens. These cyber-attacks were scripted in Python, and the results observed in the substation system laboratory are described in detail in this paper. Furthermore, the paper discusses the development of mitigation strategies in collaboration with Siemens, based on recommended practices for securing IEC 61850 substations, including those outlined in IEC 62351. These strategies aim to prevent or minimize the impact of cyber-attacks on PTP and improve the overall security of digital substations. The structure of the paper is as follows. Section 2 presents a concise overview of the IEC 61850 standard and PTP. Section 3 discusses related work in the field. In Section 4, we describe the Digital Station (DS) enclave HIL testbed. Section 5 outlines the details of the implemented cyber-attacks on the testbed. Our findings, along with a potential mitigation approach to enhance the security of PTP and time synchronization, are discussed in Section 6. Finally, Section 7 summarizes our conclusions and outlines future research directions.
2. IEC 61850 and Time Synchronization

IEC 61850 defines a standard for communication and information exchange of IEDs in electrical substations [9]. The IEC 61850 standard adopts an object-oriented methodology to describe the processes in a substation and supports all functions of the substation and its engineering [10]. As shown in Figure 2, IEC 61850 supports five different communication profiles, including the SMV multicast profile, the GOOSE profile, the Generic Substation Status Event profile (GSSE), the Time Synchronization profile (TimeSync), and the Abstract Communication Service Interface profile (ACSI), which are required for different applications, as well as different communication models including client–server, publisher–subscriber, and the sample values model [3].

![Figure 2. IEC-61850 Communication profiles [3].](image)

In a substation, the collection of field information, such as voltage, current, and phase, through distributed communicating IEDs at different moments requires accurate time synchronization between the electronic devices [8]. Meanwhile, disturbance recording, sequential event recording, power system fault location, and sampled measured values rely on accurate timing. The importance of accurate time synchronization in power systems was highlighted by the North American blackout in August 2003 [11,12]. Additionally, based on the North American Electric Reliability Corporation (NERC) Standard PRC018-1 (https://shortest.link/eqBj (accessed on 3 March 2023)) adopted in 2006, it is a legal requirement that all recorded data provide an accuracy of 2 ms (or better) and use the Universal Coordinated Time Scale (UTC) to operate in the North American power grid [7].

Various protocols and mechanisms, including Inter-Range Instrumentation Group (IRIG) [13], Network Time Protocol (NTP) [14], Simple Network Time Protocol (SNTP) [15], and Precision Time Protocol (PTP), have been proposed for time synchronization in distributed networks [16]. Among them, PTP, which is standardized as IEEE 1588 [17], is a suitable candidate to meet these requirements, as it provides a network-based precise and accurate time distribution and allows systems with clocks of varying resolution, precision, and stability to synchronize to a single time reference with sub-microsecond accuracy [18]. PTP also meets the emerging timing accuracy needs of the station bus and process bus in IEC61850-based substations. Furthermore, IEC 61850-90-4 recommends the use of PTP for time synchronization at the substation level [19].

The use of PTP provides several benefits in networked systems, such as improved system resiliency, better monitoring of transmission and distribution networks, and the ability to meet the high-accuracy requirements of modern digital substations [20]. Furthermore, PTP is suitable for systems that include clocks of various resolution, precision, and stability and allows them to synchronize to a single time reference with sub-microsecond accuracy.

PTP is an evolution of the Network Time Protocol (NTP) and is designed to provide precise time synchronization using the waveforms of the associated clock for devices connected on a network [21]. Precision time protocol operates by synchronizing the clocks
of devices on a network to a common time reference, typically using a hardware clock or a Global Navigation Satellite System (GNSS) as the reference source. This protocol is standardized by the Institute of Electrical and Electronics Engineers (IEEE) as IEEE 1588 [17]. Precision time protocol makes use of a hierarchical network structure, where a single device known as the Grandmaster Clock (GMC) serves as the ultimate source of time for all other devices on the network utilizing PTP. Other devices, known as slave clocks, synchronize their clocks to the GMC through the exchange of PTP messages. These messages contain timestamps that are used to calculate the time offset between the slave clock and the GMC. PTP defines five different types of devices: ordinary clocks, boundary clocks, end-to-end transparent clocks, peer-to-peer transparent clocks, and management nodes [18]. Ordinary Clocks serve as either the source of time or synchronize to an existing time source and communicate over a single PTP port (Ethernet interface). A device that serves as the ultimate source of time for all other devices in the network is referred to as a Grandmaster Clock, while a device that synchronizes to another clock providing time is referred to as a Slave Clock. Boundary Clocks are multi-port network devices that synchronize to a reference time on one port and provide time on one or more other ports. These clocks are used to scale up a PTP network by servicing requests from slave clocks that would otherwise be serviced by the Grandmaster Clock.

3. Related Work

Efforts have been made over the past years by researchers to identify and implement attacks against IEC 61850, as it has been widely adopted by the power grid industry as the communication standard for digital substations. Different attacks such as Injection attack [22], False data injection attack [23–25], Spoofing attack [26–29], Flooding attack [30,31], Replay attack [32,33], Man in the middle attack [34,35] and DoS attack [36] are examples of attacks that have been applied against IEC 61850. Moreover, since time synchronization has a significant impact on substations and generating plants, studying the security of PTP and targeting IEC 61850 by leveraging PTP has also attracted many researchers in recent years.

Some of the known cyber-attacks that can be conducted on PTP in IEC 61850 include: Delay attacks, Spoofing attacks, Man-in-the-middle attacks, Replay attacks, Denial of service attacks, and Manipulation of transparent clocks. Table 1 describes the different types of attacks on time synchronization adapted from [37].

### Table 1. Attacks on time synchronization [37].

<table>
<thead>
<tr>
<th>Attack</th>
<th>Consequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denial of service (DoS)</td>
<td>Service Unavailable</td>
</tr>
<tr>
<td>Selective packet delay</td>
<td>Offset up to sync cycle</td>
</tr>
<tr>
<td>Packet manipulation</td>
<td>Loss of control</td>
</tr>
<tr>
<td>Byzantine master</td>
<td>Loss of control</td>
</tr>
<tr>
<td>Packet Removal from Control Loop</td>
<td>Deviation depends on clock precision</td>
</tr>
<tr>
<td>Control Loop Disruption</td>
<td>Deviation depends on clock precision</td>
</tr>
<tr>
<td>Packet injection</td>
<td>Offsets vary based on sync cycle</td>
</tr>
</tbody>
</table>

A security analysis of PTP along with the threats associated with PTP functionality is presented in [38]. Alghamdi et al. [39] conducted two different types of attacks on PTP: a packet propagation attack and time source attack, with the aim of performing false path delay measurement and taking over the grand master clock, respectively. The experiment described in the paper was conducted on a PTP network testbed in a laboratory. However, the paper lacks clear explanations of the attack steps, and the assumption regarding the attacker’s location in the system is unrealistic. Ullmann [40] has conducted a study on delay attacks on NTP and PTP time synchronization, but the authors only provide a mathematical
analysis of PTP without any experimentation or simulation. Annessi et al. [41] utilized statistical analysis to implement selective delay attacks on encrypted PTP traffic. While the authors presented an interesting and novel attack, there are potential drawbacks to consider including limited impact on many applications and lack of experimental validation.

Han and Crossley [42] discussed the impact of time synchronization attacks on PTP and performed delay attacks, packet modification attacks, spoofing attacks, and excessive traffic injection attacks on commercial PTP devices. Although the paper proposes a testbed, the authors mainly provide the attack study through mathematical analysis. The authors of the paper demonstrate the effectiveness of time delay attacks against PTP through experiments conducted on a real-time Ethernet testbed. In a recent study, Finkenzeller et al. [43] demonstrated that the introduction of delays in the transmission of PTP messages can result in significant errors in time synchronization between the master and slave clocks, thereby potentially causing disruptions in industrial control systems. The study employed an open-source testbed to evaluate the feasibility of time delay attacks against the PTP protocol. However, the limited scope of the study, which only used an open-source testbed, may not fully represent the complexity and diversity of industrial control systems in the field. Table 2 compares some of the recent works.

Reference [44] addresses security concerns related to Transparent Clocks in a Precision Time Protocol (PTP) network. The authors of [45] highlight the potential threats to PTP synchronization and demonstrate the impact of a time synchronization attack on PTP, raising concerns about the deployment of PTP in time distribution and synchronization, particularly in the smart grid. Moussa et al. [46] stated that a delay attack on PTP can highly impact smart grids. Recently, Li et al. [47] have highlighted that smart substations are the potential targets of new types of coordinated attacks, including substation trip attacks aimed directly at the substation automation systems. Such attacks can have a severe impact on the stability and reliability of smart grids and the power grid system and can also cause safety risks. Therefore, it is essential to implement security measures to protect PTP in IEC 61850 environments from cyber-attacks.

Requirements for secure clock synchronization are presented in [48] and include a definition of the necessary conditions that need to be fulfilled to secure both one-way and two-way time transfer. The detection and mitigation model proposed by Moussa et al. [46] for PTP delay attacks in substations was effective in detecting and mitigating attacks in a flat network architecture. However, it may not be as effective in different network architectures and does not address the entire PTP attack surface, highlighting the need for a more comprehensive mechanism. Alghamdi et al. [49] proposed the use of a trusted supervisor node to analyze clocks of devices for correlated drifts and identified device-specific drift rates and offset distributions to detect malicious clock de-synchronization. However, it becomes challenging to detect cases where clock manipulations occur gradually over time, and further research is needed. The proposed methods for detecting and mitigating PTP attacks have limitations, and more work is still required to study and address the evolving attack surface of PTP components. While some approaches have shown promise in detecting specific types of attacks, such as delay attacks and internal attacks, they may not be effective in all network architectures and do not cover the entire PTP attack surface.

Indeed, based on the related work discussed and as shown in Table 2, it is clear that despite the extensive research on PTP, the focus has mainly been on analyzing delay attacks. Therefore, it is imperative to explore other approaches to target PTP and manipulate time synchronization in substations beyond these limited studies. Moreover, the lack of realistic evaluation in previous works underscores the need for a comprehensive and realistic approach to testing PTP attacks. Given the complexity and diversity of industrial control systems and the differences between devices produced by different vendors, it is critical to analyze PTP using a hardware-in-the-loop (HIL) testbed. To address these gaps, this paper utilizes the Digital Station (DS) Enclave testbed as an HIL testbed to study more sophisticated attacks on PTP, rather than delay attacks, which may lead to loss of protection functions and remote control.
Table 2. Comparison of recent works on Precision Time Protocol (PTP) attacks.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Focus</th>
<th>Types of Attack(s)</th>
<th>Description and Drawback</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moradi et al. [50]</td>
<td>2021</td>
<td>Mitigation</td>
<td>Delay attack detection</td>
<td>Utilizing Simulator (OMNeT++) for evaluation</td>
</tr>
<tr>
<td>Alghamdi et al. [39]</td>
<td>2020</td>
<td>Attack</td>
<td>Packet propagation attack and time source attack</td>
<td>Laboratory testbed</td>
</tr>
<tr>
<td>Ullmann et al. [40]</td>
<td>2009</td>
<td>Attack</td>
<td>Delay Attacks</td>
<td>Mathematically abstract analysis</td>
</tr>
<tr>
<td>Lisova et al. [51]</td>
<td>2016</td>
<td>Attack</td>
<td>Delay attack</td>
<td>Utilizing high level Protocol simulator</td>
</tr>
<tr>
<td>Annessi et al. [41]</td>
<td>2018</td>
<td>Attack</td>
<td>Delay attack</td>
<td>No experimental validation</td>
</tr>
<tr>
<td>Han and Crossley [42]</td>
<td>2019</td>
<td>Attack</td>
<td>Packet modification, spoofing, traffic injection, and delay attacks</td>
<td>No experimental validation</td>
</tr>
</tbody>
</table>

4. Digital Station Enclave Setup

In this paper, we utilize the Digital Station (DS) Enclave testbed shown in Figure 3, which covers a complete IEC 61850 substation automation system, to conduct cyber-attacks on IEC 61850 by targeting the PTP. The DS Enclave testbed has been developed as part of the CybWin Project [52] and was earlier used for analysis of different types of cyber-attacks on the SCADA protocol IEC 60870-5-104, which is used for communication between the IEC 61850 substation and the dispatch (control) center [53]. As shown in Figure 3, the digital substation consists of a station bus and a process bus, which are represented in a yellow block and a red block, respectively. The yellow block shows the station bus that interconnects all bays with the station supervisory level, while the red block depicts the process bus that interconnects the IEDs within a bay to carry real-time measurements.

The DS enclave includes digital station equipment, the control center machine, and engineering workstations used for operation and configuration. The digital station equipment used is from Siemens and designed as a standard control system for high-voltage substations. The SICAM A8000 CP-8050 (https://cache.industry.siemens.com/dl/files/272/109757272/att_1123168/v1/Manual_CP-8031_CP-8050_ENG_DC8-026-2_18.pdf (accessed on 3 March 2023)) works as a gateway to control the interface between the local control system (i.e., substation) and the dispatch center, converts the local station protocol IEC 61850-8-1 (MMS) to the control center protocol IEC 60870-5-104, and isolates local and remote networks from each other (works as a firewall). The DS enclave utilizes an IEC 60870-5-104 test software (IECTest) to simulate the control center. As shown in Figure 3, we consider that attacks are originating from the station bus network. Section 5 explains the attack steps in more details.

![Figure 3. Digital Station (DS) enclave network architecture.](image-url)
5. Implementation and Testing of Cyber-Attacks on PTP

As previously discussed, PTP is used to synchronize the time throughout the substation network. The aim of attackers is usually to break the information security triplet: confidentiality, integrity, availability. In the case of PTP, this means:

- **Confidentiality**: Obtaining the PTP messages in the network, including the current master time, the current master clock, and the network latencies based on the delays;
- **Integrity**: Adding a new time source to the network, changing the master clock, and changing the time;
- **Availability**: Stopping a time source and preventing a device from receiving the time.

PTP operates in different modes and the PTP synchronization allows for the use of multiple clocks in the system. In the DS enclave network (see Figure 3), there are two time sources (Meinberg clock and Siemens clock). The protection relay, the merging unit, and the bay controller are also located in the same network. All of the substation equipment was connected using a Cisco industrial switch (IE-4000). To execute the attacks on PTP, we placed the attacker on the inside of the substation network (station bus), which would enable the attacker to gain access to IEC 61850 and PTP communication. There are multiple ways in which an attacker could gain access to a substation, which will be discussed later in Section 6.

The first activity that the attacker performs is reconnaissance, and Figure 4 shows the ping scan result made from the attacker’s computer.

```
# nmap -P 10.152.30.0/24
Starting Nmap 7.92 (https://nmap.org) at 2022-12-06 13:50 CET
Nmap scan report for 10.152.30.1
Host is up (0.00051s latency).
MAC Address: 00:0C:29:02:89:7F (VMware)
Nmap scan report for 10.152.30.2
Host is up (0.00057s latency).
MAC Address: 00:60:A6:77:9C:31 (SAT GmbH & Co.)
Nmap scan report for 10.152.30.20
Host is up (0.00022s latency).
MAC Address: EC:46:70:0A:A5:BE (Meinberg Funkuhren GmbH & KG)
Nmap scan report for 10.152.30.21
Host is up (0.00025s latency).
MAC Address: 70:81:32:53:09 (Siemens Canada)
Nmap scan report for 10.152.30.40
Host is up (0.00011s latency).
MAC Address: B4:B1:5A:6F:74:8 (Siemens AG Energy Management Division)
Nmap scan report for 10.152.30.41
Host is up (0.00072s latency).
MAC Address: B4:B1:5A:6E:6E:EA (Siemens AG Energy Management Division)
Nmap scan report for 10.152.30.42
Host is up (0.00072s latency).
MAC Address: B4:B1:5A:6E:60:DE (Siemens AG Energy Management Division)
Nmap scan report for 10.152.30.100
Host is up (0.00058s latency).
MAC Address: 00:0C:29:01:77:44 (VMware)
Nmap scan report for 10.152.30.105
Host is up (0.00025s latency).
MAC Address: D4:F5:27:20:1E:3F (Siemens AG)
Nmap scan report for ene-energy-kali-03 (10.152.30.153)
Host is up.
Nmap done: 256 IP addresses (18 hosts up) scanned in 14.96 seconds
```

**Figure 4.** Discovery of the equipment communicating on the network.

In addition to the two time sources, the Cisco Industrial Ethernet Switch can work either as a transparent clock (TC) or boundary clock (BC). In our setup, it was used as a transparent clock in order to be able to forward PTP event messages with time corrections.

After the initial discovery of the network, the attacker continues with passive reconnaissance and listens to the traffic on the network. For such activity, the attacker needs to change her network adapter to be in promiscuous mode. Passive reconnaissance is carried out to avoid being detected. With a physical computer, the attacker obtains access to all broadcast messages and also the link layer messages, as can be seen in Figure 5. The attacker immediately observes that the current best master clock is the Meinberg de-
vice. To ease the next step in the attack, the attacker team developed a Python script that processed the captured traffic and matched the MAC addresses with their role, based on the previously presented ping scan. The script also highlights the main PTP parameters of the packets. The best master clock regularly sends out announce messages without a time stamp, as well as sends out sync and follow-up messages with its EPOCH time in nanosecond precision. Additionally, with access to a physical machine, the attacker also sees the link layer communication coming from the industrial switch. The figure shows that the attacker computer is connected to the leg of the switch where the MAC address ends with 84. This can be observed by the regular peer request messages, because the industrial switch as a transparent clock wants to measure the network latency between itself and the attacker’s device.

![Figure 5. Passive reconnaissance.](image)

With passive reconnaissance techniques, the attacker is able to identify

- The best master clock with its MAC address and the main characteristics (priority numbers);
- The time of the best master clock;
- The leg of the switch where the attacker’s computer is connected;
- The settings of the switch (TC or BC).

By using active reconnaissance, the attacker can also send out packets and map the devices in the network, for example, with a port scan (see Figure 4). The attacker can also send out special protocol requests, for instance, to obtain the device time settings (see Figure 6). However, active techniques need to be used with care so as to not be detected.

With active reconnaissance, the attacker can perform the following:

- Create an inventory of the devices in the substation;
- Obtain the MAC addresses of the devices, which might ease their identification;
- Obtain the time sources of the digital substation devices.

![Figure 6. Obtaining the time sources of the equipment.](image)
Based on the test carried out in our work, we concluded that the attacker most likely only needs to use passive reconnaissance to obtain the necessary information to conduct a cyber-attack on PTP. Passive reconnaissance provides information about the best master clock in the network, including its priority parameters and other settings, as well as the type of the switch used in the system and its clock settings. Using active reconnaissance, the attacker can extend this information set by directly addressing the substation equipment individually, which could be beneficial in later stages of an attack.

The next step in the attack was to manipulate the network integrity on the station bus. This attack step was made possible as the attacker had already gained access to a physical computer on the network. There are multiple ways for an attacker to achieve this, such as connecting a new device, which could alert the Intrusion Detection Systems (IDSs), if such systems are implemented, or taking over the control of a device already connected to the network. Both could be achieved by means of supply chain attacks. During our test, the aim was the following integrity changes:

- Adding a new master clock to the station bus network;
- Changing the time of the network.

Since all the clock sources send out regular announce messages, introducing a new clock requires sending out regular fake announce messages. In order to take over the best master clock, the best master clock algorithm (BMCA) should be considered. The best master clock is first decided on the priority parameters, where the lower priority number represents a better clock. Our experience revealed that faking an announce message is easy; even the source MAC address of the new fake time source can be easily changed by the attacker. However, as shown in our test, merely sending out low-priority announce messages is not enough, as these are not accepted by the industrial switch, which has the role of a transparent clock, resulting in the message not being forwarded to the substation equipment. What was successful was misleading the switch with the fake announce messages, which was possible because the announce message has no timestamp that the switch can use to compare with its own time. This means that the only change that was necessary to create fake messages was to ensure increasing sequence numbers. At first, the real master clock continued sending its announcements, but after a few seconds, all time sources stopped sending broadcast messages, except for the attacker’s fake time source.

Next in the attack on the integrity, the attacker started to change the time in the network. As the attacker owns the master time source and all real time sources stopped sending broadcast messages, the attacker can simply try to fake the sync and follow-up messages. This was not successful in our experiment, as these messages are not forwarded by the industrial switch, which had the role of a Transparent Clock (TC) in our setup. This could be due to the TC settings in the switch, which will be examined as part of future work. As the PTP packet forward algorithm is not made publicly available by Cisco, we cannot make conclusions based on our current experiment. However, from our experiments, the following are potential reasons why the switch did not forward the PTP packet:

- The network latency could not be calculated from the fake time source, resulting in the switch not being able to update the messages with its timestamps.
- The switch might compare the time with its own time and anomalies might have been detected, preventing the forwarding from being executed.

In order to examine the traffic going through the switch, we logged all packets arriving and leaving the switch. As presented in Figure 7, the attacker clock announce messages were forwarded on all legs, but the sync and follow-up messages appear only on one leg of the switch, which is the leg belonging to the attacker computer.
The network latency calculation between the devices and the switch is an important part of the PTP protocol when the switch is in transparent mode. To further manipulate the switch as the TC, the attacker can fake peer response and peer request messages directed to the industrial switch, which will provide network delay data and make the fake time source appear more realistic to the switch. Sending fake peer requests is relatively easy to execute since there is no timestamp inside the request. Answering the switch peer requests with peer reply and follow-up can be more tricky, since the attacker has to send a realistic time to provide realistic network delays. In our attack, the fake time source used its own EPOCH time and the switch time arriving with the switch peer responses to calculate a realistic peer response. Figure 8 shows the network data between the switch and the fake time source during the attack.

During our testing, we implemented several fake time generation algorithms. Despite the fact that all necessary packets were emulated, the switch did not forward the attacker’s fake sync and follow-up messages. From this result, we concluded that the switch as a transparent clock validates the time, even if it is coming from the best master clock, and therefore prevents sending it to the equipment on the station bus network.

Another aim of the attacker can be to create a situation similar to a Denial of Service (DoS) situation. This was the case in our experiment, as introducing a fake best master clock in the network resulted in the real time sources not longer sending time synchronization
messages, and the time synchronization on the station bus also stopped. As a result, all the equipment on the station bus will only have access to the slave time source, which is their own local time. Figure 9 shows the Merging Unit time sources during the fake master time attack.

Figure 9. Merging Unit (MU) time settings after losing the best master clock PTP time.

Table 3 summarizes the attacks that were executed towards PTP on the station bus as part of our testing.

Table 3. Summary of the conducted attacks on PTP.

<table>
<thead>
<tr>
<th>Attack Step</th>
<th>Attacker Action</th>
<th>Attack Technique</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1 (start)</td>
<td>Attacker collects information regarding the clock sources (Meinberg and Siemens).</td>
<td>Passive reconnaissance.</td>
<td>Attacker obtains information that is used in later attack stages.</td>
</tr>
<tr>
<td>Step 2</td>
<td>Attacker takes over as the master clock</td>
<td>Manipulation—Rough master clock emulation.</td>
<td>Multiple clocks in the network (more than what is configured).</td>
</tr>
<tr>
<td>Step 3</td>
<td>Attacker maintains the status with the master clock emulation (repeating the message every second).</td>
<td>Manipulation—Rough master clock emulation with broadcast messages.</td>
<td>Both real clock sources stopped working. No PTP time synchronization was available in the network. IEDs start using their internal clock and flagging missing time synchronization on SVMs.</td>
</tr>
<tr>
<td>Step 4</td>
<td>Attacker maintains the status with the master clock emulation (repeating the message every second).</td>
<td>Manipulation—Rough master clock emulation with broadcast messages.</td>
<td>Real clocks are not operating any longer. No PTP time synchronization was available in the network. IEDs continued using their internal clock source.</td>
</tr>
<tr>
<td>Step 5</td>
<td>Attacker sends time synchronization messages.</td>
<td>Manipulation—Rough master clock emulation with broadcast messages and link layer messages.</td>
<td>The network switch does not forward time synchronization to IEDs. IEDs continue to use their internal clock source.</td>
</tr>
<tr>
<td>Step 6 (stop)</td>
<td>Attacker stops sending PTP messages.</td>
<td>Passive reconnaissance.</td>
<td>Real clock sources start to operate again after a time delay. IEDs are synchronized again after a time delay.</td>
</tr>
</tbody>
</table>

From step 3 of the attack, protection functions went into inactive mode, which means that the protection is blocked and no longer acting upon received sample measurement values (see Figure 10). It is important to point out that protection functions using SMVs from
multiple sources (merging units) will be blocked when PTP time synchronization is missing. This means that all received SMVs must be time synchronized by the same PTP time source, or from time sources synchronized by Global Navigation Satellite System (GNSS).

All described attacks were developed in Python using the Pyshark library to capture network traffic and the Scapy library to create customized network packets. The scripts were developed to accept different input parameters for the main attack characteristics. As the scripts and the controlled experiments were conducted in collaboration with a critical infrastructure owner, it was decided that the scripts themselves cannot be published.

Figure 10. Messages from the protection relay showing that it is in blocked mode (inactive).

6. Discussion

Time synchronization is a crucial service in a modern substation and critical to the substation operation, especially in IEC 61850 process bus substations. To meet the time accuracy, PTP is often applied using one or more common time sources for time synchronization. More specifically, an IEC 61850 process bus substation relies on accurate time to coordinate the actions of devices across the substation, and as devices from different vendors implement IEC 61850 and PTP differently, it was important to use physical devices rather than a simulated environment in the controlled experiments discussed in this paper. The HIL DS enclave is a setup with physical vendor hardware to enable testing of cyber-attacks on the actual implementation of the protocol rather than the theoretical implementation in a simulated environment, e.g., even though the two master clocks stopped working as a better clock was inserted into the network, the Cisco switch operating as a transparent clock (TC) did not forward the fake time to the devices on the process bus due to the implementation in the Cisco switch. This also means that switches from other vendors could respond differently, which needs to be investigated further. The same goes for substation devices from vendors other than Siemens.

As demonstrated in this paper, it is possible to put the common time source out of service by establishing a fake time source. In our testing, the common time sources (we used two in our controlled experiment) stopped working when the fake time source successfully managed to convince other devices that a more precise time source was present on the network. This means that the original and non-manipulated time sources are no longer operational. It was also observed in the experiments that the time sources often needed to be restarted to be put back into service after the fake time source attack, which extends the effect of the attack past the actual attack itself. It was further observed that it took some time from when the time sources were back online until the devices started reacting to time synchronization again. Establishing a fake time source requires the attacker to be located inside the substation network, but once located inside the network, the attack did not alert the intrusion detection systems (IDSs) in the substation (there are multiple IDSs installed in the DS enclave), as the fake clock operated with an already known MAC address and behaved in the same manner as the real master clock. The attack misused the PTP itself, which demonstrated the need for building security measures into
the protocol. Alternatively, multiple time synchronization domains can be established inside the substation, as discussed in Section 6.1.

The PTP attacks described in this paper require local access to the substation network. There are multiple ways in which this can be achieved, although all would require significant efforts and resources. In practice, this means that the attacker has the capability of an Insider or a Nation-State attacker [54]. Potential adversarial substation attack scenarios could include the following:

- An unauthorized user/device attempts to access the digital station by VPN/physically connecting to switches or to IEDs in the network.
- An infected USB drive or malware like Stuxnet can propagate in the SCADA system via removable USB drives.
- The laptop of an employee/maintenance engineer is connected to one of the smart switches in the digital station, and due to the employee/maintenance engineer’s unintended or intended misuse, the attacker gains unauthorized access to the IEDs through the laptop.
- During the maintenance process of the digital station, the maintenance engineer might access the internet in order to download related updates or access the system to perform remote maintenance. An attacker may utilize this situation to penetrate the digital substation system.

Time synchronization is vital for protection functions in a digital substation environment. This was demonstrated in our experiments, as protection functions went into inactive mode, which means that the protection is blocked and no longer acting upon received sample measurement values (SMV). Protection functions using SMVs from multiple sources (merging units) will be blocked when PTP time synchronization is missing. A typical protection function for which this applies is the differential protection, such as the transformer differential protection or the busbar differential protection. This type of protection function uses SMVs from multiple merging units and compares the incoming SMVs from one merging unit with another. During this comparison it is a prerequisite that the measured values are time-synchronized from a valid time source. This means that all received SMVs must be time synchronized by the same PTP time source, or from time sources synchronized by Global Navigation Satellite system.

6.1. Potential Mitigation Strategies

To improve the cyber security of PTP time synchronization and in general for process bus systems, the network topology is crucial. What characterizes a robust topology is segregation into several networks, and hence separated and independent time synchronization systems.

To protect process bus applications from being blocked due to lack of time synchronization, as was the case in the experiment described in Section 5, local PTP grand master clocks capable to time-synchronize the protection applications, even with loss of the main grandmaster clocks (i.e., Meinberg Lantime M1000 and Siemens RSG2488), can be deployed in different network segments. This capability is already available from substation automation vendors who offer implemented GMC functionality into process bus equipment, e.g., in bay controllers, protection relays, and merging units. Using this built-in capability ensures local GMC establishment in a cost-efficient manner without adding additional time synchronization equipment into the network. The same equipment also supports network features like layer 2 switching, VLAN segmentation, network redundancy protocols, e.g., High Availability Seamless Redundancy (HSR) and Parallel Redundancy Protocol (PRP). This provides the opportunity to create subnetworks within the process bus, without adding additional network equipment.

For example, to mitigate the PTP cyber-attack discussed in this paper (manipulating the grandmaster clock), the distributed busbar protection can be used, which is one of the protection functions where time synchronization is crucial. To achieve independence from the main GMCs and prevent the busbar protection from being blocked due to a
time synchronization error, the busbar relay itself can act as GMC for its underlying sampled values (SMV) publishers, e.g., the merging units. To further strengthen the time synchronization, two busbar protection relays can be used, acting as GMC 1 and GMC 2, using the best master clock (BMCA) algorithm.

For network segmentation, the distributed busbar protection can be segregated from the overlaying PRP-network by establishing a separate HSR-network, as shown in Figure 11. The internal clock in busbar protection relays 1 and 2 are date- and time-synchronized by the main GMCs (i.e., Meinberg Lantime M1000 and Siemens RSG2488). On the contrary, the merging units in the HSR network are time-synchronized by the free-running local clocks GMC 1 and GMC 2 of the busbar protection relay. If the main time sources fail or provide poor time quality, as was the case in our experiment, the local GMCs continue to operate uninterrupted, and time synchronization of the busbar protection system is provided by the local clock oscillator in busbar protection relays 1 and 2.

This mitigation strategy has not been tested as part of this work, but future work includes re-running the controlled experiments with the proposed mitigation strategy implemented to verify whether it does indeed prevent time synchronization errors on the segregated process bus devices.

![Figure 11. Segregating busbar protection from overlaying PRP-network by means of a separate HSR-network.](image)

### 7. Conclusions and Future Works

Modern substations make use of the IEC 61850 station and process bus and are dependent on accurate time synchronized across all the substation devices. This paper describes an HIL testbed for an IEC 61850 process bus substation (DS Enclave) and demonstrates the consequence of manipulating the time synchronization in digital (IEC 61850 process bus) substations. This was accomplished by conducting several rounds of cyber-attacks (controlled experiments) exploiting weaknesses in the PTP protocol itself, such as by introducing a fake time source. The cyber-attacks were carried out as controlled experiments that were run several times to ensure that the results observed were not due to circumstances but due to the manner in which PTP is implemented on the specific devices. To achieve this, the controlled experiment was carried out on real substation devices, including for the clock sources. This reduced the bias associated with simulated environments, especially those related to the implementation of PTP in a device. The experiments demonstrated that it is possible to fake the time source and further affect protection functions. It is important to point out that protection functions using SMVs from multiple sources (merging units) will be blocked when PTP time synchronization is missing. Future work will include multiple merging units to further investigate which protection functions are affected and best practice how to mitigate protection blocking when PTP time synchronization is lost. Future work will also involve repeating the exact same cyber-attacks on other vendor equipment.
Future work will also focus on setting up experiments and simulations to study the impact of cyber-attacks that extend beyond a local substation. We also aim to examine the cascading effects of cyber-attacks, which were not demonstrated in this study. Such work will require the utilization of real-world simulators and will involve testing on a single substation using the Digital Station (DS) enclave, as well as a simulated environment to evaluate potential consequences across the power grid system.
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