Drift Resilient Frequency-Based Sensor Interface Architectures with Adaptive Clock Frequency
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Abstract: Maintaining the accuracy of a sensor system across various operating conditions has always been a challenge, especially for those operating in harsh surroundings such as a radiation environment. Concerning frequency-based sensor interfaces, supply voltage drifts and gain shift of the voltage-to-frequency converter (VFC) are critical design issues. These manifest as gain, offset, and linearity errors at the system level and therefore require continuous correction mechanisms. In this paper, dynamic gain and offset error-compensated open-loop frequency-based sensor interface architectures with adaptive clock frequency are proposed, which result in a ratiometric digital output. To address the mismatch issue, two architectures, one with periodic swapping of the VFCs’ inputs and outputs, and the other with the use of a single analog-to-digital converter (ADC) as an analog front end, are developed. The concepts were demonstrated with implementations on a Zynq board (ZYBO). The results of the first architecture showed that for a 25% gain mismatch between the VFCs, the output gain error was reduced from around 7.4% to 0.79% and the offset error was reduced from around 11.8% to 0.01%. Additionally, for the second architecture, a maximum of 0.11% gain error and 0.1% offset error were recorded for an emulated ±25% supply drift.
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1. Introduction

In the modern world of technology, the role of sensor systems keeps growing from day to day. The sensor market is forecasted to expand more than twofold within the next decade [1]. What comes with this is a need for the design of accurate sensor systems, which are robust against any environmental factors, such as temperature fluctuations, supply voltage variations, or radiation impacts [2–4]. Analog sensor readout parts are greatly impacted by these variations unless a compensation algorithm is incorporated with them. Since these variations are time-varying, they require a continuous calibration algorithm to guarantee the required level of accuracy. Frequency-based sensor-to-digital converters are attractive in this regard since they are digital-intensive structures and most of the signal processing can be performed in the digital domain [5]. Concerning robust output values, digital circuits are less prone to process, voltage, and temperature (PVT) variations and total ionizing dose (TID) impacts than their analog counterparts. In this regard, the VFC is the sensitive component that is susceptible to drift [6,7]. The name VFCs is commonly given to special types of voltage-controlled oscillators (VCOs), typically known for their high linearity [8].

The conventional differential architecture is usually adapted to suppress common mode VCO offset drifts due to environmental variations. However, such structures fall short of compensating dynamic gain errors resulting from a temperature drift or supply voltage variation. Besides, a mismatch between the two VCOs will distort the advantage of using a differential architecture by introducing undesired distortions.
In earlier times, variable temperature issues were addressed by extensive calibration procedures involving a temperature sensor [9], which greatly adds to the complexity of the circuit. Phase-locked loop (PLL)-based sensor readout techniques were also demonstrated as a good option to cancel external effects [10,11], since they work on the principle of relative comparison between two VCOs. A closed-loop Wheatstone bridge sensor readout architecture that works on the concept of balancing the bridge was presented in [12], which suppresses possible supply drifts, but its application is limited to half-bridge structures and the accuracy highly depends on the matching between the two VCOs. Since the VCO operates over a small input range in a closed loop architecture, the system gain error due to the VCO drift is automatically reduced [13]. Nevertheless, the gain drift of the involved digital-to-analog converter (DAC) in the loop has a direct impact on the system gain error, and the mismatch between the two VCOs is still an issue. Time-based chopping techniques were used in [14,15] to remove the remaining gain and offset errors due to VCO mismatches. Here, the chopping frequency inflicts some limitations on the maximum sensor bandwidth that can be used.

To address a mismatch issue between the two VCOs in open loop frequency-based sensor-to-digital converters, a dynamic offset cancelation scheme based on a periodic adjustment of the center biasing voltage of one of the VCOs was demonstrated in [16], which successfully mitigated the offset error due to the relative drift of the VCOs. However, this mechanism lacks a way to correct gain error problems that arise.

Ratiometric measurement approaches have been used in the design of sensor interfaces to reduce the gain error at the system output [17–21]. The ratio operation in [17,18] is performed on two digitized values, which requires a digital signal processing module to provide the final output. Two oscillators that are tuned oppositely by a sensor voltage are employed in [19] where a finite state machine (FSM) is designed to derive the output as the ratio of the oscillators’ frequencies. Here, any relative drift in the oscillators’ gain values will deteriorate the output gain error. A time-based sensor interface where the two outputs of a differential sensor modulate the delay of two halves of an oscillator oppositely was presented in [20,21]; in effect, a pulse-width-modulated (PWM) signal output was generated whose duty cycle is proportional to the sensor value. By using such a relative measurement method, the output can be made independent of the supply and temperature variations. However, this requires the two halves to be closely matched at all times, which would be unlikely if operating in radiation environments.

This paper proposes two open-loop frequency-based sensor interfaces with adaptive sampling clock frequency and mismatch compensation architectures to compensate for any gain and offset errors caused by the drift of environmentally sensitive parameters. The organization of the paper is as follows. In Section 2, the derivation of the adaptive clock and its application in Wheatstone bridge interfacing is demonstrated. Two mismatch-suppressing architectures are then illustrated in Section 3. The measurement results from the implemented structures are revealed and discussed in Section 4. Finally, Section 5 concludes the paper.

2. Derivation of an Adaptive Clock

The conventional differential architecture for a VCO-based ADC is shown in Figure 1, where ΔV is the measured input voltage and SClk is the external sampling clock. The expression for the digital output is given in (1), where $D_{out}$ is the digital output, $T_{SClk}$ is the period of the external sampling clock, $k_v$ is the gain of the VCOs, $Q_e$ is the quantization error, and $f_1$ and $f_2$ are frequencies of VCO-1 and VCO-2, respectively.

$$D_{out} = T_{SClk}(f_1 - f_2) + Q_e = 2T_{SClk}k_vΔV + Q_e$$  (1)
In such an architecture, if a common mode VCO drift causes common offsets to appear on the frequency values of both VCOs, then it would be canceled out at the output stage by the differential process. However, as evidenced by (1), such structures fall short of compensating dynamic gain errors (for example, a drift of the \( k_v \) parameter of the VCOs) resulting from a temperature drift or supply voltage variation. To address this issue, the concept of an adaptive clock frequency is introduced as follows.

The derivation of the adaptive clock is shown in Figure 2. Two VFCs, VFC-1 and VFC-2, are employed in such a way that they are driven by a differential sensor voltage, where \( V_c \) is the common mode voltage and \( \Delta V \) is the measured input sensor voltage. In conventional frequency-based ADCs, an external clock is required to periodically sample and/or reset the counters. In this work, the sampling clock is generated locally with the following concept. For simplicity, if we first assume linear and identical VFCs, VFC-1 and VFC-2, the expressions for the corresponding output frequencies, \( f_1 \) and \( f_2 \), are given by (2) and (3),

\[
f_1 = k_v(V_c + \Delta V)
\]

\[
f_2 = k_v(V_c - \Delta V)
\]

where \( k_v \) is the gain of the VFCs. Theoretically, the sum of the frequencies of the two VFCs at any instant or given input voltage should be a constant of magnitude equal to twice the center frequency, \( f_c \), as illustrated in (4).

\[
f_1 + f_2 = 2k_v V_c = 2f_c
\]

If we add the outputs of two counters clocked by the outputs of the two VFCs, the rate of change of the sum value will approximately resemble a counter output clocked by a constant frequency of \( 2f_c \). This means that we can use these counters and the adder as a frequency divider to generate a clock of the desired frequency. Thus, a clock pulse can be generated whenever the adder output reaches a fixed desired value. If we set this fixed value to be equal to \( 2^m \) (where \( m \) is a whole number), the synthesized clock can be derived from the \( m \)th bit of the sum of the two counters, as shown in Figure 2. The clock frequency (or period) depends on the position of the bit used as a clock. For example, the period of the provided clock doubles each time we progress one bit position toward the most significant bit.

**Figure 1.** The basic architecture of a differential VCO-based ADC.

**Figure 2.** Generation of an adaptive clock.
bit (MSB) direction. If we indicate the bit position by a number m, where m = 0 for the least significant bit (LSB), then the period of the sampling clock, $T_{Sclk}$, can be approximated as in (5).

$$T_{Sclk} = \frac{2^m}{(f_1 + f_2)} \approx \frac{2^m}{2f_c} \tag{5}$$

Then, the final digital output, $D_{out}$, of a differential architecture (as in Figure 1) that employs this adaptive clock is expressed as (6), where $Q_e$ is the corresponding quantization error.

$$D_{out} = T_{Sclk}(f_1 - f_2) + Q_c = \frac{2^m(f_1 - f_2)}{(f_1 + f_2)} + Q_e \tag{6}$$

Assuming that both VFC-1 and VFC-2 equally feel a change in any environmental factor such as temperature or supply voltage, any multiplicative error in the frequencies of the two VFCs appears both on the numerator and denominator of the expression in (6), which gets canceled out and causes less impact to the final digital output. In such a way, this architecture is expected to be less sensitive to a gain error caused by common mode environmental factors than the architecture with a constant frequency clock.

Since the sampling clock is derived from a combinational adder circuit, glitches may appear due to a difference in various path delays, which is disastrous for a clock line. To mitigate this problem a three-bit majority voter is used after the adder’s mth bit output whose inputs are connected, as shown in Figure 2. Most of the time all three inputs have the same bit values. If a glitch occurs at $I_1$, then $I_2$ and $I_3$ will still be the same, making the output unaffected. If the delay of the buffer, $\tau$, is chosen to be sufficiently longer than any appearing glitch, then by the time this glitch arrives at $I_2$, the input line $I_1$ resumes its state and $I_1$ & $I_3$ will be the same, making the output unchanged again. In such a way, the output of the majority voter becomes glitch-free, which makes it suitable to clock subsequent circuits.

### 3. Mismatch Suppression

One of the major problems for frequency-based interfaces operating in harsh surroundings like radiation environments is the growing mismatch between the two oscillators as a result of the increasing TID. To address such an issue, two architectures are proposed which are briefly explained next.

#### 3.1. Architecture-1

In this first architecture, a periodic swapping of the inputs and outputs of the two VFCs is applied as illustrated in Figure 3.

![Figure 3. Swapping of the VFC inputs and outputs.](image)

VFC-1 and VFC-2 have gains of $k_1$ and $k_2$, respectively. If we assume a measurement period of $T_{Sclk}$, and if the VFC inputs and outputs are swapped at exactly half and full
time of every measurement period, then for a single period of measurement \((T)\), the corresponding phase values \(\varphi_1\), and \(\varphi_2\) would be expressed as (7) and (8), respectively.

\[
\varphi_1(T) = \frac{T_{Sclk}(k_1 + k_2)(V_c + \Delta V)}{2} \quad (7)
\]

\[
\varphi_2(T) = \frac{T_{Sclk}(k_1 + k_2)(V_c - \Delta V)}{2} \quad (8)
\]

The two-phase values for a single measurement period resemble that of the phase values of two matched and unswapped VFCs with identical gains, \((k_1 + k_2)/2\). So, if a periodic swapping with an equal amount of time for the two threads can be achieved, the effects of mismatch on the final digital output can be suppressed significantly as will be illustrated in Section 4.1.

**Interfacing with a Wheatstone Bridge**

Wheatstone bridge configuration is a well-known way to interface resistive sensors. Its typical advantages include its output linearity and ability to suppress temperature drifts of the resistive sensors. However, the bridge output voltage is directly proportional to the excitation voltage, which makes it highly susceptible to supply voltage variations. The use of the resistive sensors. However, the bridge output voltage is directly proportional to the excitation voltage, which makes it highly susceptible to supply voltage variations. The use of the adaptive clock frequency presented in Section 2 will have an interesting result when used in the Wheatstone bridge interface. The full architecture is depicted in Figure 4.

![Figure 4. Block of Architecture-1 interfaced with a full Wheatstone bridge resistive sensor.](image)

The bridge output voltages, \(V_1\) and \(V_2\), can be expressed as (9) and (10), respectively, where \(R\) is the nominal resistance value, \(\Delta R\) represents the value of the change in resistance, and \(V_{dd}\) is the bridge excitation voltage.

\[
V_1 = \frac{R + \Delta R}{2R} V_{dd} \quad (9)
\]

\[
V_2 = \frac{R - \Delta R}{2R} V_{dd} \quad (10)
\]

Now assuming equal swapping periods, let \(f_1\) and \(f_2\) be the average frequencies appearing at the clock inputs of Counter-1 and Counter-2, respectively:

\[
f_1 = \frac{k_1 + k_2}{2} V_1 \quad (11)
\]

\[
f_2 = \frac{k_1 + k_2}{2} V_2 \quad (12)
\]
Using (6) and (9)–(12), the expression for the final digital output, $D_{out}$, can be written as (13).

$$D_{out} \approx \frac{\Delta R}{R} 2^m$$ (13)

The final expression for the digital output is interesting because it is independent of some parameters along the line, like the supply voltage and the gains of the VFCs. These are critical parameters that show a significant drift when operated in radiation environments and variable environmental conditions like wide temperature fluctuations. So, such an architecture can result in a robust sensor interface that is resilient to various drifting parameters without the need for external reference.

3.2. Architecture-2

To avoid the effect of mismatch between VFCs, a second architecture that uses a single ADC as an analog front end is proposed as shown in Figure 5. The ADC sequentially samples and converts the two differential inputs and stores the corresponding digital data on Register-1 and Register-2, respectively. The contents of these registers, Register-1 and Register-2, serve as the frequency control word (FCW) for the two numerically controlled oscillators (NCOs) NCO-1 and NCO-2, respectively. The combinations of the ADC, the two registers and the two NCOs act as two VFCs whose output frequencies are proportional to the corresponding input voltages. Here, the block which is sensitive to environmental factors is the ADC. Since the ADC’s drifting parameters will be common to both VFCs, this results in a good matching property in all situations. To keep the phase relationship between the two differential inputs, the sampling and conversion rate of the ADC should be faster than the rate of change of the two inputs. The circuit structure after the NCOs is similar to that proposed in Architecture-1, which makes use of the adaptive clock to produce a ratiometric output that can withstand any gain error in the system.

If $f_1$ and $f_2$ are the frequencies of NCO-1 and NCO-2, respectively, their expression as a function of the corresponding input voltages is given as:

$$f_1 = k_{ADC} \frac{f_{CLK,NCO}}{2^{N_{PA}}} (V_c + \Delta V)$$ (14)

$$f_2 = k_{ADC} \frac{f_{CLK,NCO}}{2^{N_{PA}}} (V_c - \Delta V)$$ (15)

where $k_{ADC}$ is the gain of the ADC, $f_{CLK,NCO}$ is the frequency of Clk_NCO, and $N_{PA}$ is the number of bits of the phase accumulator register. If this architecture is interfaced with a full Wheatstone bridge resistive sensor, the expression for the final digital output will be the same as (13). This makes the output independent of the supply voltage and ADC parameters, which are susceptible to drift, making it more suitable to be used in harsh environments.
4. Results

4.1. Architecture-1

VFCs with a frequency of up to 100 MHz have been reported with a non-linearity below 0.06% [22]. Based on this, to assess the performance of the first architecture, the proposed structure is implemented on a field-programmable gate array (FPGA) where sine-modulated VFC outputs are emulated with digital components as in [16] with around 0.1% non-linearity. The block of the detailed implemented structure in this work is illustrated in Figure 6. To perform dynamic performance tests, the digital differential input generator synthesizes differential digital sine inputs using a sixteen-stage coordinate rotation digital computer (CORDIC) algorithm as in [16]. On the other hand, to estimate the static performance, differential dc inputs with peak values are used. The swapping circuits are then implemented with multiplexers (Mux-1, Mux-2, Mux-3, and Mux-4) as shown in Figure 6, whose select inputs are controlled by the swapping clock (Clk_swap). The clock supplies of the NCOs are derived from a PLL driven by a ring oscillator.

![Figure 6. Implementation of the emulated and swapped VFCs.](image)

The frequency expressions of the two NCOs $f_{NCO1}$ and $f_{NCO2}$ are given by

$$f_{NCO1} = \text{Mux1}_{out} \cdot \frac{f_{\text{Clk,NCO}}}{2^{N_{PA}}}$$

(16)

$$f_{NCO2} = (1 + B) \cdot \text{Mux2}_{out} \cdot \frac{f_{\text{Clk,NCO}}}{2^{N_{PA}}}$$

(17)

where $\text{Mux1}_{out}$ is the output of Mux-1, $\text{Mux2}_{out}$ is the output of Mux-2, $f_{\text{Clk,NCO}}$ is the frequency of the PLL output, which is given to the clock input of the two NCOs, $N_{PA}$ is the number of bits of the phase accumulator of the NCOs, and $B$ is a mismatch factor between the two VFCs. Such an emulation technique allows for the introduction of both common mode and relative (mismatch) gain drift separately on the emulated VFCs, so that the corresponding impacts can then be recorded and analyzed independently.

Common mode gain drift of the VFCs due to external factors like supply voltage and temperature is emulated by varying the supply clock frequency, $f_{\text{Clk,NCO}}$, making $B = 0$. The frequency of the clock supply can be varied by stressing the internal voltage and/or varying the chip temperature. To vary the internal voltage and the chip temperature, a heating source made up of look-up table (LUT)-based ring oscillators is used as in [23]. In this way, by controlling the number of LUT-based ring oscillators which are turned on at a given time, the chip temperature and internal voltage can be varied over a certain range.
The ZYBO is used for the implementation and experimentation of the proposed structure. The digitized outputs of the on-chip temperature and voltage sensors can be read by accessing the content of the respective registers from the Xilinx analog-to-digital converter (XADC) block of the ZYBO [24].

A total of 1750 LUT-based ring oscillators were used and they were turned on in steps of 250 at a time. The corresponding changes in internal voltage and chip temperature were recorded and are listed in Table 1. It is shown that as the number of ring oscillators is increased, the chip temperature rises and the load on the internal voltage causes it to decrease. Here, the internal voltage is the supply voltage of the ring oscillator in Figure 6. So, whenever there is a change in internal voltage or temperature, the frequency of the ring oscillator is expected to drift, which in turn causes the frequency of the NCOs to drift.

<table>
<thead>
<tr>
<th>Voltage, Temperature (VT) Corner</th>
<th>(N^\circ ) of Heating Ring Oscillators</th>
<th>Chip Temperature (°C)</th>
<th>Internal Voltage (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>47.5</td>
<td>0.991</td>
</tr>
<tr>
<td>1</td>
<td>250</td>
<td>51</td>
<td>0.987</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>54.5</td>
<td>0.983</td>
</tr>
<tr>
<td>3</td>
<td>750</td>
<td>57.5</td>
<td>0.979</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>61</td>
<td>0.974</td>
</tr>
<tr>
<td>5</td>
<td>1250</td>
<td>64.5</td>
<td>0.971</td>
</tr>
<tr>
<td>6</td>
<td>1500</td>
<td>67</td>
<td>0.967</td>
</tr>
<tr>
<td>7</td>
<td>1750</td>
<td>70.5</td>
<td>0.963</td>
</tr>
</tbody>
</table>

The parameters used in the implementation are listed in Table 2. The value of \(m\) in (5) is set to 11, which results in a sampling clock frequency of around 24.5 kHz. A sinusoidal signal with a frequency, \(f_{in}\), of 1 kHz is used as an input whose peak-to-peak amplitude modulates the NCOs over a 25 MHz range. The VFCs have a gain of 25 MHz/\(V_{pp}\), and a 10 kHz bandwidth is assumed. To compare the level of compensation, an equivalent structure without the compensation and with a constant sampling clock frequency of 24.5 kHz is implemented in parallel, making other parameters similar. To analyze the output data, 32,768 successive digital output values were recorded on a Block RAM inside the FPGA which are then exported to Matlab for further analysis.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(m)</td>
<td>11</td>
</tr>
<tr>
<td>(f_{in}) (KHz)</td>
<td>1</td>
</tr>
<tr>
<td>Bandwidth (KHz)</td>
<td>10</td>
</tr>
<tr>
<td>VFC sensitivity (MHz/(V_{pp}))</td>
<td>25</td>
</tr>
<tr>
<td>VFC center frequency, (f_c) (MHz)</td>
<td>25</td>
</tr>
</tbody>
</table>

Figure 7 shows the measured gain errors of Architecture-1 with an adaptive clock frequency and an equivalent structure with a constant frequency clock, in the occurrence of only a common mode gain drift of both VFCs which is emulated by varying the VT corner numbers in Table 1. To make the quantization error not mix with the gain error computation, the averages of 32,768 successive digital output values were used. As a result, the structure with a constant clock frequency shows up to a 10% change in the output gain error for the specified range of VT corner numbers, whereas the use of an adaptive clock frequency effectively cancels these errors due to the purely ratiometric effect it brings to the output expression.
Figure 7. The measured gain errors of Architecture-1 and the conventional architecture with constant frequency clock for various common mode gain drifts.

Figure 8 shows the power spectral density (PSD) of Architecture-1, which is implemented with the parameters given in Table 2. The output resulted in a signal-to-noise and distortion ratio (SNDR) of around 55 dB (effective number of bits (ENOB) around 8.8 bits) and a spurious free dynamic range (SFDR) of 68 dB for the extreme VT corner numbers of 0 and 7. It can also be observed that the second harmonic distortion due to the VFC non-linearity is suppressed by the differential architecture, which leaves us with only the remaining third harmonic distortion, as depicted in Figure 8.

Figure 8. PSD plot of the output of Architecture-1 for two extreme VT corner numbers with an adaptive clock and parameters listed in Table 2.

It is known that whenever dynamic mismatches occur between the two VFCs, time-varying offset and gain errors appear in the digital output. The mismatch between the two VFCs in Architecture-1 is emulated by scaling the $\text{Mul}_{\text{out}}$ with a mismatch factor $(1 + B)$ as illustrated in Figure 6. Four different values of $B$, $1/4$, $1/8$, $1/16$, and 0 were utilized which correspond to four different implementations with 25%, 12.5%, 6.25%, and 0% mismatches, respectively. These specific values were chosen since the multiplication operation can be implemented using only shift and add operations that simplify the testing architecture. To better observe the level of the associated distortions, a linear VFC emulation is utilized with similar parameters, as in Table 2. A parallel structure without the compensation system is also implemented to compare the performances.

One issue in the swapping structure is where to derive the swapping clock from. In the case of no mismatch, the level of the adaptive sampling clock (SClk) can be used as
the state of the swapping clock since it has almost a 50% duty cycle due to the balanced structure. However, whenever a mismatch starts to appear between the two VFCs, the duty cycle of SCLK shifts significantly from the 50% value. The proposed solution is to derive the swapping clock from the \((m - 1)\)th bit and use a D flip-flop (DFF) to divide its frequency by two, as illustrated in Figure 9. In such a way, the duty cycle of the swapping clock can be maintained close to 50%. The effect of this approach is better observed from the PSD graphs of the two cases plotted in Figure 10 under a 6.25% gain mismatch between the two VFCs. Here, Swap-clock-1 is the same as the sampling clock (SCLK) whereas Swap-clock-2 is a separate swapping clock derived as in Figure 9. In the case of Swap-clock-1, a significant second harmonic distortion appears due to the dependence of the duty cycle of the swapping clock on the level of mismatch. This means, during one measurement cycle, one input thread is connected to the two VFCs for a different amount of time instead of spending an ideally equal duration with them, which led to such a distortion. Comparatively, in the case of Swap-clock-2, this distortion is highly suppressed, resulting in a 24 dB improvement of the output SFDR, which has a huge implication in terms of the output linearity and SNDR.

![Diagram of Two Possible Sources of the Swapping Clock](image)

**Figure 9.** Two possible sources of the swapping clock.

![PSD Graphs of Swap-clock-1 and Swap-clock-2](image)

**Figure 10.** PSD for two cases of swapping clock sources under a 6.25% mismatch between the two VFCs.

Figure 11 shows the measured gain and offset errors for the four gain mismatch values. It can be observed that both the offset and gain errors grow with increasing mismatch for the uncompensated structure. For a 25% mismatch, the offset error was reduced from around 11.8% (without compensation) to 0.01% (with compensation) whereas the gain error was reduced from around 7.4% (without compensation) to 0.79% (with compensation).
error was reduced from around 7.4% (without compensation) to 0.79% (with compensation).

Figure 11. System performance for various VFC gain mismatch values: (a) Offset error; (b) Gain error.

The dynamic performance of Architecture-1 for three mismatch values can be observed from the corresponding PSD plots in Figure 12. It is shown that there is a slight increment in the distortion levels as the magnitude of the mismatch is increased. This impact is better observed in the output SNDR and SFDR, as displayed in Figure 13. For the architecture without compensation, a mismatch greatly deteriorates the output SNDR and SFDR. For the architecture with compensation, the output SNDR is relatively maintained at close to 53 dB for a 25% mismatch. The output SFDR shows some degradation after a 6.25% mismatch. This is related to the remaining swapping period errors that grow slightly with increasing mismatch levels. It is to be noted that 25% is a huge mismatch value and this architecture is expected to show high robustness when operated in real harsh surroundings.

Figure 12. PSD of Architecture-1 for three mismatch values.
The magnitude of the gain error at the output of the ADC varies almost proportionally as an output of uncompensated structure to compare it with the finally compensated system. Such supply variations are emulated by supplying scaled inputs to the ADC. The clock frequency of the ADC, \( f_{\text{CLK}} \), and the NCO, \( f_{\text{CLK},\text{NCO}} \), are both 200 MHz. The size of the phase accumulator register, \( N_{\text{PA}} \), is chosen to be 14 bits, which makes the NCO center frequency, \( f_c \), equal to 25 MHz.

### Table 3. List of parameters used in the implementation of Architecture-2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>11</td>
</tr>
<tr>
<td>( A_{\text{pk}} ) (mV)</td>
<td>250</td>
</tr>
<tr>
<td>( V_c ) (mV)</td>
<td>500</td>
</tr>
<tr>
<td>( f_{\text{in}} ) (kHz)</td>
<td>1</td>
</tr>
<tr>
<td>Bandwidth (kHz)</td>
<td>10</td>
</tr>
<tr>
<td>( N_{\text{PA}} ) (bits)</td>
<td>14</td>
</tr>
<tr>
<td>ADC resolution (bits)</td>
<td>12</td>
</tr>
<tr>
<td>( f_c ) (MHz)</td>
<td>25</td>
</tr>
<tr>
<td>( f_{\text{CLK},\text{NCO}} ) (MHz)</td>
<td>200</td>
</tr>
<tr>
<td>( f_{\text{CLK,ADC}} ) (MHz)</td>
<td>200</td>
</tr>
</tbody>
</table>

From the measured data, the PSD of this architecture is plotted in Figure 14 where an SNDR value of 54.3 dB and an SFDR value of 79.2 dB are achieved at the output of the entire system.

The block which is sensitive to external factors is the ADC. One of the common issues, when operating in harsh environments, is the drift of the supply voltage (the bridge excitation voltage or the ADC reference voltage), which causes a gain error on the digital output. Such supply variations are emulated by supplying scaled inputs to the ADC. The scaling factor was varied from \(-25\%\) to \(25\%\) in steps of \(5\%\). The output of the ADC is used as an output of uncompensated structure to compare it with the finally compensated system level output. The measured variation of the output gain error with the emulated supply drift is plotted in Figure 15 for both the ADC output and the output of the whole system. The magnitude of the gain error at the output of the ADC varies almost proportionally.

Figure 13. Dynamic performance of Architecture-1 for variable mismatches: (a) SNDR; (b) SFDR.

4.2. Architecture-2

The second proposed architecture, as in Figure 5, was implemented on a ZYBO where one of the on-chip ADCs was used as the analog front end. The parameters used in the implementation are listed in Table 3. The ADC has a specified resolution of 12 bits and a sampling rate of 962 kS/s [24], which will be half in our case since it is sequentially sampling the two voltages of the differential input. The ADC is configured to work as an independent mode to avoid sequencing through other channels to preserve the maximum sampling rate. The differential inputs are supplied from an external source with a common mode voltage, \( V_c = 500 \text{ mV} \), an amplitude, \( A_{\text{pk}} = 250 \text{ mV} \), and a frequency of 1 kHz. The clock frequency of the ADC, \( f_{\text{CLK,ADC}} \), and the NCO, \( f_{\text{CLK,NCO}} \), are both 200 MHz. The size of the phase accumulator register, \( N_{\text{PA}} \), is chosen to be 14 bits, which makes the NCO center frequency, \( f_c \), equal to 25 MHz.
with the level of the supply drift up to a maximum of 25%, whereas only a maximum of 0.1% gain error is recorded for the whole system. As a consequence, external impacts such as temperature variations or ADC gain shifts are also expected to be canceled out due to the ratiometric nature of the digital output. The maximum recorded offset error for the whole range of supply drift is 0.1%.

![PSD plot of the output of Architecture-2.](image)

**Figure 14.** PSD plot of the output of Architecture-2.

![Output gain error vs. emulated supply drift for Architecture-2.](image)

**Figure 15.** Output gain error vs. emulated supply drift for Architecture-2.

A performance comparison of this work with related prior works is presented in Table 4. The techniques applied to the open-loop architectures are based on relative measurement designs either in the analog domain or the digital domain. Comparatively, the results of the proposed technique in this work show a better supply sensitivity due to the purely ratiometric design and the good matching property. Moreover, given the open-loop architecture of the presented architectures, they can be adapted to high-speed applications simply by employing higher frequency VFCs in the case of Architecture-1 and using a high-speed ADC in the case of Architecture-2.
Table 4. Comparison with prior works.

<table>
<thead>
<tr>
<th>Topology</th>
<th>[12]</th>
<th>[21]</th>
<th>[18]</th>
<th>[25]</th>
<th>[26]</th>
<th>[27]</th>
<th>This Work (Architecture-2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology</td>
<td>Closed-loop (PLL-based)</td>
<td>Open-loop differential 40 nm CMOS</td>
<td>Open-loop single-ended 65 nm CMOS</td>
<td>Open-loop differential 180 nm CMOS</td>
<td>Open-loop differential 180 nm CMOS</td>
<td>Open-loop single-ended 180 nm CMOS</td>
<td>Open-loop differential ZYBO implementation</td>
</tr>
<tr>
<td>Application</td>
<td>Resistive sensor</td>
<td>General purpose</td>
<td>Resistive sensor</td>
<td>Resistive sensor</td>
<td>Resistive sensor</td>
<td>Resistive sensor Time domain comparison with resistive DAC</td>
<td>General purpose</td>
</tr>
<tr>
<td>Technique</td>
<td>Force-balanced Wheatstone bridge</td>
<td>Time ratio</td>
<td>Digital output ratio</td>
<td>Voltage ratio</td>
<td>Resistance ratio</td>
<td>Frequency ratio</td>
<td>Frequency ratio</td>
</tr>
<tr>
<td>Sampling frequency (kHz)</td>
<td>20</td>
<td>2100</td>
<td>12.5</td>
<td>8</td>
<td>1</td>
<td>5.5</td>
<td>25.5</td>
</tr>
<tr>
<td>Bandwidth (kHz)</td>
<td>10</td>
<td>700</td>
<td>1</td>
<td>0.06</td>
<td>-</td>
<td>2.3</td>
<td>10</td>
</tr>
<tr>
<td>ENOB</td>
<td>8.9</td>
<td>7.6</td>
<td>7.3</td>
<td>13</td>
<td>7.9</td>
<td>7.6</td>
<td>8.6</td>
</tr>
<tr>
<td>Supply sensitivity (%/V)</td>
<td>2.33</td>
<td>1.42</td>
<td>3.6</td>
<td>0.23</td>
<td>6.8</td>
<td>0.65</td>
<td>0.2</td>
</tr>
</tbody>
</table>

5. Conclusions

Sensor interfaces operating in harsh environments face supply instability, gain shifts, and a growing mismatch, which manifest as gain and offset errors at the system level. This paper has presented two open-loop frequency-based sensor interface architectures that can address these issues. A concept of adaptive clock frequency was derived from the frequencies of the two VFCs, which resulted in a ratiometric output that mitigates any gain error at the system output. Moreover, two architectures, one with periodic swapping of the VFCs’ inputs and outputs and the other with the use of a single ADC as an analog front end, were presented to address any arising mismatch problem. Implementations on a ZYBO were conducted to demonstrate the concepts, whose results showed a worst case of 0.79% gain error for a 25% gain mismatch in the first architecture and around a 0.1% gain and offset error for a ±25% emulated supply drift in the second architecture. Such drift resilience characteristics can make these topologies promising to be used in harsh surroundings such as radiation environments.
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