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Abstract: The security of Industrial Internet of Things (IIoT) systems is a challenge that needs to be addressed immediately, as the increasing use of new communication paradigms and the abundant use of sensors opens up new opportunities to compromise these types of systems. In this sense, technologies such as Trusted Execution Environments (TEEs) and Hardware Security Modules (HSMs) become crucial for adding new layers of security to IIoT systems, especially to edge nodes that incorporate sensors and perform continuous measurements. These technologies, coupled with new communication paradigms such as Blockchain, offer a high reliability, robustness and good interoperability between them. This paper proposes the design of a secure sensor incorporating the above mentioned technologies—HSMs and a TEE—in a hardware device based on a dual-core architecture. Through this combination of technologies, one of the cores collects the data extracted by the sensors and implements the security mechanisms to guarantee the integrity of these data, while the remaining core is responsible for sending these data through the appropriate communication protocol. This proposed approach fits into the Blockchain networks, which act as an Oracle. Finally, to illustrate the application of this concept, a use case applied to wine logistics is described, where this secure sensor is integrated into a Blockchain that collects data from the storage and transport of barrels, and a performance evaluation of the implemented prototype is provided.
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1. Introduction

In Industrial IoT (IIoT) networks, the extraction of data from the physical to the digital world via sensors is becoming increasingly important [1]. This data collection takes place at nodes distributed within a specific network topology at the edge that are equipped with various sensors that convert physical measurements into digital information. In Industry 4.0, these edge devices are the most important part of the IIoT system because, in addition to extracting data, they can also perform computations at the edge without having to delegate decisions and data flows to a centralised entity [2].

Figure 1 shows the typical IIoT architecture, where different layers have been considered. The edge/perception layer is responsible for collecting data from the outside world through different types of sensors. These sensors are usually attached to an IoT device, which has a communication system to send these data or the necessary information to higher layers of the system. The network layer is responsible for sending these data to the various technologies that process the information. Technologies such as Wi-Fi and Bluetooth Low Energy (BLE) are included in this layer, as well as the hardware devices that perform this task: routers, gateways, etc. The processing layer includes the technologies...
that allow information to be stored and processed, such as databases, data analysis systems or control software. An even higher layer can be defined in terms of system application, where data and information are delivered to the client in different ways depending on the use case [3].

![IIoT Architecture Diagram](image)

Figure 1. IIoT architecture.

Nowadays, providing security for IIoT devices and the overall system that they are a part of is critical [4]. At first glance, it might seem that, by providing communications security, the system would be protected, but nothing could be further from the truth. Although one of the main aspects is to protect communications, as these provide the largest attackable area of the system [5], this is not enough. In this type of system, paradigms such as traditional client–server-based protocols and implement access control through a public key infrastructure (PKI) are no longer enough [6].

New Decentralised Ledger Technologies (DLTs) [7]-based paradigms such as Blockchain are becoming a fundamental scheme for ensuring the security of these IIoT systems [8]. Through decentralisation and the underlying cryptography, Blockchain offers secure machine-to-machine communication in which every piece of information or data entered into the network has to be validated by different entities that make up this network [9].

The underlying cryptography in this type of network is normally based on asymmetric cryptography, where Rivest–Shamir–Adleman (RSA) [10] or Elliptic Cryptographic Curve (ECC) [11] algorithms are used intensively. To protect the cryptographic keys, it is essential that the devices that make up these networks have additional protection at the hardware level.

To protect IIoT devices, technologies such as Trusted Execution Environments (TEEs) [12] and Hardware Security Modules (HSMs) [13] provide firmware and hardware security capa-
ble of repelling attacks such as software and physical attacks [14,15]. HSMs offer rock-solid and certified protection against side-channel attacks, such as fault injection [16]. However, they do not typically support flexible high-level functionality, such as programmable device drivers or secure peripherals. The proposed idea is to combine a non-programmable HSM with a flexible TEE, (i.e., Trusted Firmware-M (TF-M) [17] running in the ARM Cortex-M0 core of a PSoC64 [18]), obtaining the advantages of both solutions.

Designing IIoT devices using TEEs and HSMs is not a trivial task; furthermore, the integration of these devices with Blockchain networks has not yet reached a desired level of maturity [19]. Blockchain networks are increasingly being used and the fields of application are numerous [20–23]. However, there is still much room for improvement in the application of these technologies, as many of them only focus on the deployment and interconnection of devices, creating a decentralised ledger where information can be shared. A typical problem to be addressed is the introduction of data from the off-chain world to the Blockchain world through the so-called Blockchain Oracles [24].

In addition to the design that combines an HSM with a TEE in an IIoT device, this work proposes the integration of the IIoT node within a Blockchain network working as an Oracle. Furthermore, as an application example, the use of this device in a goods logistics use case, such as the transport and storage of wine, is described.

The solution proposed in this article is based on the union of a TEE and an HSM in an IIoT node that fits in Blockchain networks working as an Oracle, providing data securely to the Blockchain. Based on this, this work contributes to create a secure sensor concept in a dual-core platform that extracts data from the physical world (off-chain world) in a secure way. The feasibility of this concept is demonstrated in the application of a use case on wine logistics.

The rest of the article is organised as follows: Section 2 describes the different approaches and categorisations regarding security in IIoT nodes. Section 3 presents the proposed design of the IIoT node describing the HSM and the TEE used in the prototype and how they work together in order to achieve the desire security level. In Section 4, the integration of this IIoT node with the Blockchain is described, with special emphasis on the functioning as a Blockchain Oracle. Section 5 presents the use case oriented to the wine logistics, and the entire system is described. Finally, Section 6 summarises the conclusion, emphasising the benefits and the applicability of this proposal.

2. Related Works

IIoT node design determines the basis on which a system can be built upon. Just as in the construction of buildings, without a good foundation, the building will fall. It is significant that, despite the importance of these devices, there are hardly any specific designs or mentions of the safety of these devices in the literature. In [25], it is concluded that an unsecured hardware platform would lead to an unsecured software stack, highlighting the importance of hardware security. Other studies such as [26] conclude that hardware security is not treated with the same relevance as software security in this kind of system.

Although talking about hardware security is not very generic, there are some studies, such as [27]; in this work, the authors proposed a multi-core intrusion detection for embedded systems. They implemented a secure monitor that continuously monitors the execution behaviour of the controller, which works with an on-chip hardware unit called a timing trace module. In [28], the authors implemented a host-based intrusion detection system in a Field Programmable Gate Array (FPGA) hardware platform that is in charge of detecting attacks in real-time. In the work [29], the authors developed a hardware monitor that operates in parallel to the embedded processor and detects any attack that causes a wrong behaviour. In the recent work [30], the proposed framework (called C4IIoT) helps to detect and mitigate attacks on a complete IIoT system through offloading mechanisms and machine learning techniques. In particular, this work mentions the protection of nodes with HSMs. In [14], an IoT node solution is proposed that incorporates a special type
of HSM, a Trusted Platform Module (TPM), for hardware security and integration with the Blockchain.

Apart from C4IoT, recent studies have emerged, such as: building a complete identity verification framework based on Physical Unclonable Functions (PUFs) [31], FPGA hardware security for data centres [32] and a re-configurable hardware-based isolation and protection mechanism for IoT devices [33].

While there does not seem to be much literature on IoT devices capable of providing device-level security using HSMs, there exists an extensive literature on IoT devices design using TEEs. In this case, works such as [34] propose a solution combining Intel SGX [35] with Bluetooth security. Another solution proposed in [36] offers a system that protects IoT nodes and integrates them to the Blockchain through a TEE. In the work [37], the authors introduced a solution that enables security through ARM TrustZone by encrypting memory and managing access control, protecting sensitive data. The authors of [38] proposed a system for IoT devices that offers security-enhanced attestation for remote terminals based on Intel SGX. In [39], the authors used a TEE (ARM TrustZone [40]) in an IoT device to create a secure enclave. In [41], the authors introduced a system developed using ARM TrustZone in which the critical applications are running securely and communicate with other parts of the system.

Works such as those cited above highlight several factors: the low cost of the application of TEEs compared to HSMs, the ease of the integration of those in IoT devices since they do not involve introducing hardware changes and, finally, a greater familiarity and acceptance of these technologies by the scientific community, since they are easier to understand, manipulate and modify. However, a promising idea that this work exploits is the combination of these two technologies, which, as will be seen below, offers substantial advantages for creating a robust and secure system. Works combining these two technologies are not very abundant, although some cases can be found.

This is the case of [42], which introduces a design of an IoT node that incorporates ARM TrustZone for attestation; in addition, attested data are secured storage in a TPM. In the proposal [43], a secure logging system from end-to-end between embedded constraint devices and a remote database is implemented, and the architecture design combines a TEE with a TPM.

These proposals that integrate these two technologies are close to the work proposed in this article, but the use of both software and hardware protection is not oriented towards the general purpose of an IoT node but rather focuses on specific mechanisms such as attestation or to protect a logging system. The main innovation of this work on the state of the art described above is the incorporation of a TEE and an HSM in an IoT device to guarantee the reliability and integrity of the data read by the sensors that the device incorporates, creating a root of trust from the source. In addition, integrating these nodes with Blockchain technologies makes the data trustworthy even after they have left the device. To illustrate this, the use case of wine logistics is described.

3. Design Proposed

Traditionally, IoT device architectures that incorporate hardware security attach an HSM to the main board that is used to perform the necessary cryptographic operations: encryption of communications, data signing, public–private key generation, etc. In this type of architecture, the microcontroller is in charge of scheduling the necessary cryptographic tasks, delegating them to the HSM and receiving the response from it. On the other hand, the communication is normally carried out through standardised buses such as Inter-Integrated Circuit (I2C) and Serial Peripheral Interface (SPI). In the event that it is necessary to sign the data received by a sensor to ensure their integrity, the microcontroller will receive them from the sensor and then delegate the signing operation to the HSM. This approach, which can be seen in Figure 2, shows a serious drawback: when the data arrive to the microcontroller, an attacker can modify the data without being detected. In the case
where the modification is made after the data are signed, this manipulation can be detected at the verification process and the data will be discarded.

**Figure 2.** Design proposed.

In this sense, the secure sensor proposed in this article establishes that the data are sent directly to the HSM and, there, the HSM is in charge of sending it to the microcontroller once it is signed. In this way, if any change is made, it is automatically detected in the verification process, since the data have been previously signed within the secure environment that an HSM offers. Both an HSM and a TEE can play this secure environment role within this proposal.

The design of a hardware-secure IoT node following this concept relies on a careful choice of the platform on which it will be developed. One of the most straightforward choices would be to choose an ARM platform with OS support in order to be able to successfully and easily install a TEE such as the ones discussed above (ARM TrustZone or Intel SGX). However, these types of platforms have some disadvantages that can become a problem in an IoT environment. These disadvantages are related to consumption, since the platforms that support OS, such as Raspberry Pi, usually have a high consumption of energy, and this is a serious drawback when applied to a real environment.

Another requirement to take into account in the design is the ability to modularise the software running on the platform since, on one side, we have to consider the TEE, and on the other side, the rest of the platform firmware. Being able to create isolated execution environments becomes crucial for providing security in this type of architecture where there are two execution environments: a secure processing environment (SPE), represented by the TEE, and a non-secure processing environment (NSPE), where the rest of the application is executed.

This requirement translates into the use of a platform with more than one core. In this way, a core would be in charge of running the SPE and communicating with the NSPE that is running in the other core.

The platform chosen for this proposal was the PSoC64, which contains two cores: one core is an ARM Cortex-M4 and the other one is an ARM Cortex-M0+. In the Cortex-M4 core, the main application of the device is executed. This has the firmware necessary to carry out the communication with the outside world through a communications protocol that will vary depending on the application (BLE, Wi-Fi, Ethernet, etc.), as well as the libraries and kernel of the embedded OS. The ARM Cortex-M0+ is in charge of running
the TEE, which is the TF-M, and incorporates support for the ARM-M microcontrollers family. The communication between the two cores is via an inter-process communication bus. The TF-M isolates the different execution environments (NSPE and SPE) through APIs that are called through the processes that form the system. In addition, the TF-M offers different services such as cryptography and attestation and allows for the execution of secure processes through secure partitions (this will be explained in detail in the following sections). These secure processes allow for the execution of firmware such as sensor drivers or communication protocols. Figure 3 illustrates this design.

![Figure 3. Secure sensor concept.](image)

In this way, the driver of the HSM is implemented within the TEE, improving the reliability of the accesses to the HSM functionality. The functionality of the HSM can only be used from the NSPE (ARM Cortex-M4) through a controlled and predefined API by the TF-M. Additional mechanisms can be integrated in the TEE, such as a sensor driver through a secured I2C peripheral, enabling high-level and high-value functionality, such as an API request to obtain the value of the sensor directly signed by the HSM from the NSPE, greatly limiting the attack vectors and tampering with possibilities of the sensor value from the NSPE.

The design of this architecture was implemented in the CY8CKIT-064S0S2-4343W evaluation board; specifically, the MCU used was the CY80644ABZI-S2D44, which has two cores: an ARM Cortex M4 working at 150 MHz and an ARM Cortex M0+ at 100 MHz. Regarding the sensor, in this proposal, we attached an S2GO pressure DPS310 board by Infineon [44] to the PSoC64. This board is equipped with one DPS310 barometric pressure sensor, offering a high pressure resolution (±0.005 hPa) and temperature accuracy of approximately ±0.5 °C. For communication, the board provides an I2C interface that connects the DPS310 sensor with PSoC64. The HSM used was the Infineon OPTIGA Trust M [45], which has the functionalities for private and public key generation, signing and encryption. It also has different power saving modes, which makes it perfect for this kind of IoT application.

3.1. Trusted Firmware-M

TF-M is the TEE implemented in the Cortex-M0+ of the PSoC64. The implementation is aligned with Platform Security Architecture (PSA) certified guidelines and offers isolation between NSPE and SPE. TF-M consists of several modules: secure boot to authenticate the integrity of NSPE and SPE images, isolation between environments, communication between SPE and NSPE and modules that enable cryptography, internal secure storage, attestation and secure services.
Figure 4 shows how these modules are distributed as well as the isolation level that TF-M provides. The first level of isolation, represented in Figure 4 with a black solid line, separates the NSPE from the SPE. This limit means that applications running on the NSPE do not have access to the secure core where the TF-M runs, thus only through a defined API (PSA API) can these applications make calls to the services offered by the TF-M. The applications provided by the TF-M are divided into two types: PSA Root of Trust (RoT) and applications RoT. Between these two types, there is another level of isolation established by the TF-M. This level 2 isolates the services running in the application RoTs from those running in the PSA RoT, making these services run independently of each other, unless communications are established between them through certain APIs (service API and PSA secure partition API). The reason for why this division exists is that the services provided by PSA RoT are already pre-established by the TF-M and the services provided by the application RoT are programmable and modified by the programmer through the creation of secure partitions. The services predefined by the RoT PSAs are as follows:

- **Cryptography**: This service implements cryptographic operations, including symmetric ciphers, asymmetric algorithms, hash algorithms, key derivation and random number generation.
- **Attestation**: This service reports the immutable device identity and boot state.
- **Internal trusted storage**: This service provides secure storage of small data items such as cryptographic keys.
- **Firmware update**: This provides firmware image update functionality by retrieving image information about the firmware images stored on the device memory. This service validates the image and triggers a reboot to restart the platform.

This last PSA RoT service is strongly related to the secure boot module that TF-M implements. This module is essential for security to enforce firmware authenticity to protect it against malware execution. This is achieved by building a chain of trust where each step in the execution chain authenticates the next step. The chain of trust is based on an RoT that is implemented using asymmetric cryptography. The RoT is a combination of an immutable bootloader and a public key. The bootloader is started when the CPU is restarted, running in secure mode and authenticating the firmware image by means of hash validation and an RSA signature. The public key, with which the checks are performed, can be embedded into the bootloader image or can be provided to the chip during manufacturing. In case of successful authentication, the bootloader passes the execution to the secure image.

Figure 4. Trusted Firmware-M.
RoT applications are developer-defined applications that are installed on secure partitions. Each secure partition is a single thread of execution and is the smallest unit of isolation. If the isolation level 3 is implemented, every secure partition is isolated from each other. Each secure partition can host one or more application RoT service, which typically shares functionality or data. Secure partitions have a persistent identifier, called a partition ID, that can be used for access control within the system. These identifiers must be unique within the device, protected by the Secure Partition Manager (SPM) at runtime, and unchanged when firmware is rebooted or updated.

The SPM is the most privileged firmware, providing the fundamental security services to secure the PSA root of trust and enabling isolated firmware components to communicate between them through APIs (client API, secure partition API and PSA RoT services API). In addition, SPM implements the scheduling logic to ensure that the request is delivered and processed correctly. Finally, one of the most important tasks of the SPM is to access secure peripherals and handle interrupts.

Secure peripherals are critical in this proposal since two hardware devices (atmospheric pressure sensor DPS310 and OPTIGA Trust M) are being used through secure services implemented in the TF-M. These devices are connected to the Cortex M0+ using an I2C interface and while the data are served to this core, the TF-M must implement certain mechanisms to make the communication bus blocked or inaccessible to the other core. In addition, each peripheral has an associated driver and one or more entries in the device’s interrupt table. These interrupts must be managed by the TF-M in order to avoid other cores managing them.

For addressing these issues and creating a secure peripheral, the TF-M creates secure Memory Mapped I/O regions (MMIOs) that exclude access to these regions for other secure or non-secure processes. Thus, when a secure process occupies the peripheral, it excludes any other process, secure or not, from accessing it at the same time.

Thus, the implementation of these secure services is based on a driver in which interrupts are handled through the SPM and a memory area (MMIO) from which the memory registers used by the driver are mapped. This driver is implemented in a thread that is in an infinite loop waiting for a call through an entry point that communicates through the secure partition API. The partition name, the interrupts, the MMIO and the secure services on which a partition depends are registered in a partition manifest to which the SPM associates a service ID (SID). The SPM associates an SID to the secure service implementing the HSM driver as well as to the secure service implementing the pressure sensor driver. In Figure 5, the flowchart is shown from when the non-secure core requests data to the core where the TF-M is running. This diagram shows how the program jumps between different levels of isolation by means of the diverse APIs available, until it executes the driver peripheral through the entry point. This peripheral can be the HSM or a sensor.

In this way and through these mechanisms, the drivers of the two hardware devices connected to the Cortex M0+ are implemented in a secure environment isolated from other processes that may interfere with the data flow and the I2C communication protocol, creating a secure peripheral in which the data received are reliable.
3.2. Hardware Security Module

In order to maintain the integrity of the data once they leave the secure core, they must be signed. Although signing can be performed through the PSA RoT cryptographic service, this entails certain risks as discussed above. Thus, including an HSM in this way offers extra protection to the system by adding a layer of hardware security. OPTIGA Trust M performs the functions of a cryptographic service implemented in a secure partition, where it performs key generation, public key export and hash and signing operations.

Figure 6 shows the order of operations within the execution flow of the secure core processes. Key generation is performed through a True Random Number Generator (TRNG) that incorporates the HSM, which generates true random numbers from high-entropy microscopic physical events. The signature mechanism is based on an Elliptic Curve Digital Signature Algorithm (ECDSA) [46], which uses ECC keys for the signature; in particular, in this proposal, the curve is the secp256r1, also known as NIST P-256. Key generation is carried out in the startup and the private key is stored permanently in the HSM. During the commissioning process, the public key is exported from the secure sensor to the entity, which verifies the data signatures made during the operational mode of the device.
Figure 6. Operations carried out by the HSM.

In this way, through the generation and secure storage of the private key within the HSM, the secure sensor cannot be impersonated by extracting the private key or duplicating it.

This secure sensor concept fits into various IoT architectures and can be integrated with technologies used in this field, but there is one type of technology where this proposal has a fist-in-glove fit. This is the case of Blockchain technologies.

4. Blockchain Application

The application of the secure sensor concept in an IoT node offers, as mentioned above, several advantages. In any system where it is applied, the secure sensor is able to provide secure data by signing and verifying the data, ensuring data integrity.

Systems where the secure sensor is implemented must have a PKI system where an IoT node implementing the secure sensor approach must be enrolled. In this case, the node that provides data to the system and therefore signs it must be registered in the same PKI as the node that receives those data and therefore verifies them. This process of signature and verification must take place in all environments and systems where this concept is applied. However, as stated in Section 1, PKI paradigms are no longer enough in IIoT environments [6]. New paradigms such as Blockchain have emerged, providing further security benefits to IIoT networks [47,48]. In this situation, the integration of this type of
technology with the concept of a secure sensor becomes fundamental [49]. In this case, it depends on the architecture and topology of the Blockchain network to incorporate a PKI-based access control system. In any case, Blockchain networks have mechanisms to decentralise PKI through different entities and based on smart contracts [50].

Traditionally, private and public keys have been used to enrol the users and/or devices into a network by using a PKI combined with a symmetric cipher. In the case of systems implementing Blockchain, these keys are also used for signing and verifying transactions and, additionally, to register and to provide the permissions required prior to authentication in private Blockchain networks. Due to the involving of all these operations, the protection of cryptographic keys in an HSM becomes especially relevant in Blockchain networks since the extraction of these keys can lead to the impersonation of certain nodes and the fraudulent sending of transactions that, if they are subsequently verified, are impossible to undo.

In addition to the integration of the secure sensor in a PKI implemented in Blockchain, this concept can also provide reliable data to the Blockchain functioning as an Oracle.

Working as an Oracle

In Blockchain terminology, an Oracle is the entity that provides reliable data to the Blockchain network. These data are by definition reliable and network participants are obliged to use them without doubting their veracity as they have been provided by the Oracle.

This component of Blockchain networks, although certainly neglected in the literature [51,52], is of crucial importance for the reliability of this type of network. The vast majority of Blockchain networks use data coming from the off-chain world, and the untruthfulness of these data can cause important failures in these systems as well as erroneous ledger states.

There are different types of Oracles [53] that, depending of the information source, can be classified into three groups: software Oracles, where data come from online sources, hardware Oracles, which obtain the data from the physical world—for example, from sensors—and human Oracles, for which the data come through a human, who enters and verifies information, e.g., financial data. A classification can also be established depending on the trust model [54]:

- Centralised trust model: This Oracle model is based on an entity that certifies the reliability of provided data.
- Decentralised trust model: Decentralised Oracles avoid the single point of failure but they add an extra overhead since, being based on several entities, the latency increases as a consensus protocol between them is required.

According to these established classifications, in the proposal of this work, the Oracle would correspond to a hardware type, as it would collect data from sensors, and a centralised trust model, as it is a single entity that provides the data to the Blockchain.

The signature of the data is performed at the extraction of the data in the secure core so that the data can hardly be modified before the signature. The keys are stored in the HSM, which offers tamper-resistant protection, and the communication with the sensor is carried out through the secure core. Once the data have been signed, and therefore any modification to them is detected in a subsequent verification, they leave the secure core to be collected in the NSPE. The NSPE performs the communication functions with the Blockchain, delivering the data to the entity that has requested them, which performs this verification using the public key before introducing the data into the Blockchain through a transaction. The public key is available through a certificate that has every entity of the network and has been issued by a Certification Authority (CA) that belongs to the Blockchain or is implemented through the Blockchain.

In this way, the Oracle that implements the secure sensor proposal is able to deliver data to the Blockchain, ensuring that any modification of the data is detected. While guaranteeing the integrity and authenticity of the data, there are possible attacks that
must be considered in this concept, such as replay attacks, and how they can be mitigated using timestamps.

**Timestamping**

To prevent an attacker from obtaining the data and sending them as the data required by the receiver at that precise moment, a timestamping mechanism must be implemented.

Before the signed data leave the secure environment, a timestamp attached to the data is needed so that once the entire packet (data plus timestamp) is signed, the receiver can perform a verification that the timestamp corresponds to the time at which the request for the data was made.

The logical solution would be to synchronise the clocks of both the transmitter and the receiver. This solution, although the simplest, has different problems, which are that modifying a clock in a hardware device is very simple and that it is a very typical attack in this type of device [55].

The solution proposed in this work relies on obtaining the timestamp from a reliable external source; thus, two proposals are given below:

- **Using Network Time Protocol (NTP) [56]**: An NTP provides the basic protocol mechanisms necessary to synchronise the time of different systems to an accuracy of one nanosecond. It is easily scalable and, through handshaking between the NTP server and the client, the clocks are synchronised. In order to enhance the security of this protocol, it is proposed to use the Network Time Security (NTS) protocol, which enables NTP clients to be cryptographically identified against NTP servers to ensure the authenticity and integrity of exchanged time packets [57]. This solution, although efficient and independent of the secure sensor operation process with the Blockchain, requires an NTS server in the system where it is implemented.

- **Using the timestamp from Blockchain’s block**: Blockchain networks, when committing a new block to the chain, include a timestamp in the block. This timestamp is a reliable source in order to be able to synchronise the two communicating devices. However, this timestamp is discrete, i.e., it does not count the time sequentially as a clock would, but seconds may have passed between the consulted block and the next one, as in the case of Ethereum [58], or even minutes, as in the case of Bitcoin [59]. To solve this, a mechanism is presented as shown in Figure 7. When the Blockchain client requests data from the secure sensor, it queries the timestamp of the last Blockchain block (T'). Before sending the signed data, the secure sensor asks for the timestamp of the last block of the Blockchain (T). When the data and the signed timestamp reach the client, the client queries the timestamp of the last block (T''). To decide whether these data are accepted or discarded, the following equation has to be fulfilled:

\[ T' \leq T \leq T'' - \varepsilon \]  

(1)

\( \varepsilon \) is a variable that sets the acceptance tolerance of the timestamp and is related to the average generation time of a block on the Blockchain; therefore, it depends on the Blockchain where the secure sensor is used and it will never be equal to or greater than this averaging time. This solution does not require any external infrastructure to obtain the timestamps as they come from the Blockchain.

This method, although obtaining timestamps from a more reliable source than the previous proposal, works better with a high average number of generated blocks than with a low one. It can be concluded that the selection of one of these two solutions is determined by the type of Blockchain that is applied: in the case of a Blockchain such as Ethereum, where the number of blocks per minute is high, the second method is more convenient, while in the case of a Blockchain such as Bitcoin, where the number of blocks per minute is low, using the second method would add nothing to the reliability of the data as even the three timestamps can be the same within a 10 min interval, for example; therefore, the first method would be more appropriate.
Another alternative solution is to adopt a hybrid one that captures both the benefits of using the first approach (more granular timestamps) and the second (more reliable timestamps).

It should be noted that the processing and delay times within the network would be negligible since it is assumed that these times are constant and that there is no large abrupt variation during the timestamp acquisition mechanism as exemplified in Figure 7. In the case of a sharp increase in these times, the timestamp \( T \) would no longer be valid in the case where it does not fulfil Equation (1). In such a scenario, \( \varepsilon \) would mark the threshold of acceptance or rejection. This variable will be set depending on the environment where this mechanism is implemented. Applying the hybrid approach mentioned before, it is possible to solve this kind of problem by performing different timestamp verification: through the last block of the Blockchain and through an NTP server.

Finally, it is worth mentioning that these processes must be implemented in the secure core since an implementation in the NSPE can lead to malicious modifications of the timestamp by an attacker before signing.

Having described the design of the secure sensor and its integration in Blockchain networks working as an Oracle, it remains to show its applicability in a real and disruptive use case.

5. Wine Logistic Use Case

The quality of a wine can be noticed by its taste and flavour. From the cheapest to the most expensive wines, a failure in the production, transport or sales chain can ruin the product. Traditionally, wine is stored in a cellar with temperatures between 10 and 16 °C [60]. Exposure to temperature or humidity spikes can cause spoilage such as fungus or maturation interruption [61]. Despite the importance of the temperature and humidity for the quality of the wine, this information is not generally shared with the customer.
The use of Blockchain in this type of application, as well as the secure extraction of data through sensors, makes the concept proposed in this article fit perfectly in this use case. Blockchain works very well in logistics use cases [62], where data are regularly collected to create a record. Thanks to these data stored in a decentralised database, the records are immutable and, through smart contracts, it is possible to automate processes such as the devaluation of the price of wine if it exceeds a certain temperature for a certain period time. To achieve this, an architecture was built based on the secure sensor and Blockchain, incorporating several HSMs.

5.1. System Description

The system is compounded by an edge node sensor platform based on a PSoC64, as is shown in Figure 8. Using the secure sensor concept with its secure booting assures the integrity of the firmware running on both cores. One core is used as a security co-processor, where an HSM is used to store the key material, providing additional protection against physical attacks. The drivers of the HSM and the sensor are programmed in the secure core, which is in charge of both gathering and signing the sensor value, assuring its integrity after it leaves the secured environment. The value is then sent to the Amazon Web Service (AWS) cloud, where a Blockchain based on Hyperledger Fabric (HLF) [63] guarantees a trusted traceability: abnormal events can trigger alerts in smart contracts, automating business logic and dramatically reducing operating costs, delays and the possibility of fraud. After the wine is bottled, the customer can read the secure and unique ID of each bottle via an HSM-based Narrow Field Communication (NFC) sticker, which is then used to retrieve all its historical data from the Blockchain. Figure 9 shows the whole architecture.

The node consists of the DPS310 atmospheric pressure sensor, the HSM OPTIGA Trust M and an LTE communication shield providing an antenna. In this way, the data are sent through this channel to the cloud, where an instance of HLF runs. The node incorporates a shield to attach sensors such as the DPS310. In Figure 8, only two attachments are shown (the DPS310 and the HSM), as well as a free socket where one can attach the humidity sensor, a GPS or any other type of sensor.

This node is located in the barrels to monitor the temperature and humidity parameters during transport and storage as shown in Figure 10. Each edge node located in a barrel contains a digital ID stored in the HSM. This identifier is associated with the ID contained in the HSM-based NFC sticker of the bottles that are filled with wine from the barrel. By associating these IDs, it is possible to keep track of the information associated with wine bottles from purchase in the supermarket to direct bottling in barrels. As well as storing sensor data related to wine on the Blockchain, the different entities that make up this network can also store additional information related to wine production: type of grape variety, type of harvest, parcel number, etc.

![Figure 8. PSoC64-based edge node.](image-url)
Figure 9. Architecture proposed in wine logistic use case.

When wine is stored in barrels, each barrel is assigned a unique digital ID that is generated through a private key stored in the HSM. During transport, the node takes periodic measurements of the environmental conditions through the node’s sensors. These data are collected and stored in the ledger. When the barrel is uncorked and its contents are poured into different bottles, a cryptographic key derived from the digital ID of the barrel is imported into each bottle’s HSM. Thus, the keys in the bottle are associated to one cryptographic key in the barrel as well as the data registry recorded by the sensors. Table 1 shows how the data structure is stored in the ledger.
Table 1. Blockchain ledger example.

<table>
<thead>
<tr>
<th>BarrelID</th>
<th>Derived Key1</th>
<th>Derived Key2</th>
<th>Derived KeyN</th>
<th>Data: [Timestamp, Position, Temperature, Humidity]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZHm...hZnZG</td>
<td>RmYxz...hc2Rm</td>
<td>MjMxN...NmZm</td>
<td>OdC5...hkYWN</td>
<td>[1687886326, 31.95162, −28.12310, 28.4, 12%], . . .</td>
</tr>
<tr>
<td>cnR...mRzZG</td>
<td>2Fmc2...0ZXJ3</td>
<td>M2Vyd...RjdGy</td>
<td>MjNb...HV6dc</td>
<td>[1687886010, 1.95165, −10.23433, 10.1, 29%], . . .</td>
</tr>
<tr>
<td>ODc...Nju0y</td>
<td>aW9rm...a8O2a</td>
<td>NDMgY...Z2hc2</td>
<td>NDMy...zZnji</td>
<td>[1687800125, 7.35234, 20.45643, 35.9, 45%], . . .</td>
</tr>
</tbody>
</table>

The digital IDs of the barrels are 32-byte base64-encoded hashes, as well as the derived keys for the bottles. The sensor data are associated to the barrel digital ID, thus forming an array where in each position there is a measurement identified by a timestamp. The components of the Blockchain deployed depend on the number of organisations involved in the business model. If it considers a transport company plus different storage companies (supermarkets, warehouses, etc.), each of them will have a copy of the ledger that will be updated over time. Each update will be periodically triggered through a Blockchain transaction and validated by the different peer nodes of each organisation.

In this way, thanks to the Blockchain and embedded HSMs in the edge nodes and in the stickers’ bottle, information is stored securely, providing a robust and reliable system, automating processes through smart contracts and delivering information more clearly and accurately to customers who, through a simple smart phone with built-in NFC, can access this information. The secure sensor acting as an Oracle sends the signed information to the Blockchain, where it is further validated before entering the ledger. Using this architecture ensures that the data entering the ledger are reliable from the moment they are extracted by the sensors, and that they have not been modified either during processing at the edge node or when they are stored in the ledger, as their veracity at that moment is approved by the ledger members.

5.2. Performance Evaluation

This section contains the experimental performance measurements carried out for the concept of secure sensor described above. In this sense, the performance evaluation was focused on the processing time required by the implementation of a secure sensor on the PSoC64, from the moment when the sensor data are read until they are sent to the non-secure core for subsequent transmission. For this reason, the tests performed on the communication system and the Blockchain were discarded, as they depend on the communication protocol used as well as the nodes deployed in the Blockchain network for AWS.

Measurements were carried out on the PSoC64 platform, specifically using the MCU CYG0644ABZI-S2D44, which has two cores: an ARM Cortex M4 working at 150 MHz and an ARM Cortex M0+ operating at 100 MHz. The TF-M is running in the M0+ and an HSM (OPTIGA Trust M) is attached to this core. The sensor used in this evaluation was the Infineon DPS310 atmospheric and temperature sensor. The measurements of this secure sensor concept were compared to the traditional concept shown in Figure 2. In this concept, the MCU requests the data from the sensor, and when they are returned to the main MCU, they are subsequently signed by the MCU using an HSM. This approach has a variant in which a software-simulated HSM is used, i.e., the signature and key creation operations are carried out using C libraries implemented in the PSoC. Both of these approaches are much less secure as the data arrive unsigned at the MCU and no use is made of the TEE to secure the peripherals. The times shown in Table 2 are the average of a sample of 20 measurements. Times are in milliseconds.
Table 2. Performance evaluation in milliseconds comparing three approaches.

<table>
<thead>
<tr>
<th></th>
<th>Traditional Approach with Software HSM</th>
<th>Traditional Approach with Hardware HSM</th>
<th>Secure Sensor Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key Generation</td>
<td>9450</td>
<td>2900</td>
<td>2945</td>
</tr>
<tr>
<td>Signature Algorithm</td>
<td>5237</td>
<td>310</td>
<td>350</td>
</tr>
<tr>
<td>Sensor Read</td>
<td>43</td>
<td>43</td>
<td>85</td>
</tr>
<tr>
<td>Total Time</td>
<td>15.305</td>
<td>3810</td>
<td>4160</td>
</tr>
<tr>
<td>Total Time without Key Generation</td>
<td>5387</td>
<td>423</td>
<td>518</td>
</tr>
</tbody>
</table>

From Table 2, it is shown that the fastest option is the one using hardware HSM in the traditional architecture. This is mainly because the use of a TEE such as the TF-M is a communication time overhead as it incorporates more complex software mechanisms. Figure 4 shows all the modules and how they communicate with each other. This is a significant increase in communications and the TF-M protects the sensor driver and the HSM, creating a secure peripheral. The advantage of performing operations using an HSM is the speed compared to the software approach. In short, the secure sensor approach is 1.09 times slower than the traditional approach using HSM, but is 3.67 times faster than the traditional approach using a software HSM. Although the secure sensor approach is not the fastest, it is the most secure approach as the TEE implemented in the PSoC64 introduces security mechanisms such as the secure peripherals discussed earlier in the manuscript.

6. Conclusions

This paper proposes a secure sensor design and implementation using different mechanisms for providing a data root of trust. By combining a TEE and an HSM in a dual-core microcontroller with a secure sensor driver implemented in the secure core, the immutability and integrity of data are achieved. The main goal of the proposal is the use of the secure sensor concept, where a secure core is located between the main microcontroller and the sensor. In the secure core, both the HSM and TEE work together, obtaining the advantages of both solutions. HSMs offer hardware and certified protection against physical attacks. However, they do not typically support flexible high-level functionality, such as programmable device drivers or secure peripherals, features provided in this solution by the TEE. Combining an HSM with a flexible TEE, running in the secure processor, a secure environment is created where sensor drivers can be implemented, protecting the communication bus from software attacks as well as providing the ability to sign the data received by the HSM before the data leave the secure core.

The design of this secure sensor fits the role of a Blockchain Oracle, capable of providing reliable data to the ledger thanks to the incorporation of timestamping mechanisms to provide reliability against replay attacks. This fills a gap in the literature regarding Blockchain Oracles, which are rarely addressed.

The feasibility of this approach in a real use case is demonstrated in a wine logistics scenario, in which the secure sensor acts as an Oracle sending temperature and humidity data to the Blockchain. Thanks to these records stored in the Blockchain, customers can obtain accurate information about these products and, through smart contracts, automate business logic and reduce operating costs, delays and the possibility of fraud.

The incorporation of this secure sensor proposal into Blockchain technologies as an Oracle role makes this concept a promising proposition for the future, adding security and integrity to the data required by scenarios as a wine logistic chain. Whether in Blockchain or non-Blockchain networks, the secure sensor solution fills a gap in the security of systems that make intensive use of data from the outside world.
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Abbreviations
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS</td>
<td>Amazon Web Service</td>
</tr>
<tr>
<td>BLE</td>
<td>Bluetooth Low Energy</td>
</tr>
<tr>
<td>CA</td>
<td>Certification Authority</td>
</tr>
<tr>
<td>DLT</td>
<td>Decentralised Ledger Technologies</td>
</tr>
<tr>
<td>ECC</td>
<td>Elliptic Cryptographic Curve</td>
</tr>
<tr>
<td>ECDSA</td>
<td>Elliptic Curve Digital Signature Algorithm</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field Programmable Gate Array</td>
</tr>
<tr>
<td>HLF</td>
<td>Hyperledger Fabric</td>
</tr>
<tr>
<td>HSM</td>
<td>Hardware Security Module</td>
</tr>
<tr>
<td>I2C</td>
<td>Inter-Integrated Circuit</td>
</tr>
<tr>
<td>IIoT</td>
<td>Industrial Internet of Things</td>
</tr>
<tr>
<td>MMIO</td>
<td>Memory Mapped Input Output</td>
</tr>
<tr>
<td>NFC</td>
<td>Narrow Field Communication</td>
</tr>
<tr>
<td>NSPE</td>
<td>Non-Secure Processing Environment</td>
</tr>
<tr>
<td>NTP</td>
<td>Network Time Protocol</td>
</tr>
<tr>
<td>NTS</td>
<td>Network Time Security</td>
</tr>
<tr>
<td>PKI</td>
<td>Public Key Infrastructure</td>
</tr>
<tr>
<td>PSA</td>
<td>Platform Security Architecture</td>
</tr>
<tr>
<td>PUF</td>
<td>Physical Unclonable Functions</td>
</tr>
<tr>
<td>RoT</td>
<td>Root of Trust</td>
</tr>
<tr>
<td>RSA</td>
<td>Rivest–Shamir–Adleman</td>
</tr>
<tr>
<td>SPE</td>
<td>Secure Processing Environment</td>
</tr>
<tr>
<td>SPI</td>
<td>Serial Peripheral Interface</td>
</tr>
<tr>
<td>SPM</td>
<td>Secure Partition Manager</td>
</tr>
<tr>
<td>TEE</td>
<td>Trusted Execution Environment</td>
</tr>
<tr>
<td>TF-M</td>
<td>Trusted Firmware-M</td>
</tr>
<tr>
<td>TPM</td>
<td>Trusted Platform Module</td>
</tr>
</tbody>
</table>
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