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Abstract: Binary code search is a technique that involves finding code with similarity to a given code within a code database. It finds extensive application in scenarios such as vulnerability queries and code defect analysis. While many existing methods employ advanced machine learning models for similarity analysis, their lack of interpretability and low efficiency in dealing with large-scale functions still remain challenges. To address these issues, we propose a high-efficiency binary code search method called HEBCS. It employs an interpretable approach to extract function-level features and transforms each feature into a locality-sensitive hash representation. Then, the hashes of these features are combined to form the hash of the function. By leveraging the pigeonhole principle, HEBCS enables efficient storage and retrieval of functions, ensuring high execution efficiency even in the presence of large-scale data. Furthermore, we compare HEBCS with a classic method and a state-of-the-art method, demonstrating that HEBCS achieves significantly higher search efficiency while maintaining a comparable accuracy, recall and F1-score. In real-world vulnerability query applications, HEBCS demonstrated promising results. Its effectiveness in large-scale binary function searches suggests significant potential for practical applications.
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1. Introduction

Internet technology has grown by leaps and bounds and an increasing amount of code is being generated and disseminated online. Code reuse is a common practice in software development to improve efficiency. In order to protect developers’ intellectual property rights and software system security, most software developers will not release their source code but package it into executable files, often in binary form. Binary code similarity techniques have significant value in the security field. They can help developers and security researchers quickly and accurately identify similarities and differences between different versions of software or code from different sources, thereby improving the efficiency and accuracy of software analysis. Binary code search is the process of using similarity techniques to search for code in code repositories that is similar to a given code snippet [1]. It has wide-ranging applications in scenarios such as identifying the propagation of open-source component libraries, detecting code plagiarism, analyzing security patches and discovering vulnerabilities.

During the compilation process, program information, such as function names, variable names, code comments and data structure definitions, are lost [2]. The same source code will use different compilers and different compilation optimizations and have different target architectures during the compilation process. Although these binaries significantly change after compilation, they are still considered similar, which increases the difficulty of identifying similar binaries. The widespread reuse of code can lead to the widespread propagation of vulnerabilities [3], and the complexity of binary files makes vulnerability detection a time-consuming task. This highlights the significant role of binary code similarity in the detection of existing vulnerabilities [4]. In such cases, given a known vulnerable
file, binary code search techniques can identify the presence of the vulnerability in a large code repository without the need for the application of complex vulnerability detection to every code snippet. Searching for suspicious vulnerable code in code repositories through code search techniques plays a crucial role in enhancing the security of software systems.

To compare binary files, it is necessary to first disassemble them using disassembly tools in order to obtain information such as the assembly code and control flow graph (CFG). Currently, most methods rely on processing disassembly information to obtain binary similarity results. The process of binary similarity comparison typically consists of two stages: code representation and similarity matching [5]. Code representation involves several steps, including code preprocessing, feature extraction and model selection. In the preprocessing phase, tools like IDA are utilized to disassemble the code and remove irrelevant information. Next, code features are extracted to obtain intermediate representations, such as the control flow graph [6–9] and assembly code [10–13]. Subsequently, different intermediate representations are processed differently, and various models are chosen to generate comparison units. Finally, an appropriate measurement algorithm is applied to assess the similarity of these comparison units and determine the similarity of the binary code [14]. Our method is to represent the code by extracting features related to similarity. Although only extracting a certain feature can represent the meaning of the code to a certain extent, code features are very diverse, and only representing the meaning of the code from a single dimension will always lose code information. Therefore, our method extracts the features of the function from three dimensions that describe the information for the function in terms of different aspects. Moreover, these features are transformed into locality-sensitive hashing for similarity measurement.

Although various detection methods and tools with distinctive features have emerged, in the era of open-source code and large-scale code data, many of these methods are insufficient to effectively address the challenges posed by large-scale code detection. The efficiency of existing methods is not satisfactory when dealing with such a vast amount of software on the Internet. Therefore, this paper presents a locality-sensitive hashing-based high-efficiency binary code search method called HEBCS, specifically designed for large-scale binary code analysis. HEBCS extracts features from various dimensions of binary files and converts functions into hash representations. The similarity is determined using the Hamming distance metric. Furthermore, an efficient storage and retrieval structure is employed to minimize query time even when confronted with massive datasets.

The innovations of this paper are as follows:

1. Our method addresses the challenge of cross-architecture binary code comparison, accommodating the diverse types of closed-source binary files. We extract architecture-independent features to enable similarity analysis across multiple architectures;
2. Furthermore, we propose a novel approach that accurately represents functions through multi-dimensional feature hashing, making it well suited for analyzing massive amounts of data. By integrating various features, we significantly reduce the storage space required for storing the generated hashes;
3. To improve detection accuracy, we assign targeted weights to different features based on their relevance in similarity comparison. This approach enhances the precision of our detection process while efficiently handling functions;
4. In terms of storage and querying, we utilize a pigeonhole principle, which optimizes the storage and retrieval of hashes. This strategy minimizes the indexing time of binary files and significantly reduces the time complexity of queries, thereby improving the overall query speed of the system.

2. Related Work

In recent years, various methods have been proposed to address the binary similarity problem. One such method is Gemini [15], introduced in 2017, which utilizes a graph neural network (GNN) model and the Siamese architecture to calculate binary code similarity. Gemini introduces attribute-control flow graphs (ACFGs) by incorporating attributes within
and between basic blocks of control flow graphs (CFGs). The ACFG is used as input, and the improved Structure2vec [16] algorithm is employed to calculate graph embeddings. The Siamese architecture is then used to determine function similarity. Although this method supports cross-architecture analysis, using a graph-based approach can lead to low execution efficiency.

In 2019, Google proposed Functionsimsearch [17], which uses fuzzy hashing for binary similarity searching, transforming CFG-based features into hashing for cross-architecture similarity searching. However, due to the limited types of function features extracted, this method cannot distinguish well in some cases where the binary changes are large.

Trex [18], proposed in 2020, uses unsupervised training tasks to automatically learn semantics from the micro-traces of functions. Trex employs a novel transformer [19] that can learn execution semantics from micro-traces during the pretraining phase and, by adjusting the pretrained model, can match semantically similar functions.

In 2022, JTrans [20] introduced a novel approach by embedding control flow information for binary code into a transformer language model. JTrans incorporates the destination address of jump instructions as an embedded location within BERT and adds it to the token embedding to obtain the final embedding. Additionally, JTrans replaces the unsupervised training next sentence prediction (NSP) subtask of BERT with the jump target prediction (JTP) task. Finally, the cosine distance is utilized as the similarity measurement method for the language model.

Previous research has divided similarity methods into graph-based and instruction-based methods based on the different representations of the processed code. With the emergence of new technologies, the latest machine learning methods are continuously being applied to process code representations of similarity, and detection effects are constantly improving. However, processing graphs may result in excessive computer overhead and low processing efficiency [21], making it unsuitable for large-scale processing. Although using assembly instructions for similarity detection has high execution efficiency and robustness [22], it cannot solve cross-architecture problems due to the different instruction sets of different architectures. Therefore, similarity analysis from a single dimension has some limitations [23]. Our method extracts features from multiple dimensions of the code, which can effectively preserve code information while also measuring similarity. In addition, by adopting efficient storage and query structures, high execution efficiency can still be achieved in the face of large-scale data.

3. Background

This section introduces the background knowledge for the methods used in this paper.

Locality-Sensitive Hashing: Locality-sensitive hashing (LSH) [24] is a fast approximate nearest-neighbor search technique for massive high-dimensional data. After two adjacent data points in the original data space are transformed by the same mapping or projection, the probability that the two data points will still be adjacent in the new data space is very large, while the probability that the non-adjacent data points will be mapped to the same bucket is very small.

SimHash: The SimHash [25] algorithm is a fingerprint generation algorithm proposed by Google. It is a kind of LSH and was first used in search engine page deduplication. A SimHash is generated by reducing the dimensions of the text, and the similarity between two texts is judged by comparing the Hamming distance.

The Weisfeiler–Lehman test of isomorphism: The Weisfeiler–Lehman (WL) test of isomorphism [26] is an algorithm used to determine the similarity of graph structures. It is based on the label information for a node and its neighbor nodes and compares the similarity between the two graphs by iteratively updating the label. It is an efficient and extensible graph isomorphism determination algorithm that can handle large-scale graph data with good accuracy and robustness.

Attribute Control Flow Graph: The attribute control flow graph (ACFG) was first proposed in Genius [14]. It is a graphical structure used to represent program code. The
code representation is created by adding features to the basic blocks in the CFG. In Gemini’s ACFG, the block-level and inter-block attributes are extracted, including string constants, the number of transfer instructions, the number of calls, the number of instructions, the number of arithmetic instructions, the number of offspring and the betweenness.

Pigeonhole Principle: The input is mapped to a specific output range by the hash function. If the number of inputs exceeds the size of the output range, according to the pigeonhole principle, at least two inputs will be mapped to the same output value. It can be determined that there is at least some kind of collision or repetition.

4. Methods

The implementation of HEBCS consists of three main steps. Given an input binary function and a binary code database, the first step is to extract features from them. Our method comprehensively characterizes functions by extracting three different types of features: instruction features, syntax features and structural features. To achieve the representation and storage of large-scale functions, the three types of function features are fused and transformed into feature hashes of functions. These hashes can uniquely represent a function and the hash values of similar binary functions are also similar. Then, the Hamming distance between the given binary function and the hash of each function in the code database is calculated. Finally, if the Hamming distance between the hash in the code database and the hash of the given target is greater than the threshold, this function will be output as a similar function. The overall process of the method is illustrated in Figure 1.

![Figure 1. The overall process of the method.](image)

4.1. Feature Selection

As binary forms cannot be directly compared, they must first be processed to extract function features. The quality of feature selection determines the quality of binary function representation, which plays a crucial role in similarity comparison [26]. Similar binary functions are often similar in some way. For example, Figure 2 shows the control flow diagrams of the CWE121 function under X86 architecture and ARM architecture. The CFG diagram structures are similar, so the characteristics of a single dimension can represent the characteristics of the function to judge similarity [27]. However, functions are not only characterized by graph structures, such as CFGs, but are also composed of multidimensional features, such as instruction features, syntax features and character features. A single dimension cannot depict a function stereoscopically [28]. If the binary function changes significantly in some way, it is not always accurate to determine similarity through a single dimension [29].
which is usually complex and time-consuming, and semantics are also extracted on the basis of code features. Therefore, this method does not extract the semantic features of the function but uses the multi-dimensional function features to represent the code, which does not require complex code analysis, and the extracted features can achieve accuracy similar to the semantics because the binary files of different architectures not only have similar semantics but also have similarities in some features. Therefore, the characteristics of the three dimensions we selected are sufficient to meet the requirements of binary similarity judgment.

We expand and improve on the characteristics of the existing successful case Gemini and extract numerical counting information from the assembly code. The use of some instruction characteristic values in the ACFG in Gemini is extended from the basic block to the whole function, and other instruction information is added so that the instruction characteristic values can fully represent the overall characteristics of the function. Syntax features reflect part of the information before the function is compiled from the source code dimension. We extract the string constant and function call of the function as syntax features. Generally, the string existing in the function will not change before and after compilation, and the function call, as an important function feature, plays a very important role in similarity judgment. The structure feature extracts the function control flow graph (CFG) and function call graph (CG). The CFG can reflect the information for the control flow of the function, and the function call graph can reflect the structure of function calls. These features are then converted into a unified hash representation for fusion to form a unique hash value for the function. Since many methods assume that semantics should not change across compilers or target architectures, the semantic features of functions are extracted for similarity analysis. However, most methods do not explain the necessity of complex semantic analysis [30–32]. Extracting function semantics requires in-depth analysis of the code and mining the meaning of the code, which is usually complex and time-consuming, and semantics are also extracted on the basis of code features. Therefore, this method does not extract the semantic features of the function but uses the multi-dimensional function features to represent the code, which does not require complex code analysis, and the extracted features can achieve accuracy similar to the semantics because the binary files of different architectures not only have similar semantics but also have similarities in some features. Therefore, the characteristics of the three dimensions we selected are sufficient to meet the requirements of binary similarity judgment.

![Figure 2. CFGs under different architectures with the same function. The left figure shows the CFG under an X86 architecture, the right figure is the CFG under an ARM architecture.](image-url)
flow between each basic block and the overall structure of the function, which is important for understanding the execution process of the function. A CG diagram represents the calling relationship between functions in the whole program. Similar functions may have similar control calling relationships, so CG-related data can also be used as a feature to judge and evaluate similarity. The three dimensions of instruction characteristics, syntax characteristics and structure characteristics can reflect the information for the target function before and after compilation, as well as its control flow and calls between functions.

This paper employs a comprehensive selection of nine distinct features to effectively represent functions. These features, which are summarized in Table 1, encompass three key dimensions: instruction attributes, syntax attributes and structure attributes. These dimensions are chosen due to their ability to provide valuable insights into the variations observed in binary functions.

Table 1. Features used in our method.

<table>
<thead>
<tr>
<th>Category</th>
<th>Features</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instruction Attributes</td>
<td>Total number of instructions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of arithmetic instructions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of transfer instructions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of logic instructions</td>
<td></td>
</tr>
<tr>
<td>Syntax Attributes</td>
<td>Number of call instructions</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>String constant</td>
<td></td>
</tr>
<tr>
<td>Structure Attributes</td>
<td>Number of incoming calls</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of edges in CFG</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of basic blocks</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Weisfeiler–Lehman test of isomorphism</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>10</td>
</tr>
</tbody>
</table>

In terms of the instruction attribute, we specifically extract four types of information: the total number of instructions, the number of arithmetic instructions, the number of transfer instructions and the number of logical instructions. These metrics shed light on the nature of the instructions present within the functions.

Concerning syntax attributes, we focus on two crucial aspects: the number of call instructions and the presence of string constants within the function. These attributes capture important characteristics related to the function’s invocation and the usage of string data.

The structure attribute is examined by considering three factors: the number of incoming calls to the function, the number of edges in the control flow graph (CFG) and the graph similarity determined through the isomorphism of the CFG. These measures provide insights into the function’s structural properties and its relationship with other parts of the program.

By encompassing these nine features, we aim to provide a comprehensive and multi-dimensional representation of functions that effectively captures the changes and characteristics inherent in binary functions.

4.2. Function Hashing

Among the extracted multidimensional features, there are numerical types, string types and graph types. In order to ensure these features have a unified representation, we convert different types of features into locality-sensitive hash representations so that similar features have similar hash values. Finally, we merge the hash values of different features in the function, and the hash value of the function is the concatenation of the 10 feature hash values of the function. We use this hash to perform similarity queries.
4.2.1. Numerical Hashing

The traditional similarity measurement algorithm is not fully applicable to the similarity between values for the extracted numerical features. To represent numbers in computers, they are usually converted into ASCII code or binary representation for computer processing. However, ASCII and other representations cannot measure the similarity between numbers. The Euclidean distance or cosine similarity may be used to measure the similarity between numbers, but these methods still have drawbacks. For example, the Euclidean distance is not suitable for dealing with high-dimensional data, as the more dimensions the data have, the lower the accuracy of similarity calculation. The cosine similarity does not consider the size of the vector, only its direction. Moreover, due to the varying importance of different numerical values in similarity comparisons, the weights of different feature values are not fully considered. In addition, general distance similarity calculation methods require more complex mathematical operations, which are costly in terms of the underlying computer operations, especially for large-scale numerical calculations with high time complexity. Therefore, this article proposes a new numerical representation and similarity calculation method that can preserve the similarity between values while considering the size of feature weights corresponding to different values and simplifying the similarity calculation process.

Algorithm 1 converts the input value into a hash form, and the hash can measure the similarity between different values. For the numerical value \( X \) of a certain feature, in order to convert it into a hash value that can be used for similarity measurement, the number of bits \( N \) of the hash is also needed. If the input value \( X \) is less than the maximum value \( 2^N \) that can be generated by \( N \) bits, the conversion process begins. Otherwise, the value \( H = \text{AssignAllBits}() \) is directly assigned to all hash bits, making it the default maximum value that can be processed by \( N \) bits. The conversion process first initializes the hash \( H_1 = \text{Init}(H) \). When initializing the hash, all hash bits are usually initialized to 1. Then, according to the input number, we need to determine the number of bits \( t = \text{CalBits}(X) \) that need to be assigned to the hash; the larger the number, the more bits need to be assigned. The assignment process uses the shift operation, and the initialized hash is shifted according to the calculated number of bits \( \text{CalBits}(X) \). Finally, we get the hash corresponding to a value.

Algorithm 1 Numerical similarity processing algorithm

Input: \( x \) is the number to be converted, \( N \) is the number of bits in the hash
Output: \( H \) is the obtained hash

\[
\begin{align*}
\text{if } X < 2^N \text{ then} & \\
\quad \text{for } i = 0 \text{ to } N \text{ do} & \\
\quad \quad H_1 = \text{Init}(H) & \\
\quad \text{end for} & \\
\quad \text{for } j = 0 \text{ to } \text{CalBits}(x) \text{ do} & \\
\quad \quad H = \text{AssignBits}() & \\
\quad \text{end for} & \\
\text{else } H = \text{AssignAllBits}() & \\
\text{end for} & \\
\text{return } H & \\
\end{align*}
\]

The similarity can be calculated based on the differences in values at the same bit of the hash. If the distance between two numerical values is large, the difference in the number of hash bits that need to be shifted after the same operation will also be large. The difference in the number of hash bits that need to be shifted after the same initialization will also be large. \( t_1 \) and \( t_2 \) represent the number of bits \( H_1 \) that need to be shifted. If the distance between numerical values is small, the final hash difference will also be small. The calculation formula is as follows.

\[
\forall X \in \mathbb{Z},\ H_a = (H_1 \ll t_1),\ H_b = (H_1 \ll t_2),\ (t_1 - t_2) = m,\ \text{diff}(H_1, H_2) = m,\quad (1)
\]
Due to the representation of various types of function features as numerical values and their conversion into hash forms, the resulting hash contains information about the functions. The importance of different function information may vary when comparing similarities, and combining different pieces of information in certain proportions may yield higher accuracy in similarity comparisons than relying solely on a single type of information. Based on these assumptions, we introduce weights into the numerical features, allowing assignment of values based on the relative importance of different numerical features in similarity comparisons. The weighting algorithm will be described in detail later in this article. By incorporating weights, we can fully consider the importance of different features in similarity comparisons when calculating the similarity using the Hamming distance between weighted hashes. The calculation formula is as follows.

\[
\text{Distance} = \text{Hamming}(H_a, H_b) \ast \text{Weight}(|H_a - H_b|),
\]

The numerical similarity processing algorithm transforms numerical values into hash representations, which not only preserve some information about the distance between the values but also allow for measuring their similarity. This is achieved through a process of converting the numerical value into a hash value using a shift operation, followed by calculating the similarity using the Hamming distance. This approach eliminates the need for complex processing steps, reduces the time complexity of calculations, enables efficient operations with computers and converts features into hashes, thereby reducing space complexity. It facilitates the processing of large-scale data and allows for assigning weights to hash values, thus fully considering the importance of different features and their relationships. This hash-based method does not compromise the accuracy of similarity calculations for high-dimensional data when operating with multiple feature values. Consequently, this method offers high accuracy and efficiency.

4.2.2. String Hashing

The compiler typically ignores comments and other irrelevant characters during compilation. However, when it comes to compiling optimization, the compiler usually does not handle strings within functions. Instead, string constants are typically stored in the memory’s constant area and remain unchanged by the compiler and other factors. As a result, the strings present in different binary functions compiled from the same source code will be identical. Based on this observation, we choose to include the strings from the binary file as part of the instruction characteristics for generating hash codes.

In the field of text similarity measurement, vectorization is commonly employed, and several effective character vectorization algorithms have emerged, such as word2vec [33]. These methods excel at capturing the semantic information of a text. However, they may struggle to measure the similarity of text strings with limited semantics, and their application can be more complex for such cases.

Furthermore, the degree of potential change differs across text in different locations. For instance, characters within the “printf” function typically remain unchanged, whereas characters in string-type variables may undergo modifications due to compiler optimizations. This discrepancy indicates that string text in different locations holds varying degrees of importance.

To address the challenge of accurately measuring string similarity and considering strings’ varying importance in different function positions, this study employs the SimHash algorithm for text similarity processing. Unlike traditional hash coding, even minor changes in strings can lead to significant differences in hash values. However, the SimHash algorithm encodes similar texts into similar hash values, thus reflecting their similarity. By encoding characters into fixed-length binary hash strings, the SimHash algorithm ensures that highly similar strings exhibit similar Hamming distances, while dissimilar strings have larger Hamming distances. Consequently, the similarity of string constants within a function can be assessed based on the similarity of their hashes.
A SimHash is a type of locality-sensitive hash (LSH). Compared to traditional hashes that generate distinct hashes for different texts, LSHs generate similar hashes for similar texts. If two texts are similar in the original data space, they will remain highly similar even after the hash function conversion. Conversely, if they are dissimilar, their similarity should not increase significantly after conversion.

The process of converting strings into SimHash, as illustrated in Figure 3, involves five steps: word segmentation, hashing, weighting, merging and dimension reduction.

**Figure 3.** SimHash generation process.

The specific process is as follows:

1. First, we extract all the strings in the binary function and combine them into one string and then segment the string combination to get all the words in the string;
2. Then, the hash function is used to convert each word after the first word segmentation into a fixed-length hash value so that each word has a unique hash value;
3. The next step involves weighting the words extracted in the first step, assigning different weights to different words based on the position of the string they belong to in the code. Words that exist in print-related statements should be given greater weights. Afterwards, the hash obtained in the second step is weighted, and the weighting process is shown in Formula (3). If the hash value obtained in the second step has a bit value of 1, the weight is multiplied by 1. If the value of a bit is 0, the weight is multiplied by -1, and the weighted hash obtained is replaced by the hash calculated in the second step. This hash is the weighted hash value of different words.

\[
\text{WeightedHash} = \begin{cases} 
1 \times \text{weight}, & \text{hashbit} = 1 \\
-1 \times \text{weight}, & \text{hashbit} = 0 
\end{cases}
\]  

(3)

4. The hash value results of different words in a string are accumulated so that the string sequence of each function has only a unique string of hash values;
5. Finally, the result of each hash string is judged. All hash bits are traversed, and if the bit is greater than 0, it is set to 1; otherwise, it is set to 0. Finally, the bit stream sequence is the SimHash value of the string.
By extracting character constants from binary files and reducing their dimensionality, they can be transformed into a locality-sensitive hash. The Hamming distance is used to judge the similarity of hashes, and the similarity of strings in different binary programs is judged by comparing the different hash digits. This method does not use the complex training process of deep learning and can also determine the similarity between different strings. The processing steps are simple and suitable for large-scale data processing.

4.2.3. CFG Hashing

CFGs can effectively reflect program structure information and control information and play an important role in binary similarity [34]. Weisfeiler-Lehman (WL) algorithm is one of the classical algorithms used to test graph isomorphism. When comparing CFGs, we first represent the CFG as a labeled undirected graph, where each node represents a basic block and edges represent the jump relationships between different blocks. Then, we employ the WL graph isomorphism algorithm to compare the isomorphism between this CFG and another CFG. If their transformed tag sequences are similar, it indicates that the two CFGs are similar in structure.

In the WL algorithm, each node is marked as a unique tag, and they will be updated and merged continuously during the iteration process and eventually form a unique hash value. For similar graph structures, their hash values will be very similar. This is also compatible with the previous numerical feature hash and character hash, and the similarity is calculated through the Hamming distance.

Specifically, the steps of the WL graph isomorphism algorithm are as follows:
1. Initialization: Set each node of the original graph as an independent initial label. Labels can be objects of any type, such as numbers, strings or tuples;
2. Iteration: For each iteration, traverse each node in the graph, combine the labels of its neighbors and its own nodes through a hash function and generate a new label;
3. Update: Assign the generated new label to the node;
4. Judge: Compare whether the label sequences of nodes in two graphs are completely equal after several iterations. If they are equal, the two graphs are isomorphic and vice versa.

By transforming the CFG into a 64-bit hash value, we can compare the similarity of the hash values to judge the similarity of the function structures and take it as a part of the function similarity judgment. The WL graph isomorphism algorithm has high computational efficiency and can convert complex graphs into feature vectors suitable for large-scale comparison.

4.2.4. Feature Weight Assignment

In function similarity comparison, not every feature is equally important. For example, some features are more important than others and should be given greater weight. Alternatively, some features may have a good similarity judgment effect when they are combined with the same proportions. Therefore, weighting the extracted features is of great significance for improving the accuracy of the comparison.

All features are represented in hash form, and the Hamming distance is used to measure the similarity. The Hamming distance is used to judge the similarity between the same features in different functions. Therefore, the Hamming distance between each pair of features in the comparison function should be weighted when weighting. Finally, the Hamming distance for similarity judgment should be the sum of the Hamming distances of all weighted features.

For two functions $F_1$ and $F_2$, if the Hamming distance between their $n$ features is $d_1, d_2, d_3, \ldots, d_n$ and the corresponding weights of each feature are $w_1, w_2, w_3, \ldots, w_n$, the weighted Hamming distance between the two functions can be calculated using Formula (4).

$$Distance(F_1, F_2) = d_1 \times w_1 + d_2 \times w_2 + d_3 \times w_3 + \cdots + d_n \times w_n$$  (4)
In our method, the XGBoost algorithm [35] is used to weight features in the training process, which is an efficient gradient-lifting decision tree algorithm. Its core is that it adopts the integration idea to integrate multiple weak learners into a strong learner through a certain method; that is, multiple trees are used to make decisions together. The performance of the model can be gradually improved by iteratively adding decision trees. In order to make better use of the information from different features, the features are weighted in the training process. In addition, XGBoost also uses a variety of regularization techniques and optimization strategies to further improve the efficiency and generalization ability of the algorithm. Regularization techniques such as reduction and parameter adjustment can prevent overfitting.

The XGBoost algorithm automatically calculates the weight of each sample by monitoring the training loss and gradually updates the weight value through iterative steps. The importance score of the feature measures the value of the feature in the construction of the lifting decision tree in the model. The more an attribute is used to build decision trees in the model, the greater its importance is. The calculation method for the feature importance weight is to calculate the sum of the times that each feature of all the tree models is used as a partition and weight it to consider the relative information gain value of each partition. In other words, we can express the importance of each feature in the training process as the cumulative sum of the times it is selected as the segmentation node in all tree models. The specific mathematical expression is shown in Formula (5):

\[
\text{importance}_i = \sum_{t=1}^{T} w_{i,t} \hat{g}_{i,t}
\]  

In this formula, \( \text{importance}_i \) indicates the importance of the \( i \)th feature; \( T \) represents the total number of trees built; \( w_{i,t} \) represents the number of times the feature \( i \) is selected as a segmentation node in the \( t \)th tree; and \( \hat{g}_{i,t} \) indicates the relative information gain brought about by the splitting.

The XGBoost algorithm automatically obtains the weight values of the different features of each function by monitoring the loss of training data and updates the weight of each function feature through the intermediate iterative steps. Therefore, the XGBoost algorithm can give appropriate weights to different function features, thus improving the classification accuracy. Finally, the algorithm can determine a comprehensive weight value for all features of the whole function and provide more accurate prediction for function similarity problems.

### 4.3. Similarity Search

Given the hash of two functions, the Hamming distance is used to calculate the similarity. Since the hash is in the form of a 01 hash string, the calculation of the Hamming distance involves calculating the number of different bits with the same hash value among different functions. For a hash string given with \( M \) bits, its Hamming distance \( H_{i,j} \) is calculated as in Formula (6):

\[
H_{i,j} = \sum_{k=1}^{M} |x_{i,k} - x_{j,k}|
\]

\( x_{i,k} \) and \( x_{j,k} \) represent the \( k \)th binary bits in the \( i \)th and the \( j \)th hash strings, respectively. If the Hamming distance is greater than the similarity threshold, the two functions are considered not similar; otherwise, they are considered similar. In addition, it is also very important to select the appropriate Hamming distance threshold. If the Hamming distance threshold is larger, two functions with lower similarity will also be considered similar. There will be many dissimilar functions among the functions found, and the accuracy of the method will be low. If the Hamming distance threshold is small, only functions with small differences will be identified as similar functions. Some similar functions will not be screened out, and there will be a certain rate of false negatives. However, due to the large number of hash bits in the function, calculating the Hamming distance directly will
reduce the calculation efficiency. In order to carry out a large-scale function search, we utilize an efficient hash storage and query method that enables efficient Hamming distance calculation when the number of hash bits is large.

When the function hash is obtained, it is stored in segments. It is divided into different segments according to the total number of bits in the hash. Each segment stores a portion of the bits in the function hash. When judging similarity using the Hamming distance, the pigeonhole principle is used for calculation. The storage and query process for the function hash has the following steps:

1. Set the Hamming distance threshold as N;
2. Assuming that the hash value of the function to be compared is M bits, divide it into N + 1 segments and make the hash bits in each segment except the last segment \(\left\lfloor \frac{M}{N+1} \right\rfloor\).

   \[function_i \rightarrow \text{all}_\text{hash}_i \rightarrow \{\text{hash}_1^i, \text{hash}_2^i, \ldots, \text{hash}_{N+1}^i\}\]  \(\text{(7)}\)

3. The hash value is stored in the form of a dictionary. Different stores set the hashes of the segmented segments as Key and the remaining segments as Value; that is, \(function_i\) will be indexed N + 1 times according to different segments:

   \[\text{Key} : \text{hash}_1^i, \text{Value} : \{\text{hash}_2^i, \text{hash}_3^i, \ldots, \text{hash}_{N+1}^i\}\]

   \[\text{Key} : \text{hash}_2^i, \text{Value} : \{\text{hash}_1^i, \text{hash}_3^i, \ldots, \text{hash}_{N+1}^i\}\]

   \[\ldots\]

   \[\text{Key} : \text{hash}_{N+1}^i, \text{Value} : \{\text{hash}_1^i, \text{hash}_2^i, \ldots, \text{hash}_N^i\}\]  \(\text{(8)}\)

4. During the similarity comparison, query the hash segment with the same index key as the target function. Since the function has N + 1 indexes, there can be N + 1 queries at most;
5. If the same index segment is found, the value corresponding to the index segment is traversed to calculate whether the Hamming distance is greater than N. The maximum number of queries required to traverse the value corresponding to the key is \(2^{M-M/(N+1)}\).

   If the query-based method is used for calculation, the M-bit function hash can exist at most \(2^M\) times. If it is necessary to find all functions with a Hamming distance within N, the total number of queries will be \(2^M \times M\). If the pigeonhole principle is used, the number of queries should be the number of times querying the index multiplied by the number of times querying the Hamming distance in the value corresponding to the index; at most, \((N + 1) \times 2^{M-M/(N+1)}\).

   Suppose the Hamming distance threshold is set to 3. If the hash of the function is 11001010011, it is first split into four segments when it is stored, and the four segments will be 110, 010, 100 and 11. Then, the hash is stored as a dictionary, each segment is a key, and the other segments are values; that is, \{110: 01010011, 010: 11010011, 100: 11001011, 11: 110010100\}. After that, the similarity comparison is performed, and the same segmentation is performed on the new hash. If the same key value is found, the Hamming distance of the query value is less than 3.

   Suppose there are \(2^{30}\) functions in a database. There are nearly 1 billion pieces of data, and the number of queries using the query method is 100 million. If the pigeonhole principle is used, the hash of each function segment will usually be 16 bits, so the maximum number of queries will be \(4 \times 2^{(30-16)}\), which is the 10,000 level. Therefore, when facing large-scale functions, the pigeonhole principle can significantly reduce the number of queries.
5. Experiment Setup

5.1. Dataset

GNU is a collection of a large number of free software packages, including a kernel, compiler, debugger, editor, text processor, graphical user interface and other tools and applications. It can be used as an operating system or combined with other operating systems. An operating system completed with GNU tools has become the mainstream option for the Linux system family.

OpenSSL is a popular open-source encryption library and toolkit for creating and managing SSL/TLS encrypted connections. It provides a series of encryption algorithms and protocol implementations, can be developed and deployed on various platforms and is widely used in network security, encryption technology, Web development and other fields.

The experimental dataset included packages from GNU and all functions in the 1.01f, 1.01u, 1.11a and 1.11b versions of OpenSSL. After being compiled with different architectures (X86, ARM and MIPS), there were 576,379 functions in the datasets. In order to ensure our experiment proceeded smoothly, when evaluating the effectiveness of our method, we selected a2sp, binutils and coreutils from GNU and four versions of OpenSSL.

There were a total of 213,364 functions, but when we had to evaluate the processing efficiency of this method in processing large-scale functions, all functions included in the dataset were selected during the experiment. There were 576,379 functions in the code base, and the function hash was segmented according to the selected Hamming distance threshold $N$; that is, there were $(N + 1) \times 576,379$ key-value entries in the index library.

5.2. Evaluation Metrics

In our experiment, we used the precision, recall and F1-score to measure the effectiveness of the method.

True positive (TP): the number of positive classes predicted as positive classes;

True negative (TN): the number of negative classes predicted as negative classes;

False positive (FP): the number of false positives that predicted a negative class as a positive class;

False negative (FN): the number of false positives that were predicted to be negative.

Precision indicates the ratio of the number of real similar codes detected to the total number of retrieved codes.

$$\text{Precision} = \frac{TP}{TP + FP}$$

Recall indicates the ratio of the number of real similar codes detected to the total number of actual similar codes.

$$\text{Recall} = \frac{TP}{TP + FN}$$

The F1-score is the harmonic average of the accuracy rate and recall rate.

$$F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}$$

5.3. Baselines

We compared HEBCS with a classical method and a state-of-the-art method. In order to ensure fairness, as HEBCS does not use the GPU, the baselines did not use the GPU for training and evaluation.

Gemini uses a GNN to learn CFG representations by extracting basic block features and learns similarity through a Siamese network. Due to the great significance of this method in the field of similarity detection, almost all similarity methods are compared with it, so this paper also regards it as baseline.

Trex [18] is a cross-architecture binary detection method that can automatically learn semantic information from a program’s micro-trace and use the learned knowledge to
match semantic information. This is also a state-of-the-art method that can detect cross-architecture binary code similarity.

5.4. Supporting Tools

In order to ensure the fairness of the experiment, the disassembly tool used for the baseline, IDA Pro, was used for the disassembly of the code, and it is also the current mainstream disassembly tool. Due to the large scale of the function, this method also employed a batch disassembly script, which integrated function feature extraction, string extraction, CFG building and so on. For firmware extraction, Binwalk [36] was used and improved to support the batch processing of firmware, and the firmware file system could be automatically located and extracted. However, the location of the vulnerability point still had to be confirmed by manually collecting relevant data.

6. Evaluation

6.1. Research Questions

Our evaluation aimed to answer the following questions.

RQ1: Can we distinguish similar and dissimilar functions with these features?
RQ2: How effective is weight training and what is the effect compared with no weight training?
RQ3: What is the most appropriate choice of Hamming distance to effectively distinguish similar and dissimilar features?
RQ4: How effective is our method?
RQ5: How effective is our method in real-world vulnerability detection?

For the fairness of the experiment, we uniformly used IDA Pro to disassemble binary files. All the training and inference were implemented on a Linux server running Ubuntu 18.04 with an Intel(R) Xeon(R) Gold 5120 CPU @ 2.20GHz, 128G RAM.

6.2. RQ1: Effectiveness of Feature Selection

The selected numerical features included eight-dimensional features, such as instruction features and syntax features. First, we selected some functions in the dataset, and we extracted the values of the features selected with this method before they were converted into hashes. We clustered these feature values and classified them into seven categories according to the k-means algorithm. The clustering diagram is shown in Figure 4. Using the clustering diagram, different categories can be roughly analyzed. Since each category had seven different characteristics and different functions can be distinguished according to characteristics, it can be stated that these characteristic values can be used to roughly distinguish different functions.

In order to further illustrate the effectiveness of the method in feature selection and the effect of the method in feature processing, in accordance with the processing steps of the method, we converted the feature vector into a hash, distinguished similar and dissimilar functions according to the function name in the dataset and calculated the Hamming distance for the feature hash between each feature as the new vector of the feature. If the weight of the feature had to be increased, it was necessary to give weight to the Hamming distance with different characteristics. In this process, it was necessary to balance the number of similar functions and dissimilar functions to avoid an impact on the results caused by an excessive number of dissimilar functions.

Then, the k-mean algorithm was used to cluster similar and dissimilar function pairs. The clustering results are shown in Figure 5, which presents the clustering effect after adding feature weights. The dots in Figure 5 represent similar function pairs, and the plus signs represent dissimilar function pairs. Although there was some noise information, similar and dissimilar function pairs could be better distinguished according to these characteristics. Therefore, this not only shows that similar functions could be effectively distinguished in the selection of these features but also demonstrates the effectiveness of this method in distinguishing similar and dissimilar function pairs.
were drawn, as shown in Figures 6–8. With the same Hamming distance, the trained recall
Figure 4. Function clustering diagram.

Figure 5. The clustering of the similar and dissimilar function pairs.

6.3. RQ2: Effectiveness of Weight Training

In order to evaluate the effectiveness of weight training, the curves for each evaluation
metric with different Hamming distances after weight training and without weight training
were drawn, as shown in Figures 6–8. With the same Hamming distance, the trained recall
rate is higher than the untrained recall rate, and the curve quickly becomes stable. In terms
of the accuracy rate, after weight training the decline is relatively gentle above a certain
Hamming distance compared with the situation without weight training. The F1-score
curve after weight training is above the curve without weight training. This shows that,
after weight training, similar codes can be distinguished better and the range of Hamming
distances that can be selected with better effects is relatively wide. This is more suitable for
comparison of similar functions.

6.4. RQ3: Selection of Hamming Distance

After the weight of each feature is calculated, the Hamming distance for the similarity
definition needs to be determined when searching. Selecting an appropriate Hamming
distance judgment threshold is an important factor affecting the search results. If the
Hamming distance selected when querying similarity is large, the query results will contain
dissimilar functions, and the accuracy rate will decline. If the Hamming distance is small, all
similar functions will not be found with the query, and the recall rate will be low. Therefore,
it is necessary to select a suitable Hamming distance to achieve better query performance
results. Through experiments on the recall rate and accuracy rate of the method detection under different Hamming distance thresholds, the best Hamming distance was obtained.

![Trained and untrained recall rates.](image)

**Figure 6.** Trained and untrained recall rates.

![Trained and untrained precision rates.](image)

**Figure 7.** Trained and untrained precision rates.

![Trained and untrained F1-scores.](image)

**Figure 8.** Trained and untrained F1-scores.

In order to ensure the universality of the results of the method, multi-architecture datasets were also used for the Hamming distance calculation. Through multiple experiments searching for a variety of different functions, the accuracy and recall data were taken
as the average from the experiments, and the curves for the accuracy and precision rates changing with different Hamming distances were obtained, as shown in Figure 9.

![Figure 9](image)

**Figure 9.** Changes in evaluation metrics with different Hamming distances.

As shown in the figure, when the Hamming distance increased from 20 to 90, the recall rate for similar functions that could be found increased until all similar functions could be found. However, when the distance was greater than a certain Hamming distance, the dissimilar functions were regarded as similar functions, and the detection accuracy declined. When the Hamming distance was 58, the F1-score value was the highest at 0.964. Therefore, when the Hamming distance was 58, the effect was the best. At this point, the accuracy rate was 0.943, and the recall rate was 0.938.

6.5. RQ4: Effectiveness of HEBCS

Compared with advanced methods, the feature selection is similar to that of Gemini. However, in contrast to Gemini, it adds more dimensions for the features, features are more abundant and diverse and the features expand from the basic block level to the function level. Therefore, in relation to Gemini, HEBCS further verifies the correctness of feature selection and the performance of the method. In addition, this paper also compares these methods with advanced machine learning methods using previous evaluation indicators and evaluates the execution efficiency of this method with large-scale code sets to illustrate the performance of the method.

Comparing previous methods and our method, Table 2 shows the search efficiency of different methods evaluated by the number of functions that can be searched for per second. According to our experimental results, under the same environment configuration, Gemini can search for 69 functions per second, Trex can search for 764 functions per second and HEBCS can search for 3186 functions per second. HEBCS showed outstanding performance in the baseline experiments.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time (Functions/Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gemini</td>
<td>69</td>
</tr>
<tr>
<td>Trex</td>
<td>734</td>
</tr>
<tr>
<td>HEBCS</td>
<td>3186</td>
</tr>
</tbody>
</table>

In order to evaluate the effectiveness of this method in a cross-architecture search, comparative experiments were also designed for a comparison between different architectures. Table 3 shows the evaluation metrics for the different methods. P represents precision, R represents recall and F1 represents the F1-score.
Table 3. Evaluation metrics for different methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>X86 vs. ARM</th>
<th>ARM vs. MIPS</th>
<th>MIPS vs. X86</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
</tr>
<tr>
<td>Gemini</td>
<td>0.912</td>
<td>0.972</td>
<td>0.941</td>
</tr>
<tr>
<td>Trex</td>
<td>0.943</td>
<td>0.957</td>
<td>0.950</td>
</tr>
<tr>
<td>HEBCS</td>
<td>0.928</td>
<td>0.949</td>
<td>0.938</td>
</tr>
</tbody>
</table>

In terms of the accuracy, recall rate and F1 score, our method had a better effect than Gemini, but there was still a certain gap with Trex; however, the effect was not much different. In terms of execution time, our method had significant advantages. Gemini could only execute 69 function queries per second, Trex could execute 734 function queries per second, and our method could execute 3186 function queries per second, which was about 50 times that of Gemini, while Trex achieved a level about 5 times that of Gemini. Therefore, our method can effectively shorten the query time for large-scale data applications.

6.6. RQ5: Real-World Performance

We also carried out relevant experiments on firmware vulnerability discovery through the application of vulnerability discovery to a batch of collected firmware to prove the method’s capacity for vulnerability discovery in the real world. Firstly, the firmware image and file system in the firmware library were extracted by Binwalk, the function was extracted and transformed into a hash by IDA Pro and the hash value was stored in the database by using the pigeonhole principle. When locating vulnerabilities, the binary files and functions that appeared in known vulnerability functions were manually queried. After that, the query was performed in the database, and the existence of the similarity function was verified after the query. Table 4 shows the vulnerability discovered in the real world. Although most of the vulnerabilities could be found, there were still false positives. This may have been because vulnerabilities were repaired but the similarity with the original vulnerability was still high after repair.

Table 4. Vulnerability discovery in the real world.

<table>
<thead>
<tr>
<th>CVE List</th>
<th>Suspicious Firmware in the Firmware Dataset</th>
<th>Whether There Exists a Real Vulnerability</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVE-2020-27867 (NETGEAR R6800)</td>
<td>NETGEAR R6080</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR R6120</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR R6220</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR R6700V2</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR R7450</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR WNR2020</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Nighthawk AC2100</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC7 V15.03.06.44_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC9 V15.03.05.19(6318)_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC10 V15.03.06.23_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC15 V15.03.05.19_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC18 V15.03.05.19(6318)_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GC108PP_V1.0.7.2</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GC108PP_V1.0.7.1</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS110TPv3_7.0.6.3</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS110TUP_1.0.4.3</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS710TUP_1.0.4.2</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS710TUP_1.0.4.5</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS724TPP_2.0.4.3</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS724TPV2_6.0.6.3</td>
<td>Yes</td>
</tr>
<tr>
<td>CVE-2018-16333 (US_AC15V1.0BR_V15.03.05.19_multi_TD01)</td>
<td>NETGEAR GS110TPP_V7.0.1.16</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC7 V15.03.06.44_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC9 V15.03.05.19(6318)_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC10 V15.03.06.23_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC15 V15.03.05.19_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Tenda AC18 V15.03.05.19(6318)_CN</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GC108PP_V1.0.7.2</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GC108PP_V1.0.7.1</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS110TPv3_7.0.6.3</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS110TUP_1.0.4.3</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS710TUP_1.0.4.2</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS710TUP_1.0.4.5</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS724TPP_2.0.4.3</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>NETGEAR GS724TPV2_6.0.6.3</td>
<td>Yes</td>
</tr>
</tbody>
</table>
7. Conclusions and Future Research

This paper proposes an efficient hash-based search method for similar binary functions. From the extraction of features related to similarity for code representation, it can be seen from previous studies that binary functions of different architectures always have some similar features. Therefore, different types of features, such as instruction features, syntax features and structural features, are extracted for representation, which replaces the complex semantic extraction process and representation but can achieve similar effects as semantic extraction. After that, the hash algorithm and the feature weighting algorithm are used to combine the features, transform the binary function into a locality-sensitive hash and efficiently search the hash value through the drawer principle. Compared with advanced machine learning methods, this method has significant advantages in query efficiency, but there is still a slight gap in the accuracy and recall rate. This shows that this method is suitable for large-scale cross-architecture binary code querying. However, this method still has some defects. When similar functions use different compilers through different compilation optimizations and use different instruction sets, the binary function will change greatly. At the time of writing, the accuracy of the method is not as good as expected. Therefore, in the future, improving the accuracy of the hash-based method when the binary function changes greatly should be studied.
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