Research on Log Anomaly Detection Based on Sentence-BERT
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Abstract: Log anomaly detection is crucial for computer systems. By analyzing and processing the logs generated by a system, abnormal events or potential problems in the system can be identified, which is helpful for its stability and reliability. At present, due to the expansion of the scale and complexity of software systems, the amount of log data grows enormously, and traditional detection methods have been unable to detect system anomalies in time. Therefore, it is important to design log anomaly detection methods with high accuracy and strong generalization. In this paper, we propose the log anomaly detection method LogADSBERT, which is based on Sentence-BERT. This method adopts the Sentence-BERT model to extract the semantic behavior characteristics of log events and implements anomaly detection through the bidirectional recurrent neural network, Bi-LSTM. Experiments on the open log data set show that the accuracy of LogADSBERT is better than that of the existing log anomaly detection methods. Moreover, LogADSBERT is robust even under the scenario of new log event injections.
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1. Introduction

Logs usually contain information about the operational status of a system, including operation records, fault information, security time, etc., which can provide a comprehensive view of the system’s operational status [1]. Logs are time-series in nature; the information in the logs is recorded by time, which allows us to analyze it in order to gain insight into the operation of the system. Logs can provide a historical view—they collect all information about the application, and there are a lot of helpful insights that can be gleaned from an application’s history record, including information about potential problems and benchmarks for determining when a process becomes an exception. Logs can monitor the behavior of a system, and in contrast to other data sources, they can go deeper into the system and track the actual behavior of the system as it runs. Log records contain information and trends during system operation. Analyzing and mining the log data can help detect and diagnose system anomalies.

With the expansion of software systems’ scale, complexity, and application scope, the number of logs generated shows exponential growth, making it difficult for the traditional log anomaly detection methods based on rules and statistics. In order to adapt to the development of software systems, researchers have shifted their research focus to deep learning-based solutions, and, currently, log anomaly detection based on deep learning has become a hot spot in the field of anomaly detection [2]. Compared to the traditional methods based on rules and statistics, an anomaly detection method based on deep learning requires no human intervention and can quickly and accurately identify abnormal behaviors in logs. Moreover, traditional log anomaly detection methods are constrained by the limitations of algorithms and capacity, whereas a log anomaly detection method based on deep learning can process a large amount of data in parallel. It can efficiently solve the problems of
repeated sampling and information extraction. In addition, deep learning models can extract useful information from dozens of data metrics, which can better capture the details of the log data that reflect the anomalies of the system. This is because log data are usually in plain text format, and natural language processing is a specialized field for processing and analyzing text data. For example, chatbots [3] based on machine translation have become popular in recent years. Most of the log anomaly detection methods based on deep learning that have emerged so far are associated with natural language processing (NLP). NLP is used to extract the semantic features in log files, such as vocabulary, phrases, sentences, and grammatical structures. These features are useful for pattern recognition and classification in log anomaly detection, and the models built in this way can better process and analyze the log data, as well as predict abnormal behaviors and events.

In this paper, we propose the log anomaly detection method LogADSBERT. It uses the Sentence-BERT model [4] to extract the semantic features of log events and realizes the final anomaly detection using the recurrent neural network model Bi-LSTM [5]. LogADSBERT consists of two stages: the model training and the anomaly detection. In the model training stage, the log parser parses the original logs into log events and log triples. The log events are used as the corpus to train the Sentence-BERT model, and the log triples are used to construct a sliding window sequence of log event semantic vectors to train the Bi-LSTM neural network classification model, Bi-LSTM-ADM. In the anomaly detection stage, Bi-LSTM-ADM is used to detect anomalies in the log data. LogADSBERT can achieve anomaly detection with high accuracy and robustness.

The contributions of this paper can be summarized as follows:

1. We construct a log event semantic feature extraction model, T-SBERT, based on the Sentence-BERT model, which can convert log events into log event semantic feature representations. The Bidirectional Long Short-Term Memory Recurrent Neural Network model (Bi-LSTM) with an attention mechanism is adopted to generate an anomaly detection model.

2. We propose a log event semantic feature matching algorithm and an anomaly detection algorithm. The log event semantic matching dictionary is established, and the log anomaly detection method LogADSBERT, based on Sentence-BERT, is constructed. It is, to the best of our knowledge, the first to extract log event semantic features using the Sentence-BERT model.

3. In the scenario of new log event injection, LogADSBERT can ensure high accuracy and strong robustness of anomaly detection. Experiment results demonstrate the effectiveness of the proposed method.

This paper is structured as follows: Section 2 discusses the related work; Section 3 presents the preliminary knowledge of this paper; Section 4 presents the definitions related to the proposed method; Section 5 presents the framework of our anomaly detection method; Section 6 describes the experiments used to evaluate the effectiveness of the proposed method; and finally, the conclusion is provided in Section 7.

2. Related Work

The traditional log anomaly detection methods are based on rules and statistics [6–8] and generally need to analyze normal and abnormal behavior patterns using mathematical counting methods. They usually define a set of features, design response rules for each feature, and combine these rules into a complete system. In the testing stage, the newly generated logs are compared with the existing rules to determine the existence of anomalies. For example, Prewett et al. [7] proposed the log file analysis tool Logsurfer, which achieves anomaly detection by defining rules for the expected behavior of the system and then matching them using regular expressions. At the same time, Logsurfer can also update its rule set at runtime. Rouillard et al. [8] proposed the SEC simple temporal correlator to create feature rule sets by analyzing log sequences, which reduces the false alarm rate but is less automated and incurs higher labor costs. Due to the expansion and update of the scale of log data, the traditional log anomaly detection methods based on rules and statistics are
usually not effective in detecting complex and or unknow anomalies. Thus, researchers in the field have shifted their research direction to the area of machine learning and deep learning.

Traditional machine learning log anomaly detection includes supervised and unsupervised machine learning methods. Supervised machine learning methods include Support Vector Classifier (SVM) [9,10], Linear Regression (LR) [11,12], Decision Tree (DT) [13], K-Neighborhood Algorithm (KNN) [14], etc. These are based on the log frequency statistics vector to record the frequency of occurrence of each log event within the log sequence, and they use the frequency statistics vector as input and dichotomous labels as the classification result. Unsupervised machine learning methods include Principal Component Analysis (PCA) [15] and clustering-based methods such as Isolated Forest (IF) [16], Invariant Mining (IM) [17], and Log Clustering (LC) [18]. These use unlabeled data for training, and unsupervised log anomaly detection can be achieved.

The deep learning-based log anomaly detection methods [19–21] usually have three steps: First, a log parser is used to split the system log data into two parts, the log event and the parameter. The log event describes the system or process behavior, and the parameter element records state information such as the timestamp and the process identifier. Second, the behavior sequence of the system or process is constructed using the timestamp and log event of the log record. Third, anomaly detection is performed based on the behavioral sequences. Researchers have been developing log anomaly detection methods based on recurrent neural networks. For example, Du et al. [19] trained LSTM based on log keys and parameters to obtain a log key anomaly detection model and a parameter value anomaly detection model. They combined two models to achieve anomaly detection. However, the log key is the index of the log event, which is not combined with the semantic features in the real sense. Log key-based detection requires knowledge of the size of the collection of log events before the detection, which may fail when the log events are updated or added. Meng et al. [20] proposed a template2vec-based method, LogAnomaly, that used the Bi-LSTM model with an attention mechanism to combine log event features and word features within the event to obtain the log event semantic feature space vector. When the log event is updated, the semantic feature vector of the log event is computed first, and then the existing log event is replaced by selecting the closest log event with the Euclidean distance. However, the performance drops sharply when more log events are added. Brown et al. [21] also proposed an LSTM-based approach for routine detection that incorporates multiple implementations of attention mechanisms into the LSTM model to extract log features and achieve eventual anomaly detection. Although the experiments show a high accuracy rate for this method on the LANL cyber security datasets, the experimental datasets are relatively limited, and high accuracy cannot be achieved on several publicly available and commonly used datasets. This method only focuses on discovering relationships hidden in system logs and the effectiveness of multiple attention mechanisms in log anomaly detection, which causes limitations in practical application scenarios. In addition, the BERT model and its derivative models, which have recently become popular in the field of natural language processing, have been used in the field of log anomaly detection. For example, Chen et al. [22] produced semantic log vectors by utilizing a pre-trained language BERT model and used the linear classification to detect anomalies. This method uses a single BERT implementation, which may lose semantic information in sequence feature extraction processing. Zhang et al. [23] adopted the SBERT model to extract the semantic representation of log events, which considers the semantic and word order relationship of each word in log events. They designed a GRU model for anomaly detection; however, as the content of exception log is diverse, including sequence pattern, frequency, correlation, etc., GRU can only capture one-way sequence information. Guo et al. [24] learned the patterns of normal log sequences using two novel, self-supervised training tasks: the masked log message prediction and volume of hypersphere minimization. Nevertheless, this work does not identify and train the semantic information of abnormal logs.
Currently, the log anomaly detection methods based on rules and statistics can no longer meet the rapid development of software systems, and machine learning-based log anomaly detection suffers from weak feature extraction ability, poor adaptability, large labor cost, and low accuracy rate compared to deep learning. Therefore, current log anomaly detection research focuses on the deep learning-based methods. However, the existing log anomaly detection methods based on deep learning still do not fully utilize the semantic information existing in the log data, as well as some other feature information such as frequency statistics, location embedding, etc. As a result, the accuracy rate of the methods does not reach the required standard, and the robustness of these methods to the addition of new logs needs to be further improved.

3. Preliminary Knowledge

3.1. Log Parser

System log data as semi-structured data are difficult to input directly into model training and detection, so processing semi-structured log data into structured log data is the first step of data processing and is crucial for subsequent anomaly detection. A system log data includes variable and constant parts. When generating a log, it is actually a process of combining constants and variables. The variable is the log parameters, which change dynamically depending on the type of log generated. The constants are usually fixed and unchanged log events that are the system log in the parameter part of the use of wildcard replacement to get the standard event. LogParser does exactly the opposite of the log generation process; the log parser must generate logs reverse-parsed into log events and parameters in order to better complete the anomaly detection—there are many open-source log parsers to choose from. Currently, log parsers [25–29] can be divided into two main groups: log parsers based on clustering and log parsers based on heuristic structures.

3.2. Self-Attention Mechanism

A self-attention approach was designed by Google in 2017 [30], which was an implementation of the original attention mechanism proposed in 2014 [31]. Early attention mechanisms need to use other neural networks to extract relevant features, compute intermediate states, and finally give different attention to each intermediate state through the attention mechanism. Now, the self-attention mechanism does not need to use other neural networks to extract sequence features. It directly uses the self-attention mechanism to learn sequence features, which solves the problem of other neural networks not being able to perform in parallel and long short-term dependence.

3.3. Sentence-BERT Model

The Sentence-BERT model [3] is a derivative of the pre-training model BERT that sheds the decoder of the Transformer model so that the construction of BERT is the encoder part of the Transformer. BERT has proved to be effective in a variety of NLP tasks, and with pre-training and fine-tuning, it can obtain better results. Sentence-BERT comes from a similar background. It was constructed based on the Siamese Network and Triplet Network [32]; it performs better in clustering and semantic-based retrieval tasks and can quickly and efficiently realize sentence semantic similarity computation and obtain sentence vector representations, etc. In this paper, the pre-training Sentence-BERT uses the log data for training and fine-tuning so that it can obtain better vector representations.

3.4. Bi-LSTM Neural Network Model

Long Short-Term Memory (LSTM) [33] is a common recurrent neural network model that has a much longer memory. It solves the gradient vanishing and long-distance dependence problems that recurrent neural networks are prone to. It has been proved in recent years that LSTM shows good performance in several natural language processing tasks. The Bi-LSTM model [5] is used in the research methodology of this paper, which employs a bidirectional LSTM model. It is a combination of forward LSTM as well as reverse LSTM,
where the hidden output of the current layer is obtained by splicing the processed results of the forward inputs with the processed outputs of the reverse inputs. Bi-LSTM captures backward and forwards temporal correlation and can maximize the use of historical and future information through bi-directional propagation to achieve better performance.

4. Definitions of LogADSBERT

Assuming that the system log set is \( L = \{l_1, l_2, \ldots, l_n\} \). After parsing the log set \( L \) using LogParser, we obtain a set of the log events \( T = \{t_1, t_2, \ldots, t_m\} \) and a set of the log triples \( P = \{p_1, p_2, \ldots, p_n\} \).

Definition 1 (Log Event (LE)). A log event is a structured text information obtained by removing the variable parameter from the system logs \( l_i \) using the log parser, which is denoted as \( t_i \in T \).

Definition 2 (Log Triple (LT)). A log triple is a structured log information obtained by parsing the system logs through the log parser, which is denoted as \( p_i = (id, t, ts) \), where \( id \) is the process ID, \( t \) is the log event, and \( ts \) is the timestamp of the log generation.

Definition 3 (Log Event Semantic Vector (LE-SV)). Taking the log events of \( T \) as the input of the T-SBERT model, the output is the log event semantic vector set \( V = \{v_1, v_2, \ldots, v_m\} \).

Definition 4 (Log Event Semantic Dictionary (LE-SD)). The log event semantic dictionary is denoted as \( D \), and \( D \) is initialized as the mapping set \( \{v \mapsto \text{mapping} \} \) which is generated according to the following rules.

1. If \((h \leq j < q)\), then \( V(S_j, v_{e_j}) = \langle v_{e_{j-h+1}}, v_{e_{j-h+2}}, \ldots, v_{e_q} \rangle \);
2. Else, \( V(S_j, v_{e_j}) = \emptyset \).

In addition, for the log event semantic vector sequence \( S_i \) that meets the first requirements, the window set of \( S_i \) is \( W_{S_i} = \{V(S_j, v_{e_j}) | v_{e_j} \in S_i \ \land \ j \in [h, q] \} \), and the number of items in \( W_{S_i} \) is \( q-h \).

Definition 5 (Log Event Semantic Vector Sliding Window (LE-SV-SW)). Assuming that \( h \) is the size of a sliding window, \( T_i = \{e_1, e_2, \ldots, e_q\} \) is the sequence of the log event, and \( T_i \subseteq T \) is the sequence of the log event, the semantic matching algorithm of the log event based on the T-SBERT model converts the log event sequence \( T_i \) into the log event semantic vector sequence \( S_i = \langle v_{e_1}, v_{e_2}, \ldots, v_{e_q} \rangle \). Given \( v_{e_j} \in S_i \), the corresponding sliding window is denoted as \( V(S_j, v_{e_j}) \) which is generated according to the following rules.

1. If \((h \leq j < q)\), then \( V(S_j, v_{e_j}) = \langle v_{e_{j-h+1}}, v_{e_{j-h+2}}, \ldots, v_{e_q} \rangle \);
2. Else, \( V(S_j, v_{e_j}) = \emptyset \).

Definition 6 (Log Sequence Anomaly Detection (LSAD)). Assuming that the log event sequence is \( T_i = \{e_1, e_2, \ldots, e_q\} \), the log event semantic vector window set is \( W_{S_i} = \{V(S_j, v_{e_j}) | v_{e_j} \in S_j \ \land \ j \in [h, q] \} \), and the corresponding set of log event semantic vector \( v_{e_{j+1}} \) is \( V_{e_{j+1}} = \{v_{e_{j+1}} \ | \ v_{e_{j+1}} \in S_j \ \land \ j \in [h, q] \} \), the result vector set predicted by the Bi-LSTM-ADM with inputting \( W_{S_i} \) is \( R_{e_{j+1}} = \{r_{e_{j+1}} \ | \ r_{e_{j+1}} \in [h, q] \} \). Given the threshold \( \xi \), the log sequence anomaly detection is performed as follows.

1. For each \( v_{e_{j+1}} \in V_{e_{j+1}} \) and \( r_{e_{j+1}} \in R_{e_{j+1}} \), if the similarity between \( v_{e_{j+1}} \) and \( r_{e_{j+1}} \) is greater than the threshold \( \xi \), it can be determined that the log event sequence \( T_i \) is normal;
2. Otherwise, the log event sequence \( T_i \) is abnormal.
5. Algorithms of LogADSBERT

The proposed LogADSBERT consists of two stages: the model training and the anomaly detection. The specific implementation process of these two stages is described as follows.

Model training stage: The log parser parses the logs into a set of log events and a set of log triples. The set of log events is used as training data for Sentence-BERT and is trained to generate the T-SBERT log event generation model based on the TSBERTTrain algorithm (Algorithm 1). While the log triples are ordered according to the time stamp and transformed into a sequence of log event semantic vectors using the log event semantic matching algorithm based on T-SBERT model (Algorithm 2), they are converted into sequences of log event semantic vectors, then the sliding window mechanism is utilized and sliding window training data are constructed based on the log event semantic vector sequences. The Bi-LSTM model is trained to generate the Bi-LSTM-ADM model using the BiLSTMADMTrain algorithm (Algorithm 3).

Anomaly detection stage: The logs to be detected are first transformed into a set of log triples using the log parser, then the log event semantic matching algorithm is used to obtain a log event semantic vector sequence. Finally, the log event semantic vector sequence is used to complete the log anomaly detection by the LogADSBERTDetect algorithm (Algorithm 4).

The framework of the proposed log anomaly detection method LogADSBERT is shown in Figure 1.

![Figure 1. The framework of the LogADSBERT anomaly detection method.](image)

5.1. Sentence-BERT Training Algorithm

In the model training stage, the Sentence BERT model is trained to convert log events into log event semantic vectors, and then the Bi-LSTM model is trained.

**TSBERTTrain(T):** The log event semantic vector generation model T-SBERT is generated based on the Sentence-BERT model using the log event dataset T. First, the text corpus (TC) is initialized to be empty, the log event set T is preprocessed to obtain the text corpus, and TC is fed into the Sentence-BERT model to generate the T-SBERT model. The specific process of T-SBERT model generation is shown in Algorithm 1. The log event semantic dictionary D is initialized to be empty and is used to store the mapping relationship between log events and log event semantic vectors.
Algorithm 1: TSBERTTrain($T$)

**Input:** Log event set $T$

**Output:** Log event semantic vector generation model T-SBERT

1. Initialize the text corpus $T_C = \emptyset$;
2. Initialize log event semantic dictionary $D = \emptyset$;
3. Initialize the Sentence-BERT model instance;
4. FOR $t_i \in T$ DO
5. Split $t_i$ into word lists $WL$;
6. FOR EACH word IN $WL$ DO
7. $word = \text{lowerCase}(word)$;
8. IF word is a stop-words or no semantic identifiers THEN
9. Remove word from $WL$;
10. END IF
11. END FOR
12. Add the corresponding $WL$ of the processed sentence to the corpus;
13. Add the corpus to the $TC$;
14. END FOR
15. Train Sentence-BERT model to get T-SBERT using text library $TC$;
16. RETURN T-SBERT;

5.2. Log Event Semantic Matching Algorithm

Before the Bi-LSTM model training and anomaly detection, each log event in a sequence of log events needs to be converted into a log event semantic vector.

LESVMmatch ($t_i$, T-SBERT): Log Event Semantic Vector Matching Algorithm based on T-SBERT implements the process of transforming log events to log event topics in the training and detection stage. For log event $t_i$, the log event semantic dictionary $D$ is first queried to see if there exists a mapping relationship for $t_i \rightarrow v_j$. If there is no mapping relation for $t_i \rightarrow v_j$, then $t_i$ is processed with the log event processing described in Algorithm 1 and inputted into the log event semantic vector model, and the corresponding log event semantic vector $v'_j$ is obtained and returned. At the same time, the new mapping relationship for $t_i' \rightarrow v_j'$ is added to the log event semantic dictionary $D$. If there exists a mapping for $t_i \rightarrow v_j$, then the corresponding log event semantic vector $v_j$ is returned. The specific algorithm of log event semantic vector matching is shown in Algorithm 2.

Algorithm 2: LESVMmatch($t_i$, T-SBERT)

**Input:** Log Event $t_i$, Log event semantic vector model T-SBERT

**Output:** Log event semantic vector $v_j$

1. IF $k_i \in D$ THEN
2. RETURN $D(k_i)$;
3. END IF;
4. Split $k_i$ into the word list $WL$;
5. FOR EACH word IN $WL$ DO
6. $word = \text{lowerCase}(word)$;
7. IF word is a stop-words or no semantic identifiers THEN
8. Remove word from $WL$;
9. END IF
10. END FOR
11. Add the corresponding $WL$ of the processed sentence to the corpus;
12. $v_j = \text{T-SBERT} (\text{corpus})$;
13. The mapping $\{t_i \rightarrow v_j\}$ is added to the log event semantic dictionary $D$;
14. RETURN $v_j$;

5.3. Bi-LSTM Training Algorithm

After the T-SBERT training is completed, the Bi-LSTM also needs to be trained for learning the normal log behavior patterns.
BILSTMDADMTrain(S, h): The log event prediction model training algorithm uses the sliding window training pairs generated from the sequence of log event semantic vectors (Definition 5) to train the Bi-LSTM model to obtain the log event prediction model Bi-LSTM-ADM. The initial sliding window length is h. The log event sequence \( T_i = \{e_1, e_2, \ldots, e_q\} \) will be converted into the log event semantic vector sequence \( S_i = \langle v_{e_1}, v_{e_2}, \ldots, v_{e_q}\rangle \) by Algorithm 2. Sliding with the size of the sliding window \( h \) to construct the training data pair (TDP), the sliding window is denoted as \( W(S_i, v_{e_i}) \). The training data pair TDP constructed by \( v_{e_{i+1}} \) is denoted as \( (w_i, v_{e_{i+1}}) \), and the training data pair TDP is stored in the list to form the training data pair list (TDPL). The Bi-LSTM model is trained with TDPL to obtain the log event prediction model Bi-LSTM-ADM, which is then used for log event prediction for further anomaly detection. The specific process of Bi-LSTM training to generate Bi-LSTM-ADM is shown in Algorithm 3.

**Algorithm 3: BILSTMDADMTrain (S, h)**

- **Input**: Sliding window length h, Log event semantic vector sequence set \( S = \{\langle v_{e_1,1}, v_{e_1,2}, \ldots, v_{e_1,q}\rangle, \langle v_{e_2,1}, v_{e_2,2}, \ldots, v_{e_2,q}\rangle, \ldots, \langle v_{e_t,1}, v_{e_t,2}, \ldots, v_{e_t,q}\rangle\} \)
- **Output**: Log prediction model Bi-LSTM-ADM

1. Initialize the TPDL = \( \emptyset \)
2. Initialize the Bi-LSTM model;
3. FOR \( S_i \in S \land i \in [1, f] \) DO
4. FOR \( j = h + 1, \ldots, q - 1 \) DO
5. According to Definition 5 to generate the log event semantic vector sliding window \( W(S_i, v_{e_i}) \);
6. IF \( W(S_i, v_{e_i}) = \emptyset \) THEN
7. CONTINUE;
8. END IF
9. Generate the TDP = \( (w_i, v_{e_{i+1}}) \) and add the TDPL;
10. END FOR
11. END FOR
12. Using TPDL as training datasets to train Bi-LSTM to generate Bi-LSTM-ADM;
13. RETURN Bi-LSTM-ADM;

5.4. Anomaly Detection Algorithm

In the anomaly detection stage, the log will be detected using the T-SBERT model, log event semantic matching algorithm, and Bi-LSTM-ADM model.

LogADSBERTDetect(\( S_j, h, \xi, \) Bi-LSTM-ADM): In the anomaly detection implementation algorithm, for the sequence of log events \( T_i = \{e_1, e_2, \ldots, e_q\} \) to be detected, the sliding windows set of log event semantic vectors \( W_{e_i} \) is generated using Algorithms 1 and 2. The set consisting of semantic vectors of log events corresponding to \( W_{e_i} \) is denoted as \( V_{e_{i+1}} \). The prediction set of result vectors obtained from the input of \( W_{e_i} \) to the Bi-LSTM-ADM is \( R_{e_{i+1}} = \{r_{e_{i+1}} \mid j \in [h, q]\} \). Given the threshold \( \xi \), the sequence anomaly determination method is as follows: for all \( v_{e_{i+1}} \in V_{e_{i+1}} \) and \( r_{e_{i+1}} \in R_{e_{i+1}} \), if the similarity between \( v_{e_{i+1}} \) and \( r_{e_{i+1}} \) is greater than \( \xi \), then it is determined that there is no anomaly in \( T_i \); otherwise, there is an anomaly in \( T_i \). The specific process of log anomaly detection algorithm implementation is shown in Algorithm 4.
Algorithm 4: LogADSBERTDetect ($S_i$, $h$, $\xi$, Bi-LSTM-ADM)

Input: Sequence of log event semantic vectors $S_i = \langle v_{e_1}, v_{e_2}, \ldots, v_{e_q} \rangle$, Sliding window size $h$, Threshold value $\xi$, Bi-LSTM-ADM model

Output: TRUE-normal/FALSE-abnormal

1. FOR $j = h, h + 1, \ldots, q - 1$ DO
2.   Generate the event semantic vector sliding window $W(S_i, v_{e_j})$ and add the value $v_{e_{j+1}}$ into $V_{e_{j+1}}$;
3.   IF $W(S_i, v_{e_j}) = \emptyset$ THEN
4.     CONTINUE;
5.   END IF
6.   Input $W(S_i, v_{e_j})$ into Bi-LSTM-ADM to obtain the prediction vector $r_{e_{j+1}}$;
7.   Add $r_{e_{j+1}}$ to the set of prediction result vectors $R_{e_{j+1}}$;
8.   IF $\text{Similarity}(v_{e_{j+1}}, r_{e_{j+1}}) < \xi$ THEN
9.     RETURN FALSE;
10.  END IF
11.  END FOR
12.  RETURN TRUE;

6. Evaluation

In this section, we evaluate the proposed LogADSBERT by conducting experiments on the real log datasets. We implement the LogADSBERT together with the existing log anomaly detection methods based on deep learning, such as DeepLog [19] and LogAnomaly [20].

6.1. Experimental Setting

6.1.1. Evaluation Metrics

The evaluation metrics for this experiment are the false positive, false negative, precision, recall, and F1-Score.

1. False positive: the number of normal log sequences marked as abnormal, which are denoted as FP.
2. False negative: the number of abnormal log sequences marked as normal, which are denoted as FN.
3. Precision: the proportion of log sequences with real anomalies that are correctly marked out; the computation of precision is shown in Equation (1).
   \[
   \text{Precision} = \frac{TP}{TP + FP} \tag{1}
   \]
4. Recall: the proportion of log sequences with real anomalies that are successfully marked; the computation of recall is shown in Equation (2).
   \[
   \text{Recall} = \frac{TP}{TP + FN} \tag{2}
   \]
5. F1-Score: the reconciliation average of the detection result accuracy and detection result completeness, which is denoted as F1-Score; the calculation of F1-Score is shown in Equation (3).
   \[
   \text{F1-Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{3}
   \]

6.1.2. Environment and Hyperparameters

The operating system of the experimental equipment is Windows 10 64-bit, the memory size is 32 GB, the CPU is AMD Ryzen 5 3600 4.2 Ghz six cores and twelve threads, and the GPU is Nvidia GTX 1660S. The IDE is PyCharm 2021 with python 3.6. The Sentence-BERT model, Bi-LSTM model, and Self-Attention mechanism were constructed based on the framework of Pytorch 1.4. The experimental comparison method is DeepLog, LogAnomaly.
The experimental parameters were set according to the characteristics of the log data, the structure of the model, and the final experimental results. We tried a variety of different parameter combinations and found that the following parameters can achieve the best detection results. Table 1 shows the specific hyperparameter Settings.

Table 1. Experimental hyperparameters.

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Batch size</td>
<td>2048</td>
</tr>
<tr>
<td>Epoch</td>
<td>300</td>
</tr>
<tr>
<td>l (Neural network layers)</td>
<td>2</td>
</tr>
<tr>
<td>α (Hide layer cell size)</td>
<td>64</td>
</tr>
<tr>
<td>h (Sliding window size)</td>
<td>10</td>
</tr>
</tbody>
</table>

6.1.3. Experimental Datasets

The log datasets used in this experiment come from Hadoop Distributed File System (HDFS) [34] and OpenStack [35]. The HDFS log dataset comes from more than 200 of Amazon’s EC2 nodes and contains 11,175,629 log entries. The OpenStack log datasets platform project contains 1,335,318 log entries. We selected some of the data that have been processed by domain experts for our experiments. The duplicate logs were removed from the log dataset. The log data needed to be further parsed and processed before it could be used for our experiments. We used the open-source log parser LogParser to parse logs. According to relevant research in the field, the unsupervised or semi-supervised learning methods can avoid data imbalance and data noise to a certain extent using normal log data as training data, and they can improve the accuracy and efficiency of detection. Therefore, we chose normal logs as the training data. The specific information of the log sequence is shown in Table 2.

Table 2. Setup of log datasets.

<table>
<thead>
<tr>
<th>Log Datasets</th>
<th>Number of Sessions</th>
<th>Number of Log Events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training Data</td>
<td>Normal</td>
</tr>
<tr>
<td>HDFS</td>
<td>7333</td>
<td>14,296</td>
</tr>
<tr>
<td>OpenStack</td>
<td>514</td>
<td>4904</td>
</tr>
</tbody>
</table>

6.2. Result

1. Precision, Recall, and F1-Score

Figure 2 shows the precision, recall, and F1-Score of LogADSBERT on the HDFS dataset. It indicates that LogADSBERT is better than DeepLog and LogAnomaly in all performance metrics. In the F1-Score, LogADSBERT improves by 7.0% and 4.3% compared to DeepLog and LogAnomaly, respectively. There are improvements in both precision and recall for LogADSBERT. Specifically, LogADSBERT improves 8.8% and 5.1% more than DeepLog in precision and recall, respectively. Moreover, LogADSBERT improves 5.5% and 3.0% more than LogAnomaly in precision and recall, respectively.

Figure 3 illustrates the precision, recall, and F1-score of the three methods on the OpenStack dataset. The performance of LogADSBERT compared to DeepLog and LogAnomaly on the OpenStack dataset is more pronounced than on the HDFS dataset. There is already a more pronounced gap between LogADSBERT and the better-performing method, LogAnomaly, in terms of precision and F1-Score, with a difference of 7.1% and 7.0%, respectively. In addition, LogADSBERT achieves 100% in terms of recall performance, whereas the other methods achieve more than 90%.
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**Figure 2.** Accuracy on HDFS.

Figure 3 illustrates the precision, recall, and F1-score of the three methods on the OpenStack dataset. The performance of LogADSBERT compared to DeepLog and LogAnomaly on the OpenStack dataset is more pronounced than on the HDFS dataset. There is already a more pronounced gap between LogADSBERT and the better-performing method, LogAnomaly, in terms of precision and F1-Score, with a difference of 7.1% and 7.0%, respectively. In addition, LogADSBERT achieves 100% in terms of recall performance, whereas the other methods achieve more than 90%.

**Figure 3.** Accuracy on OpenStack.

According to the above analysis, LogADSBERT is superior to DeepLog and LogAnomaly in precision, recall and F1-Score. The reason is that LogADSBERT based on the Sentence-BERT model can capture more important log semantic features, and Bi-LSTM with an attention mechanism can enhance the extraction of the logs’ semantic features to improve the accuracy of the anomaly detection.

2. Statistics of FP and FN

Tables 3 and 4 show the number of FP and FN of LogADSBERT, DeepLog, and LogAnomaly on the data set HDFS and OpenStack, respectively.

**Table 3.** Statistics on the number of FP and FN on the HDFS dataset.

<table>
<thead>
<tr>
<th>Evaluation Metrics</th>
<th>DeepLog</th>
<th>LogAnomaly</th>
<th>LogADSBERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>False positive (FP)</td>
<td>451</td>
<td>303</td>
<td>59</td>
</tr>
<tr>
<td>False negative (FN)</td>
<td>265</td>
<td>174</td>
<td>47</td>
</tr>
</tbody>
</table>

**Table 4.** Statistics of the number of FP and FN on the OpenStack dataset.

<table>
<thead>
<tr>
<th>Evaluation Metrics</th>
<th>DeepLog</th>
<th>LogAnomaly</th>
<th>LogADSBERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>False positive (FP)</td>
<td>107</td>
<td>61</td>
<td>28</td>
</tr>
<tr>
<td>False negative (FN)</td>
<td>34</td>
<td>29</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3 shows the number of FP and FN of the three methods on the HDFS dataset. The FP and FN of DeepLog and LogAnomaly are both significantly higher than those of LogADSBERT. Compared to the worst-performing method DeepLog, the FP and FN of
LogADSBERT are reduced by 244 and 127, respectively, which means that LogADSBERT makes an 80.5% and 80.0% improvement in the FP and FN, respectively.

Table 4 shows the number of FP and FN of the three methods on the OpenStack dataset. The result is similar to that shown in Table 3. The number of FP and FN in LogADSBERT is obviously less than that of DeepLog and LogAnomaly. It indicates that LogADSBERT outperforms DeepLog and LogAnomaly in the FP and FN metrics on the OpenStack dataset.

3. Effects of different parameters on LogADSBERT

The experiments on the effect of different parameters on the precision, recall, and F1-Score of LogADSBERT needed to be carried out using a control variable. For simplicity, the more commonly used HDFS dataset was adopted in the experiment. The results of the experiment are shown in Figures 4–7.

![Figure 4. Number of log events: \( t \).](image)

![Figure 5. Sliding window size: \( h \).](image)

![Figure 6. Number of neural network layers: \( l \).](image)
We once again used precision, recall, and F1-Score as the performance metrics, and the comparison methods employed DeepLog and LogAnomaly. The set of log events in the training stage covers the system log datasets and contains 13 log events, and the number of newly added log events was 33. DeepLog does not provide a solution for newly added log events, and here, it was set to mark the log sequence as abnormal when the newly added log events were detected. The results of the experiments are shown in Table 5.

Table 5. Experimental results of new log event injection.

<table>
<thead>
<tr>
<th>Evaluation Metrics</th>
<th>DeepLog</th>
<th>LogAnomaly</th>
<th>LogADSBERT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.409</td>
<td>0.552</td>
<td>0.937</td>
</tr>
<tr>
<td>Recall</td>
<td>0.976</td>
<td>0.932</td>
<td>0.928</td>
</tr>
<tr>
<td>F1-Score</td>
<td>0.577</td>
<td>0.694</td>
<td>0.932</td>
</tr>
</tbody>
</table>

Figure 4 shows the effect of $t$ on the three performance metrics of LogADSBERT. When $t = 40$, the performance of LogADSBERT is optimal, and when $t = 45$, the performance of the method decreases, but overall, the effect is not significant. Figure 5 shows the effect of the sliding window size $h$ on the three performance metrics of LogADSBERT, where the accuracy of LogADSBERT is gradually improved as $h$ increases. As shown in Figures 6 and 7, the effects of the number of neural network layers $l$ and the hidden layer unit size $a$ on the LogADSBERT’s precision, recall, and F1-Score all reach the highest rate at $l = 2$ and $a = 64$. In summary, under the conditions of different hyperparameters of the number of log events $t$, sliding window size $h$, the number of neural network layers $l$, and the size of the hidden layer $a$, LogADSBERT can ensure the stability of the overall performance and obtain a high accuracy, which means that LogADSBERT is robust. In this way, it can cope with the various uncertainties and complex factors that need to be faced in the actual network system application scenario to achieve accurate and stable anomaly detection.

4. Performance comparison of new log event injection

In order to further validate the robustness and effectiveness of LogADSBERT, we conducted experiments involving the addition of new log events on the HDFS dataset. We once again used precision, recall, and F1-Score as the performance metrics, and the comparison methods employed DeepLog and LogAnomaly. The set of log events in the training stage covers the system log datasets and contains 13 log events, and the number of newly added log events was 33. DeepLog does not provide a solution for newly added log events, and here, it was set to mark the log sequence as abnormal when the newly added log events were detected. The results of the experiments are shown in Table 5.

Table 5 shows that for LogADSBERT, two of the evaluation metrics, precision and F1-Score, were significantly better than for the other two methods. In particular, the F1-Score reached 93.2%, which is 23.8% higher than LogAnomaly. Since LogADSBERT is based on the semantic features of log events for log anomaly detection, the new log events will be matched by a T-SBERT-based log event semantic matching algorithm to obtain the most similar log event semantic representations, so it can vastly reduce the impact of new log events on the anomaly detection results. Additionally, in the experiments, DeepLog was set to detect all log sequences of the new log events as abnormal log sequences, which would certainly lead to a significantly better DeepLog detection rate compared with the other methods, but this setting made the number of FP too high and, consequently, both
the precision and F1-Score were much lower than for the other methods. The solution strategy of LogAnomaly for new log events is to replace the log events by calculating the Euclidean distance with the already determined log events; however, this method does not represent the new log events well, and when the number of new log events is too large, the overall performance decreases rapidly. In summary, LogADSBERT, a log anomaly detection method based on Sentence-BERT, maintains strong robustness in the scenario of adding new log events.

7. Conclusions

In this paper, to solve the existing problems of log anomaly detection methods based on deep learning, we proposed a Sentence-BERT-based log anomaly detection method, LogADSBERT. The proposed anomaly detection model trained by inputting the log event corpus not only extracts the log event information containing semantic features, but also obtains the most relevant log event semantic information based on the log event semantic matching algorithm for the newly added log events. The proposed method shows improved accuracy compared to the existing anomaly detection methods, and it also shows robustness when new log events are added.

With the rapid development of software systems, log anomaly detection needs to be updated and iterated to meet new requests. In the future, the following aspects should be focused on: (1) optimizing the preprocessing of log data to improve the efficiency of anomaly detection; and (2) realizing multimodal log anomaly detection, where log anomaly detection integrates multiple types of log data to conduct joint analysis and processing to improve the accuracy and robustness of anomaly detection.
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