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Abstract: The success of touristic businesses, attractions, and destinations heavily relies on travel agents’ recommendations, which significantly impact client satisfaction. However, the underlying recommendation process employed by travel agents remains poorly understood. This study presents a conceptual model of the recommendation process and empirically investigates the influence of tourism categories on agents’ destination recommendations. By employing collaborative filtering-based recommendation systems and comparing various algorithms, including matrix factorization and deep learning models, such as the bilateral variational autoencoder (BiVAE) and light graph convolutional neural network, this research provides insights into the performance of different techniques in the context of tourism. The models were evaluated using a tourism dataset and assessed through a range of metrics. The results indicate that the BiVAE algorithm outperformed others in terms of ranking and prediction metrics, underscoring the significance of considering multiple measurements and exploring diverse techniques. The findings have practical implications for tourism marketers seeking to influence travel agents and offer valuable insights for researchers investigating this domain. Additionally, the proposed model holds potential for applications in travel recommendation systems, including attraction recommendations.
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1. Introduction

Since millions of people visit different destinations every year, arranging a trip might be difficult for travelers. Although the internet has made it simpler for users to plan their vacations, the increasing volume of online content can make it challenging to promptly find appropriate locations and activities. With increasing demand in the tourism industry, meeting the needs and desires of customers has become crucial. To address this issue, researchers have implemented recommendation systems (RSs) using various techniques [1].

Artificial intelligence and machine learning have played significant roles in RS development by enabling computers to learn from large datasets and provide personalized recommendations to users. Mainly, RSs gather data to build their recommendations and predict which items are worth recommending to a user. Different RSs predict the utility of a recommendation in different ways, depending on their recommendation algorithm [1,2].

RSs can help organize vast amounts of data on the internet by considering users’ reviews and examining their previous history. The recommendation methodologies can be classified into many distinct categories such as collaborative filtering (CF), content-based filtering (CB), hybrid filtering, demographic RS, knowledge-based RS, risk-aware recommender RS, social network RS, and context-aware RS [3]. Generally, CF and CB are two common approaches employed in RSs. CF recommends items to users based on their past user behavior and the behavior of similar users, whereas CB involves analyzing the
characteristics of different activities to make recommendations [2]. CF was shown to be effective in several investigations and outperformed other techniques [4].

In recent years, there has been significant growth in the number of studies and amount of research on RSs. These studies have applied various research methodologies, which result in a diverse range of outcomes in different contexts. Results obtained depend on various factors such as the source of the dataset, preference elicitation protocol, data preprocessing techniques, types of features used, and the intended RS applications.

Tourism recommendations must consider the context of a user’s trip, such as the time of year, weather, and category (e.g., sports, events, relaxation, and nature). To provide relevant suggestions, this contextual information should be integrated into recommendations. In this study, to examine its impact on agents’ recommendations, we incorporated the tourism category.

Although there have been a significant number of design studies published in this field, RSs face several challenges that can affect their accuracy and effectiveness in providing relevant recommendations to users. One of the key challenges is the cold-start issue, where the system struggles to provide recommendations for new users or items with limited data. Another challenge is the sparsity problem, where the system has limited or incomplete data regarding users and items, making it challenging to provide accurate recommendations [5]. In this study, we aimed to examine some of the challenges in tourism RSs, specifically the recommendation process employed by travel agents.

This study introduces a conceptual model that explores the recommendation process and examines the impact of tourism categories on agents’ destination recommendations. The research employs collaborative filtering-based recommendation systems and conducts a comparative analysis of different algorithms, including matrix factorization, bilateral variational autoencoder (BiVAE), and light graph convolutional neural network. By doing so, the study offers valuable insights into the effectiveness of various techniques within the tourism context.

The study is structured as follows: Section 2 describes the research problematic. Section 3 presents the related work on RSs and the methods used in tourism. Section 4 presents a description of the investigated algorithms. Section 5 discusses the experiment and methodology applied in this work. Section 6 contains the analysis and results. Section 7 includes the conclusion and future work.

2. Research Problematic

Travel agents play a significant role in influencing client satisfaction and the success of touristic businesses, attractions, and destinations. However, the recommendation process that travel agents use is not well understood, which can hinder tourism marketers seeking to influence travel agents and researchers interested in studying this area.

We can outline these issues that motivate our research into a (i) lack of understanding of the recommendation process employed by travel agents; the (ii) influence of travel agents on client satisfaction and the success of touristic businesses, attractions, and destinations; (iii) limited knowledge hindering tourism marketers in influencing travel agents effectively; and a (iv) research gap in comprehensively studying the recommendation process utilized by travel agents. By examining these challenges, our research aims to provide insights into the recommendation process employed by travel agents, offer practical implications for tourism marketers seeking to influence travel agents, and contribute to the existing body of knowledge in this area.

To address this knowledge gap, we proposed a conceptual model of the recommendation process and empirically investigated the impact of tourism category on agents’ destination recommendations. We also compared the performance of different recommendation algorithms, including matrix factorization and deep learning models, such as bilateral variational autoencoder (BiVAE) and light graph convolutional neural network (LightGCN), on a tourism dataset using various metrics. Our analysis showed that the BiVAE algorithm performed the best in ranking and prediction metrics, which highlights
the importance of considering multiple measurements and exploring different techniques to address a problem.

3. Related Work

Tourism is a social, cultural, and economic phenomenon associated with the movement of people to places outside their usual residence for personal or business-related reasons [6]. RSs in the tourism field help individuals filter all the information stored online to locate suitable places to visit [7]. Various studies have focused on the different types of RSs in tourism [8,9]. Moreover, we discussed the contextual aspects of tourism in RSs.

3.1. Contextual Aspects of Tourism

Khan et al. [10] suggest a categorization of contextual aspects in tourism RSs. The RS framework was categorized into five distinct categories, each catering to specific aspects of RSs, as follows:

- **Time-Based Frameworks** that leverage temporal information, such as the time of day, day of the week, or even the season, to improve the precision of recommendations.
- **Activity-Based Frameworks** that identify various human activities for tailored recommendations. These activities include low-level activities like eating, reading, and listening to music and high-level activities, including social interactions and outdoor explorations.
- **Location-Based Frameworks** that utilize technologies like GPS to estimate a user’s geographical position and aid travelers in unfamiliar regions.
- **Social-Based Frameworks** that consider social constructs and user interactions such as individual preferences, social connections, tags, and social descriptions gathered from various sources like websites, social networks, and online forums.
- **Multi-Dimensional Frameworks** that consider multiple contextual factors including weather conditions, user mood, and specific user interests. This approach acknowledges contextual variables that can significantly impact user preferences for accurate recommendations.

3.2. Tourism and RSs

In this section, different research aspects of such types related to tourism RSs, including CF and knowledge-based and hybrid systems, are briefly discussed. Table 1 summarizes the related work in tourism RSs.

3.2.1. Collaborative Filtering

CF is one of the most commonly used techniques in tourism RSs [11]. The CF method recommends tourist destinations according to their relevance to tourists’ preferences [12]. In CF, users’ interests are predicted based on the interests of other users who resemble them. This is performed by analyzing the user’s interactions with the item and determining commonalities in the data that can be utilized to predict which item a user may like [2]. There are two types of CF: memory-based and model-based. Memory-based RSs conduct recommendations by connecting directly to the database, whereas model-based RSs employ machine learning and transaction data to build a model that can provide recommendations [13].

Machine learning is widely used in various fields, such as tourism RSs, to enhance their efficiency [11]. For instance, Jomsri [8] applied machine learning and analytic hierarchy process techniques to develop a system that guides boat travel destinations in Om Non-Canal, Thailand. The model collects historical data for each user’s travel from the user location, and K-means clustering is applied to create models for grouping tourists based on the brief history that each traveler identified. The analytical hierarchy process is then applied to rank the tourist attractions according to the information from experienced travelers. The Spearman correlation coefficient is employed to measure the relationship between the order of attractions attained from the model and tourists, and it was equivalent to 0.93 in the test of ranking 30 places, which indicates that the rank from the model is correct and matches the order of the tourists.
Another study by Yoon et al. [12] proposed a real-time travel RS for tourism (R2Tour). The R2Tour employs a machine learning model that considers situational factors, including temperature and tourist profiles, to recommend the top five most popular tourist destinations nearby. The authors experimented with six different machine learning algorithms to evaluate the effectiveness of the system using information regarding Jeju Island’s tourist attractions, including K-nearest neighbors, support vector machine, random forest, voting, XGBoost, and LightGBM. XGBoost and LightGBM models had very similar results, with LightGBM outperforming the other models with 77.3% accuracy, 0.773 micro-F1, and 0.415 macro-F1. Moreover, the classification of tourist activity patterns utilizing XGBoost based on real-time context resulted in the highest accuracy of 80.6%, micro-F1 of 0.806, and macro-F1 of 0.73.

3.2.2. Knowledge-Based RS

A knowledge-based RS makes recommendations based on user queries and rating history. It asks the user to give some rules or instructions to search for it through the database and produce the results. It can use real-time and context-aware techniques to recommend relevant items to users. The primary distinction between the two is the data they utilize to make recommendations. Real-time RSs are designed to provide recommendations for immediate user behavior data [14].

Sittisaman et al. [15] present a real-time tourism information RS on a smartphone (RTIRS) by applying a responsive web design. Their proposed system comprised three parts: spatial and temporal ontologies, the responsive web design using Bootstrap framework, and the system architecture using PHP and SPARQL. Two experiments were carried out. In the first experiment, they searched for an attraction place for tourists, and the RTIRS displayed correct search results along with a route from the user’s location. In the second experiment, a real-time tourism information recommendation test was conducted where RTIRS recommended tourism details according to the geographical coordinates of the user. Their proposed system obtained good results with an F-score of 95.88%.

3.2.3. Hybrid Systems

Due to the difficulty in dealing with the size of the required data and the cold-start problem caused by CF [16], several works have combined multiple approaches to balance the problems that are associated with each method. For example, Brodeala et al., in [9], built an RS that is dedicated to recommending accessible tourism destinations to ease the process of end-to-end holiday planning for people with disabilities. They took user reviews from public websites, such as TripAdvisor, and disability descriptions from dedicated websites as a starting point. Their chosen approach was a hybrid system that was built from collaborative, CB, knowledge-based, and multi-objective approaches.

Bourgais et al. [16] also used a hybrid system that combined CF and CB approaches, along with a rule-based approach that considered the user’s time of visit, the number of people present, or their financial status concerning the trip. They attempted to address the overspecialization issue in the tourism domain via semantic trajectory. Their concept was to employ semantic information and conduct logical reasoning beforehand to increase the score of points of interest (POIs) along the computed trajectories. They provided a use case example of the overall process in Rouen, France, and showed that their proposed method provided diversity among the recommended POIs.

Forouzandeh et al. [7] combined the artificial bee colony (ABC) algorithm with the fuzzy TOPSIS method to recommend the best tourist destination for users according to their preferences. They applied their methodology to a TripAdvisor dataset collected from Facebook that contained 1015 online questionnaires. They used precision, recall, and F1 metrics to illustrate the effectiveness of the proposed approach and compared the results with other algorithms, namely, CB, CF standard, and collaborative systems, which contain several algorithms called tourism RS-related algorithms. Their findings indicated that the proposed method performed best. In the first phase, the TOPSIS model was employed to define
places with the highest score, which produced a positive ideal solution that was represented by a four-column matrix. During the second stage, the ABC algorithm began to examine the destinations and recommended the shortest destinations to the user’s ideal location.

Other research presented different techniques published in the tourism field. For instance, Shao X. et al. [17] proposed a sentiment-aware multi-modal topic model to mine the multi-modal latent semantics of the data on the travel website. The system was applied to two personalized recommendation applications, namely, the single-platform traveling recommendation and the inter-platform traveling recommendation. Two datasets were constructed to validate the two platforms, namely, TripAdvisor and Trip website. Features such as part of speech, word tagging function from NLP, and SIFT-Bow were used. For the experiment evaluation, 24 university students volunteered to label the returned recommendation list as if it was relevant to the query or not. Evaluation results based on the online travel website revealed the enhanced performance of their method with an improvement in the precision equal to 0.06.

Zhao et al. [18] proposed the Photo2Trip system, which is a visual feature-enhanced tour RS that employs the visual contents and CF models. Their work was intended to cover the lack of work that considers the visual content information for tour recommendations. The Photo2Trip system comprised three parts: photos from Flickr website, visual features generated using the visual toolbox, and user input constraints. A dataset from Yahoo! was used in the proposed system with 100 M photos and videos. The proposed model outperformed the baseline model with an increase of 8.0% in the average F1-score, which shows the effectiveness of integrating CB into predicting visit interests in trip planning.

Context-aware RSs use contextual information, such as location, weather conditions, and user profile, to recommend items that are specific to the user’s needs and preferences [19]. Camacho et al. [20] tested a synthetic dataset on four recommendation models, namely, CB, demographic-based, popularity-based, and CF approaches, each employed with specific algorithms. They proposed an ontology-based context-aware travel RS application using these models at various maturity levels. They used field-aware factorization machines (FFMs) for CF to easily include context awareness, which yielded the best performance with a mean average precision (MAP) of 0.18.

Another research paper conducted by Nan et al. [11] introduced a collaborative mining and filtering process for context-aware travel recommendations. The performance of their approach was compared to other methods, which include methods—time measurement, average true range, and context-aware fuzzy-ontology-based tourism recommendation system. The process was assessed on a dataset that included flights, hotels, and user information regarding travel destinations from several sources. For the evaluation metrics, they applied accuracy, data processing rate, mining time, and overhead. Their findings indicated effective results with a high accuracy of 8.26%, a high data handling rate of 7.41%, a reduction of 10.47% in mining time, and a reduction of 12.35% in overhead.

Han et al. [21] proposed a tourist attraction recommendation model that combines spatial, temporal, and visual embeddings using Flickr-geotagged photos as a data source and a matrix factorization RS. They used Word2Vec to model the spatial and temporal factors. They obtained a precision of 0.1557 and recall of 0.3114.

Many challenges must be addressed in RSs, including cold-start and sparsity problems. Moreover, RSs must handle the problem of scalability, as they must process large amounts of data and provide real-time recommendations to users. The accuracy of recommendations can also be affected by the quality of input data and bias in the data or algorithm. Another challenge is the privacy issue; considering that RSs often collect and use personal data to provide recommendations, it raises data privacy and security concerns. Finally, RSs must also address the issue of diversity, given that providing the same type of recommendations to users can lead to a lack of novelty and user dissatisfaction [16].
As shown in Table 1, several studies have used a CF approach in combination with other models to enhance the efficiency of RSs in the tourism field [11,16,18,20]. Machine learning techniques have also demonstrated effective results with multiple algorithms, such as XGBoost and LightGBM [12]. Furthermore, most of the studies were observed to be dedicated to either the ranking or prediction tasks. As for the evaluation metrics, most studies used accuracy in their models. Therefore, this study will train the dataset on different CF techniques for ranking and prediction tasks. We will evaluate the results using accuracy along with different metrics that will be discussed in the following section.
4. Description of the Investigated Algorithms

In this study, we selected the BiVAE, LightGCN, SAR, SVD, and NMF algorithms to analyze the recommendation process and assess the influence of tourism categories on agents’ destination recommendations. The rationale behind these selections is as follows:

BiVAE was chosen for its ability to capture complex patterns and dependencies through variational autoencoder architecture. LightGCN was selected for its efficiency and scalability in handling large-scale recommendation datasets using graph convolutional networks. SAR was included for its real-time recommendation generation and computational efficiency, combining social- and item-based approaches. SVD was chosen as a baseline method due to its simplicity and interpretability, using straightforward matrix factorization. NMF was included to explore non-negative matrix factorization techniques and their effectiveness in recommendation analysis.

By including this diverse set of algorithms, we aim to comprehensively assess and compare their performance within the context of tourism. Each algorithm brings unique characteristics and strengths that contribute to a comprehensive analysis of the recommendation process in the tourism domain.

4.1. LightGCN Model

Neural graph collaborative filtering (NGCF) is a method for modifying graph convolutional networks in RSs. LightGCN, a condensed version of NGCF, is also available. The final embedding is the weighted sum of the embeddings acquired at all layers, which LightGCN acquires by continuously propagating user and item embeddings on the user–item interacting network [22].

4.2. SAR Model

The simple algorithm for recommendation (SAR) is based on consumer transaction history. It is a quick, scalable, and adaptive system for customized recommendations that works by identifying similarities among items and proposing related products to those that a user already has a preference for [23].

4.3. SVD Model

The singular value decomposition (SVD) model takes a rectangular matrix of gene data expression and factors it into a real or complex matrix. SVD reflects the growth of the initial data in a diagonal covariance matrix-based coordinate system [24].

4.4. NMF Model

Non-negative matrix factorization (NMF) is a statistical method that enables us to reduce the size of the input corpus. It employs the factor analysis method to assign smaller weights to words with less coherence. The NMF model has a two-layer directed graphic structure, comprising observed and hidden random variables [25].

4.5. BiVAE Model

The bilateral variational autoencoder (BiVAE) model integrates two inference models, user-based and item-based, parameterized by neural networks, with a generative model of dyadic data. It can be implemented as either a user-side or item-side Bayesian variational autoencoder [26].

5. Proposed Methodology

This study presents a conceptual model of the recommendation process and empirically investigates the influence of tourism categories on agents’ destination recommendations. By examining RS challenges in the context of tourism, our research aims to provide insights into the recommendation process employed by travel agents and offer practical implications for tourism marketers seeking to influence travel agents.
In this research, we applied the CF approach using various techniques to predict hotel ratings and recommend the most relevant tourist attractions for the user. To our knowledge, this dataset has only been examined by one study to use different RS approaches and evaluate their performance [20].

For our experiment, we evaluated the effectiveness of different CF techniques in predicting ratings and recommending the top 10 relevant tourist attractions to the user. Figure 1 illustrates the procedures applied in our work. First, we chose the tourism dataset. Next, we applied four CF algorithms designed to rank and predict hotel ratings. For ranking, we used the bilateral, LightGCN, and SAR models. For rating prediction, we employed two matrix factorization techniques, namely, SVD and NMF.

Afterward, we evaluated the performance of each algorithm using different metrics and compared their results. The matrix factorization techniques were intended to produce high accuracy, not for top-rank predictions. Nevertheless, to assess the performance with other models, we also presented ranking metrics such as MAP and normalized discounted cumulative gain (NDCG).

The following subsections present the experiment details, including parameters used in the proposed RS models, and the evaluation metrics used to evaluate the performance of our models.

5.1. RS Model Hyperparameter

We trained the models using different CF algorithms on the tourism dataset. We split the dataset for all models into a ratio of training (75%) and testing (25%) datasets using a stratified split based on items.

The number of seeds for all models and the maximum number of epochs were set to 42 and 15, except for BiVAE and LightGCN, for which the maximum numbers of epochs were set to 50 and 5. For ranking metrics, we used k = 10 (top 10 item recommendations for the user). Table 2 shows the settings for each algorithm, which were adjusted to obtain the optimal results for each model.
Table 2. Hyperparameter settings for the proposed RS models.

<table>
<thead>
<tr>
<th>Method</th>
<th>Recommender Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiVAE</td>
<td>Latent_dem = 50, encoder_dems = [50], act_func = “tanh”, likelihood = “gaus”, batch_size = 120, learning_rate = 0.1</td>
</tr>
<tr>
<td>LightGCN</td>
<td>N layers = 2, batch size = 500, decay = 0.0001, Embed size = 35, learning rate = 0.1</td>
</tr>
<tr>
<td>SAR</td>
<td>Time decay formula = True, Time decay coefficient = 30, Time now = None, Similarity type = “lift”</td>
</tr>
<tr>
<td>Matrix factorization (SVD and NMF)</td>
<td>N factors = 200, verbose = True, Random state = 42</td>
</tr>
</tbody>
</table>

5.2. Evaluation Metrics

Numerous studies have utilized metrics such as root mean squared error (RMSE) or mean absolute error (MAE) for performing regression on 1–5 ratings [20], whereas others have used machine learning classification metrics such as precision, recall, and accuracy. In our proposed experiments, we evaluated all models primarily using precision and recall metrics, besides other metrics as shown below.

5.2.1. Ranking Metrics

Precision is a measure of the model’s efficiency, specifically the level of correct predictions it makes. It is calculated using Equation (1) [27].

$$\text{Precision} = \frac{\text{Correctly recommended items}}{\text{Total recommended items}} = \frac{TP}{TP + FP} \tag{1}$$

Recall, also known as the true positive rate, is the proportion of data points from an important class that a machine learning model correctly identifies as being among all samples from that class. It calculates the percentage of actual positive labels that the model accurately identified [27]. Recall can be calculated using Equation (2):

$$\text{Recall} = \frac{\text{Correctly recommended items}}{\text{Total useful recommended items}} = \frac{TP}{TP + FN} \tag{2}$$

MAP is a statistic used to assess models for object detection. It calculates the mean of average precision values across recall values between 0 and 1 by computing the AP across all classes and/or total IoU levels [28]. Assuming that $U$ is a user, $m$ is a rating interaction, and $R_{jk}$ is the assembly of ranked items, MAP can be calculated using Equation (3):

$$\text{MAP}(U) = \frac{1}{|U|} \sum_{j=1}^{m} \sum_{k=1}^{1} \text{Precision}(R_{jk}) \tag{3}$$

NDCG is a measure of the ranking system’s effectiveness that considers the order in which relevant items appear in the ranked list. It is based on the idea that higher-ranked items should receive more credit than lower-ranked items. NDCG is commonly used to evaluate the performance of search engines, RSs, and other information retrieval systems [28].

Assuming that $IDCG$ is the ideal discounted cumulative gain that calculated ideal relevance order, $m$ is a rating interaction, and $r_i$ represents hit (1 or 0) when an item is in its ranking position, $\text{NDCG@K}$ can be calculated using Equation (4):

$$\text{nDCG@K} = \frac{1}{IDCG} \times \sum_{i=1}^{K} \frac{2^r_i - 1}{\log_2(i + 1)} \tag{4}$$
5.2.2. Predicting/Rating Metrics

RMSE is commonly used to assess the accuracy of forecasts. It represents the Euclidean distance between the measured true values and the forecasts. It is frequently employed in climatology, forecasting, and regression analysis to validate experimental results [29].

MAE measures the quantity of measurement error, which is the difference between the measured value and the true value. It is a measure of the average size of errors in a set of forecasts, without considering their direction. MAE is employed to evaluate the effectiveness of a regression model and is calculated as the average absolute difference between the predicted and actual values [29].

5.2.3. Run-Time Performance

This refers to the time taken to train a model and to use it for predicting or recommending K items, measured in seconds.

6. Experiments and Results

6.1. Dataset Analysis

The tourism dataset describes the services offered by hotels to tourists. It contains synthetically generated data that can be used for training RSs, as well as demographic information regarding the users, item categories, and user ratings.

This dataset was created using a synthetic data generation methodology that employed different techniques, including Gaussian copulas and fuzzy logic inference systems.

The dataset is publicly available on Kaggle [30], and it comprises four CSV files: icat, rats, ufeat, and user_info. The icat file contains item information, including a unique identifier name, category, and implicit quality used to generate user ratings. The rats file contains user ratings of items, whereas the ufeat file contains user demographic information such as age, gender, and region. The user_info file contains user information such as first and last name and email, all of which are synthetic data.

The dataset contains 345,000 ratings provided by 100,000 users who rated 23 items. This dataset can be used by researchers to develop and evaluate RSs in the tourism domain.

Figure 2 presents the quality score for each category in the dataset.

![Figure 2. Average quality score for each category of items.](image-url)
6.2. Results and Discussion

Table 3 presents the performance of the four techniques applied to the CF approach on the dataset. N/A is employed to indicate the unavailability of data. The highest score for each metric is underlined.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training Time (S)</th>
<th>MAP@10</th>
<th>nDCG@10</th>
<th>Precision@10</th>
<th>Recall@10</th>
<th>RMSE@10</th>
<th>MAE@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiVAE</td>
<td>357.50</td>
<td>0.18</td>
<td>0.26</td>
<td>0.06</td>
<td>0.51</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>LightGCN</td>
<td>851.02</td>
<td>0.15</td>
<td>0.24</td>
<td>0.06</td>
<td>0.51</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SAR</td>
<td>0.83</td>
<td>0.12</td>
<td>0.18</td>
<td>0.03</td>
<td>0.39</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SVD</td>
<td>3.98</td>
<td>0.15</td>
<td>0.24</td>
<td>0.05</td>
<td>0.50</td>
<td>0.76</td>
<td>0.59</td>
</tr>
<tr>
<td>NMF</td>
<td>29.43</td>
<td>0.12</td>
<td>0.21</td>
<td>0.05</td>
<td>0.47</td>
<td>1.69</td>
<td>1.42</td>
</tr>
</tbody>
</table>

Figure 3 displays the distribution of results for four models in terms of ranking metrics—precision, recall, MAP, and NDCG. The results show that the BiVAE model outperformed all other models with a 0.18 MAP, 0.26 NDCG, 0.06 precision, and 0.51 recall.

This is a good result for this dataset, as previously reported by Camacho et al., who achieved the same MAP value of 0.18 using the FFM model, which was most successful with CF in comparison to other models. We also observe that LightGCN had the same highest results in terms of precision and recall as BiVAE, making it the second most effective model for this dataset. Moreover, LightGCN and SVD produced the same results, with an MAP value of 0.15 and an NDCG value of 0.24.

To assess the performance of the BiVAE, LightGCN, and SAR models, we only used the ranking metrics as these models are designed for recommending related items to users rather than predicting explicit ratings for user–item pairs. Meanwhile, we applied the prediction metrics (RMSE and MAE) only to the matrix factorization models SVD and NMF as the matrix factorization algorithm was developed to predict ratings as close as possible to their actual values.

Figure 4 shows that SVD achieves a lower error rate with an RMSE and MAE of 0.76 and 0.59, respectively, which indicates a good result. This suggests that on average, the error in predicted ratings is less than one. Furthermore, the RMSE of both models is slightly higher than the MAE: SVD achieved an RMSE and MAE of 0.76 and 0.59, and NMF achieved an RMSE and MAE of 1.69 and 1.42, respectively. This is expected since higher errors are penalized more.
Additionally, the training time durations of the models were examined, as illustrated in Figure 5. The LightGCN model exhibited the longest training time, requiring 851.02 s, while the SAR model demonstrated exceptional efficiency with a training duration of only 0.83 s. The BiVAE model, with a training time of 357.50 s, outperformed the LightGCN model in all evaluated metrics. Notably, the BiVAE model consistently demonstrated superior performance across all metrics, showcasing its efficacy within the context of our study. Conversely, the SAR model exhibited comparatively weaker performance when compared to the other models. These findings highlight the superior performance of the BiVAE model and emphasize the potential limitations of the SAR model in our specific investigation. As part of our future work, we aim to incorporate alternative models and further refine our proposed model to enhance its overall performance in the recommendation process.

In comparing our work with the related research, we observed that the BiVAE model outperformed all other models in terms of ranking metrics such as precision, recall, MAP, and NDCG. This result is similar to the findings of Camacho et al. [20], who achieved an MAP value of 0.18 using the FFM model, which was the most successful collaborative filtering (CF) model in their study.

7. Conclusions

In this paper, we proposed recommendation models to provide new insights into the tourism field using various algorithms, including BiVAE, LightGCN, SAR, SVD, and NMF models. The models were assessed with different types of metrics, such as ranking and prediction. Our analysis suggested that the BiVAE algorithm is the most beneficial for this type of dataset as it achieved the highest score in both metrics.
Therefore, we consider BiVAE to be an appropriate RS for this study. Conversely, the SAR model had the worst performance compared to other models. We also measured the training time taken by each model and reported the results in seconds. From the analysis, we noticed that the LightGCN model took significantly more time than other models, with a difference of 851.02 s. Meanwhile, BiVAE took less time (357.50 s) and performed better.

These findings demonstrate the importance of considering multiple measurements when conducting an RS, and they show the value of exploring different techniques to address a problem. Our suggested model can also be used for travel recommendation applications, including attraction recommendations. For future plans, we will develop our work by incorporating different models, such as knowledge-based models, and enhancing the overall performance of the model.
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