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Abstract: This paper introduces an efficient solution for designing a unified VLSI implementation for type IV DCT/DST while solving one challenging problem in obtaining high performance VLSI chips for common goods, which is solving the security of the hardware while obtaining a VLSI implementation with high performance. The new solution uses a new systolic array algorithm for type IV DST that can allow us to obtain an efficient unified VLSI architecture with one previously designed for type IV DCT. The proposed method uses special arithmetic structures that have been called quasi-cycle convolutions that can be efficiently mapped on linear systolic arrays. Moreover, the obtained unified VLSI architecture, besides being an efficient implementation with a low hardware complexity and high-speed performance, allows for an efficient inclusion of the obfuscation technique with very low overheads.
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1. Introduction

In the past years, there have been some fields, for example, telemedicine, of growing interest, and these fields involve an efficient transmission of data at distance. For such a kind of medicine, an important aspect is data compression using the discrete cosine transform, type IV (DCT-IV), or the discrete sine transform, type IV (DST-IV).

The type IV discrete cosine and sine transforms introduced by Jain [1] have some important applications, such as spectral analyses, signal and image coding, implementation of orthogonal overlapping transforms, internet audio/video streaming, filter banks, etc. [2–5], and can be used as good candidates in data compression. Both of these two transforms are computationally intensive and, in real-time applications, are of great importance in finding efficient hardware implementations.

To obtain good VLSI implementation, it is necessary to cleverly reformulate the basic expression of these algorithms or to define new ones. To obtain this, we have taken into consideration that, for an optimal implementation of these DSP algorithms, it is vital to investigate the flow of the data within the algorithm structure and to consider computational structures with a special form [6–11], such as cyclic convolution, circular correlation, quasi-cycle convolutions, quasi-circular correlations, band convolution, or band correlation and, at the same time, reduce the overall arithmetic complexity. All of these computational structures can be used to design optimal implementations using systolic arrays [12] or distributed arithmetic [13].
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In our days, due to the globalization of the design of integrated circuits, many companies must use IP cores from many international companies in order to optimize the cost. Due to this, IC piracy, overbuilding, and reverse engineering represent major challenges for electronics engineering [14,15]. Thus, companies that produce pirated IC chips can produce more chips at a lower cost. Also, untrusted companies can obtain valuable IP information by reverse engineering and can illegally use it in their chips. Thus, it is important to integrate hardware security techniques in the new designs, but this can introduce large overheads, which, in the case of common goods, represent a real problem.

There are multiple hardware security augmenting techniques, but in this paper we have chosen obfuscation [16–19] due to its simplicity and efficiency. We have used a mode-based obfuscation based on the control flow, in which we can use the properties of the control flow to simplify functional modes that lead to an incorrect operation to obfuscate the correct one. Thus, only for the correct key are the suitable control signals applied, and, for the other combinations, incorrect control signals are applied.

There are very many good VLSI implementations for type II and type III DCT, and quite a few good hardware implementations for type IV DCT or type IV DST [20–29]. Among them, there are only a few unified solutions that can efficiently execute both transforms using a large portion of the area in common on the same chip [20–22,28].

Related Works

In this section, we present and summarize the most relevant VLSI implementations from the last 10 years.

In [24], the authors present a VLSI architecture for DCT IV where two systolic arrays operate in parallel, as opposed to our solution, wherein we have three systolic arrays working in parallel with a higher speed performance.

The above solutions have not been designed to incorporate hardware security techniques.

In [26], is the authors presented a VLSI architecture for type IV DST with the same length, $N = 13$, whereas we have eight linear systolic arrays with three PEs for each one, and we are using general multipliers. The number of multipliers is $2(N - 1)$.

In [28], is the authors presented a unified VLSI architecture for type IV DCT/DST that is the best reported in the literature, whereas we have eight computational structures implemented using eight short systolic arrays and where $2(N - 1)$ general multipliers and $2(N - 1)$ adders have been used. Because it uses general multipliers with a higher hardware complexity as compared to multipliers with a constant, it has a significantly higher hardware complexity.

The reference [29] is about a VLSI implementation of DCT IV. Since the VLSI algorithm for type IV DCT has been used with our proposed VLSI algorithm for DST IV for unification, it has similar performance as our unified VLSI architecture, while our solution computes both transforms using the same chip with a similar hardware complexity as that used for DCT IV presented in [29].

The architectures described in [26,28,29] have been developed to facilitate the incorporation of hardware security techniques.

In this paper, we are using the obfuscation technique presented in [15] and a new VLSI algorithm for type IV DST that allows us to obtain a unified VLSI architecture having a significantly lower hardware complexity than existing architecture using only six regular and modular computation structures, called quasi-cycle convolutions, that can be computed in parallel. Also, it can allow an optimal incorporation of the hardware security with very low overheads.

Some important contributions of the paper are:

- A new VLSI algorithm for type IV DST using only six special computation structures that allow an efficient VLSI implementation, called quasi-cycle convolutions, as compared with that in [28], where eight such structures are used.
The new VLSI algorithm for type IV DST can be used to obtain a significantly reduced hardware complexity as compared to existing ones by using multiplications where one operand is a constant instead of the usual case where the hardware complexity of the multiplier is significant higher.

A new unified VLSI algorithm for type IV DCT and DST has been obtained that leads to an efficient unified VLSI architecture, in which most of the chip area is used in common by the two transforms.

The obtained unified VLSI architecture allows the inclusion of hardware security with very low overheads.

The rest of the paper is organized as follows: In Section 2, we present the new VLSI algorithm for type IV DST together with a unified version based on a previously designed algorithm for type IV DCT that allows for the designing of a unified VLSI architecture for type IV DCT/DST in an optimal way. In Section 3, we present the obtained unified VLSI architecture for type IV DCT/DST, which can execute both transforms on the same VLSI architecture with very few changes, and, at the same time, it allows for the incorporation of hardware security in an optimal way. In Section 4, we present the results, and in Section 5, we discuss the obtained solution. Finally, in Section 6, we draw the conclusions.

2. Methods

2.1. A New VLSI Algorithm for DST IV

For a real input sequence \( x(i) : i = 0,1,\ldots,N-1 \), type IV DST (DST-IV) is defined as below:

\[
Y(k) = \sqrt{2/N} \cdot \sum_{i=0}^{N-1} x(i) \cdot \sin[(2i + 1)(2k + 1)\alpha/2]
\]

where \( k = 0,1,\ldots,N-1 \), and where

\[
\alpha = \frac{\pi}{2N}
\]

To efficiently reformulate (1) with the goal of obtaining a new VLSI algorithm with an efficient implementation, we have introduced several auxiliary input and output sequences, and the obtained sequences have been permuted appropriately based on the properties of the Galois Field. We have obtained a parallel form of the algorithm in which some computation structures with a particular form have been used.

The output sequence \( \{Y(k) : k = 1,2,\ldots,N-1\} \) can be computed using the following equation, as detailed in Appendix A:

\[
Y(k) = x_a(0) \cdot \sin[(2k + 1)\alpha/2] + 2Y_a^s(k) \cdot \cos[(2k + 1)\alpha/2]
\]

for \( k = 1,\ldots,N-1 \), where we have introduced an auxiliary output sequence \( \{Y_a(k) : k = 1,2,\ldots,N-1\} \) that can be computed recursively as follows:

\[
Y_a^s(0) = \sum_{i=0}^{N-1} (-1)^i x_a(i) \sin i\alpha
\]

\[
Y_a^s(k) = T_a^s(k) - Y_a^s(k-1)
\]

where \( T_a^s(k) \) is computed using Equations (26) and (34) and in which we have introduced the auxiliary input sequence \( \{x_a(i) : i = 0,\ldots,N-1\} \), which is recursively computed as follows:

\[
x_a(N-1) = x(N-1)
\]

\[
x_a(i) = (-1)^i x(i) + x_a(i + 1)
\]

for \( i = N-2,\ldots,0 \).
The new auxiliary output sequence \( \{T^S(k); k = 1,2,\ldots,N - 1 \} \) can be computed using 6 short computational structures, called quasi-cycle convolutions, that can be implemented using 6 linear systolic arrays having \( M/2 \) processing elements (PEs) if the transform length \( N \) is a prime number where \( N = 2M + 1 \). In the following, we have considered the prime length \( N = 13 \). Thus, in the following, we are using 6 such short computational structures that can be implemented using 6 systolic arrays with 3 PEs.

We are introducing the following auxiliary input sequence:

\[
x^C(i + j) = x^C(i) + x^C(j)
\]

with

\[
x^C(i) = x_a(i) \cdot \cos i\alpha
\]

We have the following matrix–vector product that computes a partial result, which is used in the computation of the transform outputs, as will be presented later:

\[
T^S_{1a} = \begin{bmatrix}
x^C(4 + 9) & -x^C(3 + 10) & -x^C(1 + 12) \\
-x^C(1 + 12) & x^C(4 + 9) & x^C(3 + 10) \\
x^C(3 + 10) & -x^C(1 + 12) & -x^C(4 + 9)
\end{bmatrix}
\begin{bmatrix}
s_a(1) \\
s_a(2) \\
s_a(3)
\end{bmatrix}
\]

with:

\[
s_a(1) = s(4) - s(5)
\]

\[
s_a(2) = s(3) + s(6)
\]

\[
s_a(3) = s(1) + s(2)
\]

in which:

\[
s(i) = 2 \cdot \sin 4i\alpha
\]

We also have:

\[
T^S_{1b} = \begin{bmatrix}
x^C_b(2,4) & x^C_b(3,5) & -x^C_b(1,6) \\
-x^C_b(1,6) & x^C_b(2,4) & -x^C_b(3,5) \\
-x^C_b(3,5) & -x^C_b(1,6) & -x^C_b(2,4)
\end{bmatrix}
\begin{bmatrix}
s_b(1) \\
s_b(2) \\
s_b(3)
\end{bmatrix}
\]

with:

\[
x^C_b(2,4) = x^C(2 + 11) - x^C(4 + 9)
\]

\[
x^C_b(3,5) = x^C(3 + 10) + x^C(5 + 8)
\]

\[
x^C_b(1,6) = -[x^C(1 + 12) - x^C(6 + 7)]
\]

and

\[
s_b(1) = s(4)
\]

\[
s_b(2) = s(3)
\]

\[
s_b(3) = s(1)
\]

The third computational structure is given by:
with:

\[ s_1(1) = s(3) - s(5) \]  
(23)

\[ s_1(2) = s(1) - s(6) \]  
(24)

\[ s_1(3) = s(2) + s(4) \]  
(25)

Finally, we can compute the even part of the auxiliary output sequence \( T^\delta(k) \) combining the results of the quasi-cycle convolutions from above as follows:

\[
\begin{bmatrix}
T^\delta(4) \\
T^\delta(8) \\
T^\delta(10) \\
T^\delta(6) \\
T^\delta(12) \\
T^\delta(2)
\end{bmatrix} = \begin{bmatrix}
T^\delta_{1a}(1) + T^\delta_{1b}(1) \\
T^\delta_{1a}(1) - T^\delta_{1b}(2) \\
-T^\delta_{1a}(2) - T^\delta_{1b}(2) \\
T^\delta_{1a}(2) - T^\delta_{1b}(3) \\
T^\delta_{1a}(3) + T^\delta_{1b}(3) \\
-T^\delta_{1a}(3) - T^\delta_{1b}(1)
\end{bmatrix}
\]  
(26)

Then, we obtain the 4th one with:

\[
\begin{bmatrix}
T^\delta_{2a}
\end{bmatrix} = \begin{bmatrix}
x^c(4 - 9) & x^c(3 - 10) & x^c(1 - 12) \\
x^c(1 - 12) & x^c(4 - 9) & -x^c(3 - 10) \\
-x^c(3 - 10) & x^c(1 - 12) & -x^c(4 - 9)
\end{bmatrix} \cdot \begin{bmatrix}
s_a(1) \\
s_a(2) \\
s_a(3)
\end{bmatrix}
\]  
(27)

in which

\( x^c(i - j) = x^c(i) - x^c(j) \)  
(28)

and the 5th quasi-cycle convolution as follows:

\[
\begin{bmatrix}
T^\delta_{2b}
\end{bmatrix} = \begin{bmatrix}
x^c(2,4) & -x^c(3,5) & -x^c(1,6) \\
-x^c(1,6) & x^c(2,4) & x^c(3,5) \\
x^c(3,5) & -x^c(1,6) & -x^c(2,4)
\end{bmatrix} \cdot \begin{bmatrix}
s_b(1) \\
s_b(2) \\
s_b(3)
\end{bmatrix}
\]  
(29)

with:

\( x^c(2,4) = x^c(2 - 11) - x^c(4 - 9) \)  
(30)

\( x^c(3,5) = x^c(3 - 10) + x^c(5 - 8) \)  
(31)

\( x^c(1,6) = x^c(1 - 12) + x^c(6 - 7) \)  
(32)

The 6th quasi-cycle convolution is computed as follows:

\[
\begin{bmatrix}
T^\delta_{2c}
\end{bmatrix} = \begin{bmatrix}
x^c(2 - 11) & x^c(5 - 8) & -x^c(6 - 7) \\
-x^c(6 - 7) & -x^c(2 - 11) & x^c(5 - 8) \\
x^c(5 - 8) & x^c(6 - 7) & -x^c(2 - 11)
\end{bmatrix} \cdot \begin{bmatrix}
s_c(1) \\
s_c(2) \\
s_c(3)
\end{bmatrix}
\]  
(33)

And finally, we obtain the odd part of the sequence \( T^\delta(k) \) by combining the results of the above computational structures as follows:
\[
\begin{bmatrix}
T^S(9) \\
T^S(5) \\
T^S(3) \\
T^S(7) \\
T^S(1) \\
T^S(11)
\end{bmatrix}
= \begin{bmatrix}
-T^S_{2a}(1) - T^S_{2b}(1) \\
-T^S_{2a}(1) + T^S_{2b}(2) \\
T^S_{2a}(2) + T^S_{2b}(2) \\
-T^S_{2a}(2) + T^S_{2b}(3) \\
-T^S_{2a}(3) - T^S_{2b}(3) \\
T^S_{2a}(3) + T^S_{2b}(1)
\end{bmatrix}
\] (34)

Using the auxiliary input sequences and the recurrence given by (6) and (7) and the two auxiliary output sequences, and then reordering the resulted computations using the properties of the Galois Field, we can compute in parallel the DST IV transform using 6 short quasi-cyclic convolutions structures instead of 8 such computational structures as in [28].

2.2. A Unified VLSI Algorithm for DCT/DST IV

Using the above VLSI algorithm for DST IV and a previous VLSI algorithm for DCT IV [29], we can obtain a unified VLSI algorithm for DCT/DST IV presented below.

The output sequence \( Y(k): k = 1, 2, \ldots, N-1 \) can be computed as follows:

\[
Y(k) = x_a(0) \cdot c^u_0 + 2Y^u_a(k) \cdot \cos[(2k + 1)a/2]
\] (35)

for \( k = 1, \ldots, N - 1 \), where the auxiliary input sequence \( \{x_a(i): i = 0, \ldots, N - 1\} \) is computed as in Equations (6) and (7) and where:

\[
c^u_0 = \begin{cases} 
\sin[(2k + 1)a/2] & \text{for DST IV} \\
\cos[(2k + 1)a/2] & \text{for DCT IV}
\end{cases}
\] (36)

and where we have used an auxiliary output sequence \( \{Y^u_a(k): k = 1, 2, \ldots, N - 1\} \), which can be computed recursively as follows:

\[
Y^u_a(0) = \sum_{i=0}^{N-1} (-1)^i x_a(i) \cdot c^u(i)
\] (37)

\[
Y^u_a(k) = T^u(k) - Y^u_a(k - 1)
\] (38)

where \( T^u(k) \) is computed using Equations (48) and (56) and with the following notation for the multiplying coefficient:

\[
c^u(i) = \begin{cases} 
\sin ia & \text{for DST IV} \\
\cos ia & \text{for DCT IV}
\end{cases}
\] (39)

The new auxiliary output sequence \( \{T^u(k): k = 1, 2, \ldots, N - 1\} \) can be computed in parallel using 6 computational structures for the case in which the length \( N \) is a prime number.

We introduce the following auxiliary input sequence:

\[
x^u(i + j) = x^u(i) + x^u(j)
\] (40)

with

\[
x^u(i) = \begin{cases} 
x_a(i) \cdot \cos ia & \text{for DST IV} \\
x_a(i) \cdot \sin ia & \text{for DCT IV}
\end{cases}
\] (41)

Thus, we have:

\[
T^u_{ia} = \begin{bmatrix}
x^u(4 + 9) & -x^u(3 + 10) & -x^u(1 + 12)
-x^u(1 + 12) & x^u(4 + 9) & x^u(3 + 10)
x^u(3 + 10) & -x^u(1 + 12) & -x^u(4 + 9)
\end{bmatrix}
\cdot
\begin{bmatrix}
s_a(1) \\
s_a(2) \\
s_a(3)
\end{bmatrix}
\] (42)

where \( s_{ia}(i) \) have the same expressions as in Equations (11)–(13).

We also have:
\[ T_{1k}^U = \begin{bmatrix} x_q^U(2,4) & x_q^U(3,5) & -x_q^U(1,6) \\ -x_q^U(1,6) & x_q^U(2,4) & -x_q^U(3,5) \\ -x_q^U(3,5) & -x_q^U(1,6) & -x_q^U(2,4) \end{bmatrix} \cdot \begin{bmatrix} s_h(1) \\ s_h(2) \\ s_h(3) \end{bmatrix} \] (43)

with:
\[ x_q^U(2,4) = x^U(2 + 11) - x^U(4 + 9) \] (44)
\[ x_q^U(3,5) = x^U(3 + 10) + x^U(5 + 8) \] (45)
\[ x_q^U(1,6) = -[x^U(1 + 12) - x^U(6 + 7)] \] (46)

and \( s_{1b}(i) \) as defined in Equations (19)–(21).

The third quasi-cycle convolution is given by:
\[ T_{1c}^U = \begin{bmatrix} x^U(2 + 11) & -x^U(5 + 8) & -x^U(6 + 7) \\ -x^U(6 + 7) & -x^U(2 + 11) & -x^U(5 + 8) \\ x^U(6 + 7) & x^U(6 + 7) & -x^U(2 + 11) \end{bmatrix} \cdot \begin{bmatrix} s_c(1) \\ s_c(2) \\ s_c(3) \end{bmatrix} \] (47)

with \( s_{1c}(i) \) as defined in Equations (23)–(25).

Finally, we obtain the even part of the sequence \( T^U(k) \) using the outputs of the computational structures from above as follows:
\[ T_{2a}^U = \begin{bmatrix} x^U(4 - 9) & x^U(3 - 10) & x^U(1 - 12) \\ x^U(1 - 12) & x^U(4 - 9) & -x^U(3 - 10) \\ -x^U(3 - 10) & x^U(1 - 12) & -x^U(4 - 9) \end{bmatrix} \cdot \begin{bmatrix} s_a(1) \\ s_a(2) \\ s_a(3) \end{bmatrix} \] (49)

with:
\[ x^U(i - j) = x^U(i) - x^U(j) \] (50)

and the 5th quasi-cycle convolution as follows:
\[ T_{2b}^U = \begin{bmatrix} x_q^U(2,4) & -x_q^U(3,5) & -x_q^U(1,6) \\ -x_q^U(1,6) & x_q^U(2,4) & x_q^U(3,5) \\ x_q^U(3,5) & -x_q^U(1,6) & -x_q^U(2,4) \end{bmatrix} \cdot \begin{bmatrix} s_h(1) \\ s_h(2) \\ s_h(3) \end{bmatrix} \] (51)

with:
\[ x_q^U(2,4) = x^U(2 - 11) - x^U(4 - 9) \] (52)
\[ x_q^U(3,5) = x^U(3 - 10) + x^U(5 - 8) \] (53)
\[ x_q^U(1,6) = x^U(1 - 12) + x^U(6 - 7) \] (54)

The 6th quasi-cycle convolution is computed as follows:
\[ T_{2c}^U = \begin{bmatrix} x^U(2 - 11) & x^U(5 - 8) & -x^U(6 - 7) \\ -x^U(6 - 7) & -x^U(2 - 11) & x^U(5 - 8) \\ x^U(5 - 8) & x^U(6 - 7) & -x^U(2 - 11) \end{bmatrix} \cdot \begin{bmatrix} s_c(1) \\ s_c(2) \\ s_c(3) \end{bmatrix} \] (55)
And finally, we obtain the odd part of the sequence $T^u(k)$ by combining the outputs of the above computational structures as follows:

\[
\begin{bmatrix}
T^u(9) \\
T^u(5) \\
T^u(3) \\
T^u(7) \\
T^u(1) \\
T^u(11)
\end{bmatrix}
= \begin{bmatrix}
-T_{za}(1) - T_{zb}(1) \\
-T_{za}(2) + T_{zb}(2) \\
T_{za}(2) + T_{zb}(2) \\
-T_{za}(2) + T_{zb}(3) \\
-T_{za}(3) - T_{zb}(3) \\
T_{za}(3) + T_{zb}(1)
\end{bmatrix}
\begin{bmatrix}
(56)
\end{bmatrix}
\]

A further optimization of the computations performed in Equations (48) and (56) can be performed by rearranging the order of the $T_{za}^u(i)$ and $T_{zb}^u(i)$ such that the expressions $\pm T_{za}^u(i) \pm T_{zb}^u(j)$ from Equation (48) and the expressions $\pm T_{za}^u(i) \pm T_{zb}^u(j)$ can be computed in order. This can be achieved by considering the permutation $\pi(i)$ described in Equation (57):

\[
\pi = \begin{pmatrix}
1 & 2 & 3 \\
3 & 1 & 2
\end{pmatrix}
\begin{equation}
(57)
\end{equation}
\]

and by denoting $P^u_{1c}(i) = T^u_{1c} \circ \pi(i)$ and $P^u_{2c}(i) = T^u_{2c} \circ \pi(i)$. Equations (48) and (56) can be re-written as:

\[
\begin{bmatrix}
T^u(4) \\
T^u(8) \\
T^u(10) \\
T^u(6) \\
T^u(12) \\
T^u(2)
\end{bmatrix}
= \begin{bmatrix}
T^u_{1a}(1) + T^u_{1b}(1) \\
T^u_{1a}(2) - T^u_{1b}(2) \\
-T^u_{1a}(2) - T^u_{1b}(2) \\
T^u_{1a}(3) - T^u_{1b}(3) \\
T^u_{1a}(3) + T^u_{1b}(3) \\
-P^u_{1c}(1) + T^u_{1b}(1)
\end{bmatrix}
\begin{bmatrix}
(58)
\end{bmatrix}
\]

\[
\begin{bmatrix}
T^u(9) \\
T^u(5) \\
T^u(3) \\
T^u(7) \\
T^u(1) \\
T^u(11)
\end{bmatrix}
= \begin{bmatrix}
-T^u_{2a}(1) - T^u_{2b}(1) \\
-T^u_{2a}(2) + T^u_{2b}(2) \\
T^u_{2a}(2) + T^u_{2b}(2) \\
-T^u_{2a}(3) + T^u_{2b}(3) \\
-T^u_{2a}(3) - T^u_{2b}(3) \\
P^u_{2c}(1) + T^u_{2b}(1)
\end{bmatrix}
\begin{bmatrix}
(59)
\end{bmatrix}
\]

Since $\pi(i)$ is a circular permutation, $P^u_{1c}(i)$ and $P^u_{2c}(i)$ can be obtained from Equations (47) and (55) by circularly permuting the lines of the matrices, as shown in Equations (60) and (61). It is important to observe that these permutations do not alter the property that all the elements along parallels to the main diagonal of the matrix are equal in absolute value, a property specific to quasi-cycle convolutions.

\[
P^u_{1c} = \begin{bmatrix}
-x^u(5 + 8) & x^u(6 + 7) & -x^u(2 + 11) \\
x^u(2 + 11) & -x^u(5 + 8) & -x^u(6 + 7) \\
-x^u(6 + 7) & -x^u(2 + 11) & -x^u(5 + 8)
\end{bmatrix} \cdot \begin{bmatrix}
s_c(1) \\
s_c(2) \\
s_c(3)
\end{bmatrix}
\begin{equation}
(60)
\end{equation}
\]

\[
P^u_{2c} = \begin{bmatrix}
x^u(5 - 8) & x^u(6 - 7) & -x^u(2 - 11) \\
x^u(2 - 11) & x^u(5 - 8) & -x^u(6 - 7) \\
-x^u(6 - 7) & -x^u(2 - 11) & x^u(5 - 8)
\end{bmatrix} \cdot \begin{bmatrix}
s_c(1) \\
s_c(2) \\
s_c(3)
\end{bmatrix}
\begin{equation}
(61)
\end{equation}
\]

3. The Proposed Unified VLSI Architecture for DCT/DST IV

3.1. Designing the VLSI Architecture

The proposed architecture is derived from a typical systolic array that implements a quasi-cycle convolution, as in [28]. Figure 1 describes the interface and the operation of a processing element (PE) from a systolic array that is used to implement a quasi-cycle convolution. The processing element has a multiplier with a constant at its core and an
adder/subtractor that implements the addition/subtraction based on the sign input. The multiplier with a constant is represented as a “\( x_c \)” block and drives the “0” input of the multiplexer. When the sign input is high, the multiplexer selects the inverted output of the multiplier, and an input carry bit is applied to the adder to obtain the two’s complement of the multiplier output.

Since the matrix–vector products in Equations (42) and (49), (43) and (51), (60) and (61) have, each two at a time, identical coefficient vectors, we can take advantage of the fact that the processing elements will have the same multipliers with a constant to reduce the area of the VLSI implementation.

The function of a processing element (PE) used in the systolic array

\[
\text{Processing element operation:}
\begin{align*}
x_o &= x_i \\
y_o &= \begin{cases} y_i + c \cdot x_i, & \text{sign} = 0 \\ y_i - c \cdot x_i, & \text{sign} = 1 \end{cases}
\end{align*}
\]

Instead of using two different systolic arrays to compute the \( T_{1a} \) and \( T_{2a} \) partial results samples, one can re-use the same systolic array to compute sequentially the samples of \( T_{1a} \) and the samples of \( T_{2a} \) (and the same considerations apply for \( T_{1b} \) and \( T_{2b} \) and \( P_{1c} \) and \( P_{2c} \), respectively). To obtain the partial results samples of \( T_{2a} \) at almost the same time as the samples of \( T_{1a} \), we propose applying the input samples for the computation of \( T_{2a} \) interleaved with the input samples for the computation of \( T_{1a} \), as illustrated in Figure 2, at the right side of the systolic array, the \( x_i \) input of PE1. To achieve the interleaved operation, compared to a typical quasi-cycle convolution implementation with systolic arrays, we had to double the number of delay elements at the output of each PE (except for the last PE along the chain), as represented by the thick vertical bars in Figure 2. The same considerations apply for the systolic arrays that implement Equations (43) and (51), (60), and (61), as shown in Figures 3 and 4.

The computation of the first output sample begins after the first four input samples have been loaded in the holding registers at the output of PE1 and \( x^U(4 + 9) \) reaches the input of the first PE. Due to the unequal number of delay elements along the input samples path \((x_i \rightarrow x_o)\) and partial results path \((y_i \rightarrow y_o)\), the partial results “travel” at twice the speed along the systolic array. By the time the first partial result \( x^U(4 + 9) \cdot s_a(1) \) reaches PE2 after two clock cycles, it “catches up” with the previously applied \( x^U(3 + 10) \) input sample and the partial result accumulates the term \(-x^U(3 + 10) \cdot s_a(2)\). After two more clock cycles, the partial result accumulates the final term of the \( T_{1a}^U(1) \) computation, \(-x^U(1 + 12) \cdot s_a(3)\). It can be observed that the computation of the partial results of the \( T_{1a}^U \) samples starts at even numbers of clock cycles. On the other hand, the computation of \( T_{2a}^U(1) \) starts when \( x^U(4 - 9) \) reaches the input of the first processing element after five clock cycles and continues by accumulating partial results every other clock cycle. Therefore, the computation of the partial results of the \( T_{2a}^U \) samples starts at odd numbers of clock cycles. Similar considerations apply to the operation of the systolic arrays in Figures 3 and 4.
Figure 2. Systolic array with interleaved operation for Equations (42) and (49). The vertical bars along the data flow arrows represent delay elements. The input samples of Equations (42) and (49) are applied in an interleaved manner, and the output samples of Equations (42) and (49) are obtained in an interleaved manner. $K[0:5]$ is part of the de-obfuscation key that controls the selection of the applied sign bits to the processing elements.

Figure 3. Systolic array with interleaved operation for Equations (43) and (51). $K[6:11]$ is part of the de-obfuscation key that controls the selection of the applied sign bits to the processing elements.
Figure 4. Systolic array with interleaved operation for Equations (60) and (61), resulting from Equations (47) and (55) by conveniently re-arranging the input samples. \( K[12:17] \) is part of the de-obfuscation key that controls the selection of the applied sign bits to the processing elements.

3.2. The Obfuscation Technique Used in the Proposed Design

The obfuscation technique employed in this work is a mode-based obfuscation technique [17,18]. A correct key, representing an 18-bit binary code, must be applied at the input of the obfuscation control blocks in Figures 2–4 for the unified DCT/DST core to produce the correct results. To obfuscate the operation of the systolic arrays, we have chosen three random permutations, \( \pi_1, \pi_2, \) and \( \pi_3 \) of the \( \{1, 2, \ldots, 9\} \) set:

\[
\pi_1 = \{1, 2, 3, 4, 5, 6, 7, 8, 9\}
\]

\[
\pi_2 = \{1, 2, 3, 4, 5, 6, 7, 8, 9\}
\]

\[
\pi_3 = \{1, 2, 3, 4, 5, 6, 7, 8, 9\}
\]

A four-way multiplexer is used to generate the obfuscated sign bit, \( \text{sgn}(i) \), for a certain PE. Each multiplexer’s selection bits are driven by two bits of the de-obfuscation key, \( K[2i + 1: 2i] \), where \( i \) is the number of the multiplexer, with \( i \in \{0, 8\} \), corresponding to one PE of the 3 systolic arrays. Figure 5 represents the four possible instances of a multiplexer based on the chosen combination of the key bits. For this work, we have considered a de-obfuscation key \( K = 0x27E91 \) (base 16 representation). In the case the wrong key is applied at the input of the obfuscation control block, a different sign input (one of the other 8 possible sign bits, based on the particular permutation corresponding to the selected MUX input) will be applied to the processing element.
The suggested obfuscation method is straightforward and comes with minimal overhead, which is especially important for mass production consumer goods. Moreover, it is difficult to distinguish the correct sign bits from the wrong ones because all the sign signals are selected from the same pool of signals (which are the sign signals corresponding to all processing elements). This amplifies the level of confusion and, consequently, the effectiveness of obfuscation, which can be highly advantageous, particularly in scenarios where reverse engineering is employed.

4. Results

As it can be seen from Section 2.1, we have designed a new VLSI algorithm for type IV DST that can be unified in a straightforward manner with a previous algorithm proposed by us in [29]. The obtained algorithm allows the decomposition of the computation of type IV DST using six computational structures that can operate in parallel. Compared with the best unified VLSI implementation of DCT/DST IV, where eight such computational structures are used, we have obtained a considerable reduction of the hardware complexity. Since the general multipliers have been replaced with multipliers where one operand is constant, a further reduction of the hardware complexity has been achieved.

As compared with the algorithm for DCT IV proposed in [29], our algorithm for DST IV has the following differences:

- the input sequences are replaced from $x_5(i - j) = x_5(i) - x_5(j)$, where $x_5(i) = x_a \cdot \sin i\alpha$ as in [29], to $x^C(i - j) = x^C(i) - x^C(j)$, where $x^C(i) = x_a \cdot \cos i\alpha$, as in Equation (9);
- certain constants involved in the multiplications in the post-processing stage change from $\cos i\alpha$ in [29] to $\sin i\alpha$, in Equation (4), and from $\cos((2k + 1)\alpha/2)$ in [29] to $\sin((2k + 1)\alpha/2)$ in Equation (3).

Thus, we have obtained the unified VLSI algorithm for type IV DCT/DST from Section 2.2 that can be used to implement an efficient VLSI unified architecture with minor differences in the pre-processing and post-processing stages.

Moreover, since the first matrix–vector product has the same constants as the 4th one and the 2nd one with the 5th one and the 3rd one, with the 6th one we can further considerably reduce the hardware complexity using an interleaving technique while maintaining high-speed performance because the delay on the critical path is very small ($3T_a$, where $T_a$ is the delay of an adder). Thus, two matrix–vector products having the same constant vector are executed on the same linear systolic array in an interleaving manner.

The constants involved can be represented in a fixed-point format using a signed-digit (SD) representation as in Table 1 and implemented using only adders/subtracters and shift operations that are implemented without any hardware cost by appropriate hardware interconnection.
Table 1. Signed-digit representation of multiplier coefficients $s_a(i)$, $s_b(i)$ and $s_c(i)$ from the processing elements of the systolic arrays implementing Equations (42), (43), (47), (49), (51), and (55).

| Multiplier Coefficient ($C$) | Representation | Approximate Fixed-Point Value ($\tilde{C}$) | $\log_2|C - \tilde{C}|$ | Number of Adders/Subtractors |
|------------------------------|----------------|-------------------------------------------|------------------------|-----------------------------|
| $s_a(1) = s(4) - s(5) = 2 \cdot (\sin 16\alpha - \sin 20\alpha)$ | $2^{-1} + 2^{-4} + 2^{-6} - 2^{-8}$ | 0.542968750000 | -10.3 | 3 |
| $s_a(2) = s(3) + s(6) = 2 \cdot (\sin 12\alpha + \sin 24\alpha)$ | $2^{1} - 2^{-1} - 2^{-5} - 2^{-8}$ | 2.46483750000 | -10.3 | 3 |
| $s_a(3) = s(1) + s(2) = 2 \cdot (\sin 4\alpha + \sin 8\alpha)$ | $2^{1} + 2^{1} + 2^{-4} + 2^{-6} - 2^{-9}$ | 2.576171875000 | -10.4 | 4 |
| $s_b(1) = s(4) = 2 \cdot \sin 16\alpha$ | $2^{1} - 2^{-3} - 2^{-8} - 2^{-10}$ | 1.87011718750 | -13.5 | 3 |
| $s_b(2) = s(3) = 2 \cdot \sin 12\alpha$ | $2^{1} - 2^{-6} + 2^{-10}$ | 1.98351562500 | -13.9 | 2 |
| $s_b(3) = s(1) = 2 \cdot \sin 4\alpha$ | $2^{0} - 2^{-4} - 2^{-7}$ | 0.92968750000 | -12.0 | 2 |
| $s_c(1) = s(3) - s(5) = 2 \cdot (\sin 12\alpha - \sin 20\alpha)$ | $2^{-1} + 2^{-3} + 2^{-5} + 2^{-8} - 2^{-10}$ | 0.65917968750 | -17.0 | 4 |
| $s_c(2) = s(1) - s(6) = 2 \cdot (\sin 4\alpha - \sin 24\alpha)$ | $2^{-1} - 2^{-4} + 2^{-6} - 2^{-9}$ | 0.45117187500 | -11.5 | 3 |
| $s_c(3) = s(2) + s(4) = 2 \cdot (\sin 8\alpha + \sin 16\alpha)$ | $2^{2} - 2^{-1} + 2^{-6} + 2^{-11}$ | 3.5161328125 | -13.1 | 3 |

Table 2 summarizes the synthesis results of the unified DCT/IV/DST IV core using Cadence’s Genus synthesis tools and NCSU’s 15nm FreePDK [30] process design kit with NanGate’s standard cell library [31] under different clock period constraints. The parameterized input data width and output data width has been set to 8 bits.

The first five lines have almost identical results in terms of area and static power due to the synthesis being under-constrained and the tool finding almost identical solutions (which is also reflected in almost the same delay along the critical path). We have presented these five results as distinct due to the dynamic power being evaluated at the constrained clock frequency, which is different for the five netlists, to better emphasize the dependence of the dynamic power on the clock frequency.

The last entry in the table represents the highest clock frequency for which the constraints have still been met. It can be observed that the type IV DCT/DST hardware accelerator core can potentially operate at a frequency of 7.29 GHz (pre-place and route estimation) while dissipating 16.7 mW of dynamic power. For more stringent power constraints (e.g., in mobile devices) one can choose a lower operating frequency.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>50 ns/20 MHz</td>
<td>218</td>
<td>277.8</td>
<td>443.1</td>
<td>505.4</td>
<td>1226.2</td>
<td>60,831</td>
<td>34.9</td>
<td>0.04 at 20 MHz</td>
</tr>
<tr>
<td>10 ns/100 MHz</td>
<td>218</td>
<td>277.8</td>
<td>443.1</td>
<td>505.4</td>
<td>1226.2</td>
<td>60,831</td>
<td>34.9</td>
<td>0.2 at 100 MHz</td>
</tr>
<tr>
<td>1 ns/1 GHz</td>
<td>218</td>
<td>280.1</td>
<td>445.2</td>
<td>505.4</td>
<td>1230.7</td>
<td>61,053</td>
<td>35.1</td>
<td>1.8 at 1 GHz</td>
</tr>
<tr>
<td>300 ps/3.33 GHz</td>
<td>219</td>
<td>281.5</td>
<td>446.1</td>
<td>505.2</td>
<td>1232.7</td>
<td>61,154</td>
<td>35.2</td>
<td>6.0 at 3.33 GHz</td>
</tr>
<tr>
<td>250 ps/4 GHz</td>
<td>219</td>
<td>281.9</td>
<td>446.4</td>
<td>505.2</td>
<td>1233.4</td>
<td>61,190</td>
<td>35.2</td>
<td>7.2 at 4 GHz</td>
</tr>
<tr>
<td>200 ps/5 GHz</td>
<td>196</td>
<td>304.1</td>
<td>461.2</td>
<td>505.2</td>
<td>1270.5</td>
<td>63,029</td>
<td>36.2</td>
<td>9.5 at 5 GHz</td>
</tr>
<tr>
<td>175 ps/5.71 GHz</td>
<td>175</td>
<td>326.6</td>
<td>484.3</td>
<td>505.2</td>
<td>1316.1</td>
<td>65,291</td>
<td>37.7</td>
<td>11.3 at 5.71 GHz</td>
</tr>
<tr>
<td>150 ps/6.67 GHz</td>
<td>150</td>
<td>351.9</td>
<td>533.4</td>
<td>505.2</td>
<td>1390.5</td>
<td>68,984</td>
<td>41.1</td>
<td>14.2 at 6.67 GHz</td>
</tr>
<tr>
<td>137 ps/7.29 GHz</td>
<td>137</td>
<td>379.0</td>
<td>597.0</td>
<td>505.2</td>
<td>1481.1</td>
<td>73,479</td>
<td>45.3</td>
<td>16.7 at 7.29 GHz</td>
</tr>
</tbody>
</table>

From Table 2, it can be seen that our unified VLSI architecture for type IV DCT and DST has a reduced hardware complexity of about 1250 µm² and a low power of 0.04 mW at 20 MHz, but due to the fact that the delay on the critical path is under 200 ps, we can also obtain high-speed performance using pipelining and increasing the clock frequency (up to 7 GHz). Due to the fact that the main advantage of the unified VLSI architecture is its low hardware complexity/power, it can be used in such applications with restricted resources.
Table 3 summarizes the post place and route results for the unified DCT IV/DST IV core. The place and route (PnR) has been performed using Cadence’s Innovus PnR tool for the most constrained five netlists obtained at the synthesis step. Out of the five considered netlists, for the last three netlists, the PnR tool has found a solution with a slightly higher critical path delay for a similar area reported by the synthesis tool. Analyzing the PnR results, one can observe the penalty incurred in terms of operating frequency and dynamic power compared to the synthesis results for a similar area. Still, even for the most constrained design, the achievable operating frequency is close to the one predicted by the synthesis tool: 6.89 GHz vs 7.29 GHz, with a relative difference of 5.5%. One can observe that the reported dynamic power is more significantly underestimated by the synthesis tool: 16.7 mW at 7.29 GHz reported from synthesis compared to 22.9 mW at 6.89 GHz, equivalent to a 45.5% relative difference (extrapolating the PnR dynamic power consumption to the same 7.29 GHz operating frequency).

Table 3. Post place and route results for the unified DCT IV/DST IV core.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>30.12</td>
<td>219.88</td>
<td>4.55</td>
<td>191.26</td>
<td>1083.80</td>
<td>1275.1</td>
<td>41.9</td>
<td>12.1</td>
</tr>
<tr>
<td>200</td>
<td>0.29</td>
<td>199.71</td>
<td>5.01</td>
<td>194.72</td>
<td>1103.41</td>
<td>1298.1</td>
<td>43.2</td>
<td>14.0</td>
</tr>
<tr>
<td>175</td>
<td>−4.51</td>
<td>179.51</td>
<td>5.57</td>
<td>199.53</td>
<td>1130.64</td>
<td>1330.2</td>
<td>45.1</td>
<td>16.0</td>
</tr>
<tr>
<td>150</td>
<td>−9.19</td>
<td>159.19</td>
<td>6.28</td>
<td>212.87</td>
<td>1206.29</td>
<td>1419.2</td>
<td>49.9</td>
<td>19.4</td>
</tr>
<tr>
<td>137</td>
<td>−8.14</td>
<td>145.14</td>
<td>6.89</td>
<td>225.88</td>
<td>1279.97</td>
<td>1505.8</td>
<td>55.5</td>
<td>22.9</td>
</tr>
</tbody>
</table>

5. Discussion

5.1. Discussion about the Main Features of the Proposed Solution

Using a new VLSI algorithm for type IV DST, we have obtained an area-efficient unified VLSI implementation for type IV DCT/DST where most of the chip is used in common by the two transforms. The hardware complexity has been considerably reduced as compared with the best unified solution reported in the literature, presented in [30]. Moreover, the resulting unified VLSI architecture can efficiently incorporate the mode-based obfuscation technique with very low overheads. Using a parallel reformulation and a systolic array architecture paradigm, we have obtained a significant reduction of the hardware complexity and high-speed performances by exploiting concurrency both as parallelism and pipelining. The hardware complexity has been reduced by an efficient use of interleaving and by reducing the number of computational structures from eight to only six. High-speed performance has been obtained not only by using concurrency but also by reducing the delay on the critical path to as low as 137 ps. This allows the increase in the clock frequency until 7.29 GHz, as can be seen from Table 2. In the applications where high-speed performances are not mandatory, we can reduce the clock frequency, and due to its low hardware complexity, we can obtain a low power implementation with a power consumption of only 0.04 mW.

Equations (42), (43), (49), (51), (60), and (61) can be mapped to only six special arithmetic structures (a matrix–vector product with a specific form) where all the elements of the vectors are constant. This allows an efficient implementation with a low hardware complexity and high-speed performance since we are using only multipliers with a constant that can be implemented with only a few adders and subtractors. This feature has been used to further reduce the hardware complexity and, at the same time, to obtain high-speed performance through a significant reduction of the critical path delay.

The interleaving technique has been efficiently used to reduce the hardware complexity by half because three computational structures out of six use the same multiplier constants as the other three. Because the six systolic arrays can be separated into three groups of arrays having processing elements with multipliers with the same constants,
we have applied a hardware sharing technique that allows us to replace of six systolic arrays with only three and process the input samples in an interleaved manner.

Therefore, as it has been shown, the proposed VLSI algorithm can be mapped to only three systolic arrays resulting from the merge of the six due to the possibility of processing the input samples from two computational structures in an interleaved manner. Due to its good topology, the proposed design is well adapted to the VLSI technology, allowing for an efficient implementation.

Also, as shown in Section 3.2, the obfuscation method has been introduced with very low overheads and consists of only nine one-bit MUXs with four inputs and one output.

5.2. Comparison with Similar Solutions

When comparing to existing unified VLSI architectures for DCT/DST IV, we can see that, in [22], the throughput is significantly lower due to the fact that we have three shorter systolic arrays operating in parallel, in contrast with two longer systolic arrays in [22]. The hardware core in [22] has $N$ general multipliers and $N$ adders as compared with $3(N - 1)/4$ multipliers, with a constant and $3(N - 1)/4$ adders in the proposed solution. Moreover, the solution proposed in [22] does not incorporate the obfuscation technique.

As compared with the unified VLSI architecture presented in [28], which is the best reported in the literature, we have a significant reduction in the hardware complexity from $2(N - 1)$ general multipliers and $2(N - 1)$ adders in the hardware core at only $3(N - 1)/4$ multipliers and $3(N - 1)/4$ adders.

As compared with [32], we have a significant reduction of the hardware complexity from $2N$ general multipliers and $2N$ adders and, at the same time, a significant reduction of the clock period, given by the iteration bound, from $T_{mul} + T_{ar}$ where $T_{mul}$ is the delay of a general multiplier. Also, the proposed solution cannot lead to an efficient unified VLSI architecture for type IV DCT/DST.

In Table 4, we have included the number of additions and multipliers for a recently proposed fast algorithm for DST IV, but there was no VLSI implementation reported for it. We can appreciate that if the SFG graph from [33] is implemented, one will obtain $2N$ multipliers and $2N$ adders, which would lead to a higher hardware complexity and, with the SFG graph not being regular and modular, one cannot possibly hope to obtain a very efficient VLSI implementation. Also, it is not possible to obtain an efficient unified architecture and to include the obfuscation technique.

Due to the fact that, in our solutions, the general multipliers have been replaced with multipliers with a constant, the hardware complexity of the implementation has been further reduced as compared with the VLSI implementation in [22] and [28] where a general multiplier with a significant greater hardware complexity and latency has been used. Since the delay on the critical path has been considerably reduced and we have applied a hardware sharing technique by means of interleaving, we have succeeded in maintaining a low hardware complexity and achieved high-speed performance.

The above results in terms of the main resources used can be summarized in Table 4.

<table>
<thead>
<tr>
<th>Type of transform</th>
<th>This Work (Hardware Core)</th>
<th>[22]</th>
<th>[28]</th>
<th>[32]</th>
<th>[33] *</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT/DST IV</td>
<td>Unified DCT/DST IV</td>
<td>Unified DCT/DST IV</td>
<td>Unified DCT/DST IV</td>
<td>DCT IV</td>
<td>DST IV</td>
</tr>
<tr>
<td>No. of adders</td>
<td>$3(N - 1)/4$</td>
<td>$N$</td>
<td>$2(N - 1)$</td>
<td>$2N$</td>
<td>$\frac{3}{2}N\log_2N$</td>
</tr>
<tr>
<td>No. of multipliers</td>
<td>$3(N - 1)/4$</td>
<td>$N$</td>
<td>$2(N - 1)$</td>
<td>$2N$</td>
<td>$\frac{1}{2}N\log_2N + n$</td>
</tr>
</tbody>
</table>
6. Conclusions

This paper has presented an efficient approach to obtain a unified VLSI architecture for type IV DCT and type IV DST based on a new VLSI algorithm for type IV DST specially designed for this purpose. The algorithms and architectures for the two transforms have been formulated in such a fashion that they can fully exploit hardware sharing of the core accelerator with minor differences in the pre-processing and post-processing stages. Compared to similar VLSI implementations, the obtained solution has a low hardware complexity that favors low power consumption. At the same time, we have solved an important problem in the design of VLSI integrated circuits for consumer applications by efficiently incorporating the hardware security in the design with very low overheads, without prejudice to the high-speed performance of the chip. The proposed method uses the regular and modular computational structures that have been called quasi-cycle convolutions, and the obtained architecture is inspired by the paradigm of the systolic array architecture. The obtained implementation has all the advantages of the VLSI architectures based on cycle convolution or circular correlation as a regularity, modularity, and local interconnections, and it is well suited for an efficient implementation using the VLSI technology and achieves high-speed operation due to exploiting the concurrency specific to systolic array architectures.

Appendix A

Proof of the Equation (3)

Using an input auxiliary sequence \( \{x_a(i) : i = 0, \ldots, N - 1\} \) as in [29] that can be recursively computed as follows:

\[
x_a(N - 1) = x(N - 1)
\]

\[
x_a(i) = (-1)^i x(i) + x_a(i + 1)
\]

for \( i = N - 2, \ldots, 0 \), we can write:

\[
Y(k) = x_a(0) \cdot \sin[(2k + 1)\alpha/2] + 2 \left( \sum_{i=0}^{N-1} (-1)^i x_a(i) \cdot \sin[(2k + 1)i\alpha] \right) \cdot \cos[(2k + 1)i\alpha]
\]

for \( k = 1, \ldots, N - 1 \)

We are introducing the auxiliary output sequence \( \{Y_a^\alpha(k) : k = 1, 2, \ldots, N - 1\} \) as

\[
Y_a^\alpha(k) = \sum_{i=0}^{N-1} (-1)^i x_a(i) \sin(2k + 1)i\alpha
\]

Thus, the output sequence \( \{Y(k) : k = 1, 2, \ldots, N - 1\} \) can be computed using Equation (3):

\[
Y(k) = x_a(0) \cdot \sin[(2k + 1)\alpha/2] + 2Y_a^\alpha(k) \cdot \cos[(2k + 1)i\alpha/2]
\]
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