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Abstract: The conventional finite control set model predictive current control (FCS-MPCC) suffers from suboptimal steady-state performance, primarily due to the limited selection of only eight basic voltage vectors in each control cycle. To overcome this limitation, the proposed extended control set MPCC (ECS-MPCC) utilizes a control set consisting of 818 selectable vectors, enabling a more refined voltage output and achieving a deadbeat response for current control by minimizing the cost function. To mitigate the computational burden resulting from the substantial increase in voltage vectors, a simplified search strategy is devised, which can be extended to other multi-objective cost functions. Remarkably, based on the inherent parallelism of the algorithm, the ECS-MPCC is implemented on an FPGA, further reducing the overall control time of the current loop to an impressive 0.61 μs. Through simulation and experimental tests on a laboratory PMSM driver, the effectiveness of the proposed ECS-MPCC strategy is validated. The experimental results demonstrate a significant reduction of 79% in the total harmonic distortion of phase currents compared to the conventional FCS-MPCC approach. This improvement underscores the superiority of the ECS-MPCC in enhancing the performance of PMSM drives, thereby illustrating its potential for practical implementation in real-world applications.
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1. Introduction

Permanent magnet synchronous motor (PMSM) has been widely employed in various industrial applications due to the advantages of high torque (power) density, high efficiency and removal of brush and slip rings [1–3]. Model predictive control (MPC) is emerging as a promising technique for PMSM drives over the past decade [4–7], which has proven its intuitive concept and exceptional dynamic performance in other applications [8–12].

Based on the different voltage vector output methods, MPC strategies can be categorized into finite control set MPC (FCS-MPC) [9,10] and continuous control set MPC (CCS-MPC) [11,12]. Apart from its superior dynamic performance, FCS-MPC offers the merit of multi-objective integrated optimization [13], achieved through the high flexibility of cost function design and the traversal approach for vector determination strategy. However, the conventional FCS-MPC with limited selectable voltage vectors may result in a significant deviation between the actual output vector and the ideal vector, leading to fluctuations in phase currents and electromagnetic torque [14]. CCS-MPC, on the other hand, employs the modulation principle and pre-calculated input–output laws to generate continuously varying voltage vectors, enabling better steady-state performance compared to FCS-MPC, but its dependence on offline computations limits the applications [15]. Deadbeat control (DBC) is another widely studied predictive control [16–19], which achieves...
superior steady-state performance than conventional FCS-MPC and can be easily implemented on a digital controller for real-time computation. However, the potential cost function in DBC is fixed, limiting its control to a single objective and lacking the ability of multi-objective integrated optimization. Hence, it is crucial to explore an improved MPC method that can simultaneously possess high steady-state performance, convenience for real-time computation, and the ability of multi-objective integrated optimization, which is exactly the objective of this paper.

Since the limited selectable voltage vectors in FCS-MPC result in the inferior steady-state, adding more virtual vectors to the control set to construct an extended control set (ECS) seems a quite direct solution. Vazquez et al. [20] illustrated this approach through simulations, but the actual computational burden of the digital controller was not considered, and experimental verification was not performed. To reduce the computational burden of an ECS-MPC, Wang et al. [21] proposed a method to narrow the traversal range using the location information of the DBC reference vector, but it is difficult for multi-objective integrated optimization since the DBC potential cost function contains only one single objective. Furthermore, the subdivision degree of the fundamental voltage vectors in [21] remains limited, and cannot meet higher steady-state performance requirements.

In terms of algorithm execution, both FCS-MPC and ECS-MPC derive their main computational effort from predicting the effects and judging the superiority of different voltage vectors. It is evident that performing these operations for each vector in the control set can be logically parallel, which contradicts the sequential execution of common digital signal processors. Hence, the field-programmable gate array (FPGA) is more qualified in such a scenario due to its inherent parallelism. While the utilization of FPGAs in motor drives has been explored to some extent [22–26], FPGAs are generally used as a replacement for digital signal processors to implement non-highly computational algorithms. Therefore, research on parallel acceleration for highly computational algorithms through effective FPGA implementation requires further development.

In the ECS-MPC method, there is no restriction on the selection of control objectives. To illustrate the improvement of this method in steady-state performance, this paper focuses on current control and compares the steady-state and dynamic performances of ECS model predictive current control (ECS-MPCC), deadbeat predictive current control with discrete space vector modulation (DB-PCC with DSVM) (derived from [21]), and conventional finite control set model predictive current control (FCS-MPCC). Therefore, the theoretical analysis, simulation, and experiment in the following sections all focus on the current control.

In this paper, an FPGA-based ECS-MPCC method with a simplified search strategy is proposed. Firstly, the conventional FCS with only eight basic voltage vectors is extended to an ECS with 818 voltage vectors, thereby significantly enhancing the steady-state performance. Secondly, a simplified search strategy suitable for multi-objective optimization is proposed, leading to a substantial reduction in the traversal computation. Lastly, the ECS-MPCC method is implemented using an FPGA controller for current control. The total control time of the current loop is reduced to only 0.61 μs by highly efficient FPGA development. The proposed method follows the vector selection approach based on the cost function and traversal search of the conventional FCS-MPC so that the potential of multi-objective optimization is preserved. Simulations and experiments demonstrate the effectiveness of the proposed method.

2. Discrete Model and Conventional FCS-MPC

2.1. Discrete Mathematical Model

In this paper, a system consisting of a two-level, three-phase voltage source inverter (VSI) and a PMSM is studied. The inverter can output eight basic voltage vectors as described:
where \( n = 0, 1, \ldots, 7 \) is the serial number of 8 basic voltage vectors. \( U_{dc} \) is the DC bus voltage. \( S_1, S_2, \) and \( S_3 \) correspond to the switching states of the three-phase inverter. \( a = e^{j(2\pi/3)n} \)

A first-order forward Euler approximation model of a PMSM is usually used to predict the future state of the PMSM. In the synchronous reference frame \((dq\text{-frame})\), the voltage equation of a standard discrete model of a PMSM for the MPCC strategy yields [27]

\[
\begin{bmatrix}
    i_d(k+1) \\
    i_q(k+1)
\end{bmatrix} =
\begin{bmatrix}
    A & B & C
\end{bmatrix}
\begin{bmatrix}
    i_d(k) \\
    i_q(k) \\
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where

\[
A =
\begin{bmatrix}
    1 & -\frac{T_i R_d}{L_d} & \frac{T_i L_d \omega_e(k)}{L_q} \\
    -\frac{T_i L_d \omega_e(k)}{L_q} & 1 & -\frac{T_i R_d}{L_d}
\end{bmatrix},
B =
\begin{bmatrix}
    \frac{T_i}{L_d} \\
    0 \\
    \frac{T_i}{L_q}
\end{bmatrix},
C =
\begin{bmatrix}
    0 \\
    \frac{T_i \psi_f \omega_e(k)}{L_q}
\end{bmatrix}
\]

\( T_i \) is the sampling period, \( R_d \) is the stator resistance, \( \omega_e \) is the rotor electrical angular velocity, \( i_d \) and \( i_q \) are the stator \( d \)-axis and \( q \)-axis currents, respectively, and \( u_d \) and \( u_q \) are the stator \( d \)-axis and \( q \)-axis voltages, respectively.

Since there is a computational delay of one control cycle in the digital control system, it is necessary to correct Equation (2) when implementing the MPCC algorithm. The current prediction equations with a computational delay of one control cycle are shown in Equations (3) and (4).

\[
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where \([u_d(k) \ u_q(k)]^T\) is the actual output voltage vector in the \( k \) control step, and \([i_{d,\text{pre}}(k+1) \ i_{q,\text{pre}}(k+1)]^T\) are the predictive currents that are calculated according to \([u_d(k) \ u_q(k)]^T\) and \([i_d(k) \ i_q(k)]^T\). \([u_d(k+1) \ u_q(k+1)]^T\) is one of the selectable voltage vectors in the \( k+1 \) control step, and \([i_d(k+2) \ i_q(k+2)]^T\) are the predictive currents in the \( k+2 \) step.

### 2.2. Conventional FCS-MPC

The conventional FCS-MPC method mainly consists of three steps: traversal prediction, cost function calculation, and optimal vector selection. Take FCS-MPC as an example. First, the FCS-MPCC method predicts the stator \( d \)-axis and \( q \)-axis currents \((i_{d,n} \ i_{q,n})\) after the action of different selectable voltage vectors based on Equations (3) and (4). Second, the control deviation caused by each selectable voltage vector is calculated by substituting the predicted current into the pre-designed cost function. A cost function with only current following as the control objective is usually designed in the form shown in Equation (5). Finally, the voltage vector that minimizes the cost function value is selected as the output of the inverter in the next control cycle.

\[
J_n = \left(i_{d,n} - i_{d,n}^*\right)^2 + \left(i_{q,n} - i_{q,n}^*\right)^2 + \lambda_n \left(i_{d,n}^2 + i_{q,n}^2\right)
\]

where \( \lambda_n \left(i_{d,n}^2 + i_{q,n}^2\right) \) is used to constrain the amplitude of the stator current. \( n = 0, 1, \ldots, 7 \).

The voltage output ranges of a conventional FCS-MPC and a DBC using space vector pulse width modulation (SVPWM) are compared in Figure 1. It can be found that the
output voltage vectors of the conventional FCS-MPC are too discrete, resulting in a large gap between the actual output voltage vector (AOVV) and the ideal voltage vector (IVV) in each control cycle, which in turn leads to large fluctuations in the controlled variable. This corresponds to large low-frequency harmonics in the controlled variable spectrogram, which is very detrimental to the steady-state performance of the motor drive system.

Figure 1. Comparison of voltage output range of FCS-MPC and DBC.

Despite the disadvantages in steady-state performance, the conventional FCS-MPC still possesses unique advantages. The FCS-MPC selects the voltage vectors in the control set using a traversal approach and a flexibly designed cost function so that multiple control objectives can be introduced into the cost function to achieve an integrated optimization of these objectives [21].

3. Proposed ECS-MPC Method

3.1. ECS-MPC

According to the above analysis, reducing the discreteness of the voltage vector distribution within the control set can narrow the gap between the AOVV and the IVV, thus improving the steady-state performance of the conventional FCS-MPC. Therefore, adding more virtual vectors to the control set to construct an ECS is a direct solution.

First, the relationship between the degree of subdivision (DOS) of an ECS and the steady-state performance of the controlled variable, as well as the computational complexity of the algorithm, is investigated. Suppose the DOS of an ECS is $m$. For ease of presentation, an ECS with DOS $m$ is referred to as an $m$th-order ECS, following the concept of the matrix order. The 2nd-order ECS is shown as an example in Figure 2.

Figure 2. The 2nd-order ECS.

Focusing on the steady-state performance of current control, the control effect and computational scale of an ECS with different DOSs is simulated and analysed. The simulation conditions are shown in Table 1, and the simulation results are shown in Figure 3.
Table 1. Simulation conditions.

<table>
<thead>
<tr>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stator phase resistance $R_s$ (Ω)</td>
<td>0.297</td>
</tr>
<tr>
<td>Stator $d$-axis inductance $L_d$ (mH)</td>
<td>0.285</td>
</tr>
<tr>
<td>Stator $q$-axis inductance $L_q$ (mH)</td>
<td>0.285</td>
</tr>
<tr>
<td>Rotor permanent magnet flux $\psi_f$ (mWb)</td>
<td>7.170</td>
</tr>
<tr>
<td>Number of pole pairs $p_n$</td>
<td>5</td>
</tr>
<tr>
<td>DC bus voltage $U_{dc}$ (V)</td>
<td>36</td>
</tr>
<tr>
<td>Load torque (N·m)</td>
<td>0.2</td>
</tr>
<tr>
<td>Sampling frequency $f_s$ (kHz)</td>
<td>20</td>
</tr>
</tbody>
</table>

Figure 3. The relationship between the DOS of ECS and the current THD as well as the computational scale of the algorithm.

In Figure 3, $\Delta$THD (p.u.) is a relative difference of the phase current total harmonic distortion (THD) between ECS-MPCC and DBCC by taking the DBCC phase current THD as the reference for different DOSs, which can be defined as follows,

$$\Delta \text{THD (p.u.)} = \frac{\Delta \text{THD (ECS-MPCC)} - \Delta \text{THD (DBCC)}}{\Delta \text{THD (DBCC)}} \times 100\% \quad (6)$$

where $\Delta$THD(ECS-MPCC) is the THD of the ECS-MPCC phase current, and $\Delta$THD(DBCC) is the THD of the DBCC phase current.

Compu. Scale is the traversal computational scale (TCS) of ECS-MPCC with different DOSs based on the TCS of traditional FCS-MPCC, which can be defined as follows:

$$\text{Compu. Scale} = \frac{TCS(\text{ECS-MPCC})}{TCS(\text{FCS-MPCC})} \times 100\% \quad (7)$$

where TCS(ECS-MPCC) is the TCS of the ECS-MPCC method, and TCS(FCS-MPCC) is the TCS of the traditional FCS-MPCC method.

According to the results in Figure 3, in order to balance the steady-state performance and the computational scale, the 16th-order ECS (covered by the red area in Figure 3) is selected as the object of study in this paper.
It should be noted that the current control performance of ECS-MPC is related to the operating state of the motor. The negative effect of the discretization of the ECS-MPC method increases as the magnitude of the IVV decreases, which is because the relative error between the IVV and the AOVV increases as the magnitude of the IVV decreases. This means that the voltage vector error becomes more influential as the IVV decreases, as shown in Figure 4. However, for any magnitude of IVV, it is clear that the error between AOVV and IVV of the ECS-MPC is smaller than that of the conventional FCS-MPC. According to the nature of the regular triangle, the module of maximum error vector \( V_{error,max} \) between IVV and AOVV for an \( m \)-order ECS can be expressed by the following equation:

\[
|V_{error,max}| = \frac{\sqrt{3}}{3m} |V_{basic}|
\]

where \( |V_{basic,max}| \) is the module of a basic voltage vector.

According to Equation (8), the \( V_{error,max} \) for the 16th-order ECS is only 1/16 of the conventional FCS. Therefore, the steady-state current control performance of ECS-MPC is still better than that of the conventional FCS-MPC even when the magnitude of the IVV is small.

3.2. Simplified Optimal Vector Search Strategy

The 16th-order ECS contains 818 selectable voltage vectors. If all these vectors were to be traversed in each control cycle, it would significantly increase the computational burden on the controller, even to the point of being impossible to complete within one control cycle.

Using the DBC voltage vector as a reference to narrow the traversal range is a feasible strategy [21]. However, since the potential cost function of the DBC has only a single control objective, this strategy is not applicable to multi-objective optimization. To surmount the disadvantages of the DBC reference simplified search strategy (SSS), this paper proposes a novel SSS that takes the cost function value as the only index for narrowing down the search range, which means that even if the cost function contains multiple objects, the proposed SSS will still be effective.

The proposed SSS consists of 3 stages. In the first stage, a 4th-order ECS is generated, where a voltage vector \( V_i \) corresponding to the smallest value of the cost function exists. Then, the IVV must lie inside the regular hexagon with \( V_i \) as the center and the other six selectable voltage vectors closest to \( V_i \) as the vertices, as shown in Figure 5 (if \( V_i \) is a voltage vector located at the edge, this regular hexagon will be incomplete due to the limitation of the inverter output range).
In fact, as shown in Figure 6, it is already sufficient to compare the cost function values corresponding to only these 24 voltage vectors to cover all the output range of the VSI and narrow down the possible distribution range of the IVV.

In the second stage, after determining the regular hexagon where the IVV is located, the cost function values corresponding to the voltage vectors of the six vertices in this regular hexagon are compared. Supposing the cost function value corresponding to $V_{\text{II}}$ is the smallest among these six voltage vectors, the range of possible distribution of IVV can be further narrowed down to a diamond-shaped region with $V_{\text{II}}$ as the diagonal shown in Figure 7.

In the third stage, the 16th-order ECS voltage vectors to be traversed are generated based on the diamond-shaped region determined above, as shown in Figure 8. Then, these 25 voltage vectors are traversed and the optimal vector is selected according to the principle of minimizing the cost function, similar to the conventional FCS-MPC.
It can be seen that the proposed simplified search strategy reduces the number of voltage vectors to be traversed from 818 to 86 (61 in the first stage and 25 in the third stage), which reduces the algorithm computation by approximately 90%. In addition, the proposed simplified search strategy uses the cost function values as the only filtering index. In both the first and second stages, the possible distribution range of IVV is narrowed down in the most conservative way to avoid missing the global optimal vector. Therefore, the proposed simplified search strategy can be applied to multi-objective integrated control, overcoming the drawbacks of the DBC reference SSS.

The control block diagram of the ECS-MPCC method is shown in Figure 9. In Figure 9, CORDIC represents the coordinate rotation computer that is used to calculate the sine and cosine values for a given angle. After finding the optimal voltage vector, the SVPWM strategy is used to output this voltage vector. Compared with the conventional FCS-MPCC, the main differences are the ECS-MPCC current control blocks which are surrounded by a red area. With the proposed ECS-MPCC method, the error between the IVV and the AOVV is reduced to 1/16 of the conventional method.

Figure 9. The control block diagram of the ECS-MPCC method.
4. FPGA Implementation

In this paper, the FPGA is chosen as the controller because its computational characteristics are well suited for the proposed ECS-MPC method. In the implementation of ECS-MPCC, various approaches are used to reduce the computation time and improve resource utilization, which will be illustrated in this section.

4.1. Simplification of the Virtual Voltage Vector Generation Process

In the first and third stages of the execution of the SSS described above, it is necessary to generate the corresponding virtual voltage vectors, i.e., to calculate the \(dq\)-axis components of these virtual voltage vectors. In the generation process of virtual voltage vectors in the first stage, if the Park transformation is performed on all these 61 voltage vectors separately, it will consume a lot of computing resources due to the trigonometric operations involved. Since the relative positions of these virtual voltage vectors are invariant, in this paper, only the basic voltage vectors \(V_A^+\) and \(V_C^-\) in Figure 10 are subjected to the Park transformation, and then their \(d\)-axis and \(q\)-axis components are linearly combined, respectively, to generate all the voltage vectors needed in the first stage.

![Figure 10. Examples of the three basic voltage vectors of the VSI and two regions with the same basic voltage vector combination form in the third stage.](image)

For the generation process of virtual voltage vectors in the third stage, due to the excessive number of potential virtual vectors, it would consume a large amount of logic resources to implement these various combinations if only the pair of basic voltage vectors, \(V_A^+\) and \(V_C^-\), were used. Considering the property that a regular hexagon has the same shape as the original shape after every 60-degree rotation around the center, in Figure 10, the virtual voltage vectors in region 1 based on the combination forms of \(V_A^+\) and \(V_C^-\) are exactly the same as the virtual voltage vectors in region 2 based on the combination forms of \(V_C^-\) and \(V_B^+\). Therefore, in this paper, only the virtual voltage vectors in the region shown in Figure 11 are generated using \(V_A^+\) and \(V_C^-\). As for the generation of virtual voltage vectors in other regions, it is only needed to replace \(V_A^+\) and \(V_C^-\) with corresponding basic voltage vectors. This simplified strategy reduces the logic resource consumption for generating virtual voltage vectors to 1/6 of what it would otherwise be.

![Figure 11. Coverage of combinatorial forms that actually consume logical resources.](image)
4.2. Parallel Multiplier Group

Obviously, the ECS-MPCC method uses a large number of multipliers to predict the currents and calculate the cost functions. To solve the conflict between reducing multiplier consumption and shortening computation time, a parallel multiplier group (PMG) is constructed on the FPGA system to perform all multiplication operations in the process of predicting currents and calculating cost functions, as shown in Figure 12. Inside the PMG, the time consumption is further reduced by pipelining operations. By using the PMG, the multiplier utilization efficiency is significantly improved by 746% (from 1 multiplier for 1 multiplication operation to 1 multiplier for 8.46 multiplication operations) at the cost of only 0.09 µs (16.7%) increase in computation time (the system clock frequency is 100 MHz). The interconnection between the ECS-MPC current controller and its PMG is shown in Figure 13. There are a series of enable signals to trigger the PMG to perform various multiplicative operations.

Figure 12. Schematic of the PMG application on this FPGA system, with the number of multipliers deployed in each step indicated.

Figure 13. The interconnection between the ECS-MPC current controller and the PMG.
4.3. Minimum Filter with Parallel Acceleration

After calculating the values of the cost function corresponding to all selectable voltage vectors, it is necessary to find the minimum value among them. Again, the parallelism of the FPGA is used to accelerate this process. The \( n \)-level minimum filter, which consists of multiple 2-input comparators combined and cascaded, is shown in Figure 14. The \( n \)-level minimum filter can filter up to \( 2^n \) inputs for the minimum value after \( n \) triggers. The module is configured for double-edge-triggered operation to further accelerate the minimum search process, provided the timing requirements are met. As a result, searching for the minimum of 25 cost function values in the third stage takes only 0.03 µs.

![Figure 14. The \( n \)-level minimum filter with parallel acceleration.](image)

4.4. Overall Structure of the ECS-MPCC

In addition to many hardware-level design optimizations, the overall structure of the ECS-MPCC system is designed to achieve maximum parallelization based on algorithmic logic to further reduce computation time. The structure of the digital implementation of the ECS-MPCC section is shown in Figure 15.

As shown in Figure 15, the ECS-MPCC section takes 0.54 µs. The subsequent inverse Park transformation and SVPWM computation take 0.07 µs. The total control time for the current loop, including current sampling, is therefore only 0.61 µs. At a switching frequency of 20 kHz, the total control time is only 1.22% of the switching cycle, which indicates the high efficiency and performance of the FPGA implementation process.
5. Simulation and Experimental Results

5.1. Simulation and Experimental Conditions

The simulation conditions are basically set according to the actual experimental platform. The main parameters of the motor are already listed in Table 1. The experimental platform is shown in Figure 16. The load of the experimental platform is a generator connected to a braking resistor. The FPGA development board is embedded with a Xilinx ZYNQ 7020 SoC (System on a Chip), but only the FPGA resources of the SoC are used. The inverter module is a TI BOOSTXL-DRV8305EVM. The ADC module samples the A-phase and B-phase currents with a sampling time of 0.08 μs and a resolution of 10 bits.

Since the motor studied in this paper is a surface-mounted PMSM (SPMSM), the \(i_d = 0\) control strategy is used for both simulation and experiment under steady-state conditions. The \(d\)-axis target current will have a step change to test the dynamic performance of the proposed method, which refers to the transient performance test in this paper. Simulations and experiments are also performed for the conventional FCS-MPCC and the deadbeat predictive torque control with discrete space vector modulation (DB-PTC with DSVM) proposed in [21]. The torque control strategy proposed in [21] can be equated to a current control strategy (DB-PCC with DSVM) since the motor is an SPMSM.

5.2. Simulation Results

The simulation scenario is that the motor starts with a load of 0.2 N·m and reaches a target speed. To reflect the dynamic performance of the current controller, the \(d\)-axis current setpoint is increased from 0 to 4A at 0.75s. The waveforms of the A-phase raw current and \(dq\)-axis sampled currents under ECS-MPCC, DB-PCC with DSVM and conventional
FCS-MPCC are shown in Figure 17. The harmonic analysis results of the A-phase currents are shown in Figure 18. The operating speed in Figures 17 and 18 is 2100 r/min.

As shown in Figures 17 and 18, the proposed ECS-MPCC has the same excellent transient performance as the DB-PCC with DSVM method. However, the THD of the phase current of the ECS-MPCC is significantly lower than that of the other two methods.

**Figure 17.** Simulation results of the A-phase and dq-axis currents of three MPC methods. (a) ECS-MPCC; (b) DB-PCC with DSVM; (c) conventional FCS-MPCC.
Table 2 compares the steady-state performance of these three methods under various speeds and loads. It can be seen that the proposed ECS-MPCC can achieve a lower phase current THD than the other two methods under various speeds and loads.

Table 2. The phase current THD of three methods under various speeds and loads.

<table>
<thead>
<tr>
<th>Load (N·m)</th>
<th>Speed (r/min)</th>
<th>Phase Current THD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ECS-MPCC</td>
<td>DB-PCC with DSVM</td>
</tr>
<tr>
<td>0.2</td>
<td>2800</td>
<td>3.92%</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td>3.82%</td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>3.54%</td>
</tr>
<tr>
<td>0.1</td>
<td>2800</td>
<td>6.18%</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td>6.05%</td>
</tr>
<tr>
<td></td>
<td>1400</td>
<td>5.55%</td>
</tr>
</tbody>
</table>

5.3. Experimental Results

The steady-state experiments are conducted under two different operating conditions. The results of the raw A-phase current and \(dq\)-axis sampled currents for these three methods are given similarly to the simulation results, as shown from Figures 19–22. It is clear that the ECS-MPCC proposed in this paper achieves the best steady-state performance with a current THD only 1/5 of that of the conventional FCS-MPCC. This is because the 16th-order ECS used in this paper contains 818 voltage vectors to ensure that the actual output voltage vector is close enough to IVV. In addition, it can be seen from Figures 20 and 22 that the current low-frequency harmonic contents of the ECS-MPCC proposed in this paper are also the lowest, which can greatly reduce the torque fluctuation and noise during motor operation.
Figure 19. Steady-state experimental results of the A-phase and dq-axis currents of three MPC methods under the condition of 2100 r/min and $i_q \approx 3.5$ A. (a) ECS-MPCC; (b) DB-PCC with DSVM; (c) conventional FCS-MPCC.

Figure 20. Harmonic analysis results of the experimental A-phase currents of three MPC methods under the condition of 2100 r/min and $i_q = 3.5$ A. (a) ECS-MPCC; (b) DB-PCC with DSVM; (c) conventional FCS-MPCC.
Figure 21. Steady-state experimental results of the A-phase and dq-axis currents of three MPC methods under the condition of 1400 r/min and $i_q \approx 2.6$ A. (a) ECS-MPCC; (b) DB-PCC with DSVM; (c) conventional FCS-MPCC.

Figure 22. Harmonic analysis results of the experimental A-phase currents of three MPC methods under the condition of 1400 r/min and $i_q = 2.6$ A. (a) ECS-MPCC; (b) DB-PCC with DSVM; (c) conventional FCS-MPCC.

The transient experimental condition is that the q-axis target current is maintained at 4 A while the d-axis target current is switched from 0 to 2 A. Figure 23 shows the d-axis target current and the d-axis sampled current. The values of these two currents are output to an oscilloscope via the DAC module. According to Figure 23, all three methods are able to make the actual current follow the given value within the time of two control cycles. However, the ECS-MPCC is still the best, with minimal fluctuation of the current before and after the jump point.
Figure 23. Transient experimental results of the \(dq\)-axis currents of three MPC methods. (a) ECS-MPCC; (b) DB-PCC with DSVM; (c) conventional FCS-MPCC.

6. Conclusions

In this paper, an FPGA-based ECS-MPCC with a simplified search strategy and short computational time is proposed. The steady-state performance is significantly improved by constructing an extended control set with 818 voltage vectors. The traversal operation is greatly reduced by using a simplified search strategy applicable to multi-objective optimization. Finally, the ECS-MPCC is implemented using an FPGA controller with current control as the control target. By developing an efficient FPGA-based control system, the total control time of the current loop is reduced to only 0.61 \(\mu\)s. The proposed method follows the vector selection principle of conventional FCS-MPCC based on cost function and traversal search, so the potential of multi-objective optimization is inherited from the conventional FCS-MPC.
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