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Abstract: The existence of camouflage targets is widespread in the natural world, as they blend seamlessly or closely resemble their surrounding environment, making it difficult for the human eye to identify them accurately. In camouflage target segmentation, challenges often arise from the high similarity between the foreground and background, resulting in segmentation errors, imprecise edge detection, and overlooking of small targets. To address these issues, this paper presents a robust localization-guided dual-branch network for the recognition of camouflaged targets. Two crucial branches, i.e., a localization branch and an overall refinement branch are designed and incorporated. The localization branch achieves accurate preliminary localization of camouflaged targets by incorporating the robust localization module, which integrates different high-level feature maps in a partially decoded manner. The overall refinement branch optimizes segmentation accuracy based on the output predictions of the localization branch. Within this branch, the edge refinement module is devised to effectively reduce false negative and false positive interference. By conducting context exploration on each feature layer from top to bottom, this module further enhances the precision of target edge segmentation. Additionally, our network employs five jointly trained output prediction maps and introduces attention-guided heads for diverse prediction maps in the overall refinement branch. This design adjusts the spatial positions and channel weights of different prediction maps, generating output prediction maps based on the emphasis of each output, thereby further strengthening the perception and feature representation capabilities of the model. To improve its ability to generate highly confident and accurate prediction candidate regions, tailored loss functions are designed to cater to the objectives of different prediction maps. We conducted experiments on three publicly available datasets for camouflaged object detection to assess our methodology and compared it with state-of-the-art network models. On the largest dataset COD10K, our method achieved a Structure-measure of 0.827 and demonstrated superior performance in other evaluation metrics, outperforming recent network models.
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1. Introduction

In biological evolution, some organisms develop self-protective mechanisms to enhance their survival rates, and camouflage is a common strategy. Camouflage targets refer to objects that can naturally blend into their surrounding backgrounds. These creatures achieve self-concealment by increasing their similarity to the environment [1]. For example, lions living in tropical grasslands have body colors that help them better hide in their environment, aiding their hunting and survival. The body structure and coloration of dead leaf mantises (Deroplatys) closely resemble withered leaves, providing them a significant advantage in predation and evading predators, enabling them to thrive. Flatfish, such as flounders, have a flattened body shape, one side of their body with colored patterns, usually orange spots and patches, allowing them to blend in with the seabed. Some flatfish
species can even change their coloration to match the environment, further enhancing their concealment. These are self-protective mechanisms that organisms have developed through natural evolution. In addition to natural camouflage in the animal kingdom, there is also artificial camouflage, such as the camouflage uniforms worn by soldiers in forest combat. The camouflage strategies of disguised targets involve enhancing their similarity to the surrounding environment in terms of texture, color, shape, and other aspects, making detecting the target within its environment difficult. Due to the unique characteristics of camouflage targets, segmenting them is more challenging and complex compared to general salient object detection tasks.

In recent years, camouflage object segmentation (COS) is gaining an increasing research focus for its wide applications in various fields. For example, COS techniques can effectively identify the pathological tissues or lesion areas that are difficult to spot in traditional medical image analysis, providing valuable references for doctors [2]. In the military domain, COS techniques can assist in the detection of military targets hidden in the surrounding environment, which is of great significance to battlefield situation assessment. In the wilderness, COS technology can enhance the discovery rate of rare species, playing a crucial role in biodiversity conservation [3]. Moreover, in complex rescue missions conducted in challenging environments, COS technology can be utilized for target localization, thereby improving the success rate of rescue operations.

In summary, camouflage object segmentation techniques have broad applications in various fields and hold significant research and practical value. Due to the inherent characteristics of camouflage targets, precise localization and segmentation pose considerable difficulties and challenges. This drives researchers to continuously explore more efficient and advanced COS techniques, fostering COS technology’s continuous development and innovation in practice.

With the introduction and rapid development of deep learning methods, they have demonstrated superior performance in camouflage object segmentation tasks compared to traditional algorithms [4–6]. Traditional methods primarily rely on manually crafted low-level features, such as texture and color, for foreground and background discrimination [7–9]. However, these methods often need help with feature extraction and better transferability, resulting in inaccurate identification of camouflage targets. The similarity between camouflage targets and their surrounding environment in terms of color, texture, and structure makes detection tasks more difficult, presenting a greater challenge compared to general object detection. Qin et al. proposed the BASNet [10], which aims to refine coarse predictions by learning the differences between rough prediction maps and true segmentation results. Simultaneously, Mei et al. introduced a distraction mining strategy that effectively identifies and eliminates the influence of distracting regions [11]. Although the development of deep learning has significantly improved the performance of camouflage object segmentation, there is still room for further improvement. Continuous research and exploration are necessary to enhance the performance of camouflage object segmentation.

In this work, a Robust Localization-Guided Dual-Branch Network is proposed (RL-GDBNet). This model is inspired by the process of recognizing camouflaged objects by humankind. This identification process of camouflaged organisms can be summarized into two key steps. Firstly, through naked-eye observation and leveraging personal life experiences and subtle incongruities, humans can roughly identify the approximate location of camouflaged targets. Secondly, starting from this position, humans gradually expand their field of view to observe the surroundings, determining the contours of the camouflaged target, and further refining its edge features. Based on these observation methods, the proposed model in this work aims to simulate and implement these two key steps. Firstly, by designing the localization branch, the model can preliminarily locate camouflaged targets and fuse deep semantic information and shallow geometric information to improve the accuracy of localization. Secondly, the overall refinement branch is designed to progressively diffuse and refine edge information, allowing the model to better reveal the contour features of camouflaged targets. Our primary objective is to address challenges faced by
traditional methods, including issues such as blurred edges of camouflaged objects and complex and varied backgrounds. Through the research presented in this paper, we aim to achieve more accurate segmentation of camouflaged objects to enhance the performance of target detection and recognition. We compare the model proposed in this paper with recent typical methods, achieving excellent results on three publicly available datasets. Particularly on COD10K, the largest dataset, our model achieved a Structure-measure of 0.827 and outperformed recent network models on other evaluation metrics as well. Additionally, we conducted ablation experiments to validate the effectiveness of various key components of our network.

In summary, this paper makes the following contributions:

1. We designed a comprehensive camouflaged object segmentation network that mimics the process of humans recognizing camouflaged targets by performing initial localization and distinguishing details between the background and foreground, enhancing the model’s performance in complex backgrounds.

2. We designed dual branches to address both initial localization and detailed analysis of the background and foreground. In the localization branch, a robust localization module (RLM) is employed, which introduces Atrous Spatial Pyramid Pooling (ASPP) [12] to jointly explore contextual information and perform multi-scale high-level feature fusion for more accurate localization of camouflaged targets. In the overall refinement branch, an edge refinement module (ERM) is designed to decode from top to bottom, using an improved SPP to remove noise from features and highlight detailed edge information of the target.

3. We designed an attention-guided head (AG-Head) to guide the predictions in the overall refinement branch, aiding the model in learning and utilizing important features more effectively. Additionally, joint loss functions are designed for training with five predictions from both branches. Comparative experiments on publicly available COS datasets against 13 state-of-the-art models demonstrate that our model exhibits the best overall performance. Furthermore, we conducted ablation experiments to validate the effectiveness of each key component.

2. Related Work

Currently, the field of computer vision primarily focuses on salient object detection (SOD) [13–15]. In comparison to these SOD tasks, less attention has been paid to research on visual tasks related to disguised targets, resulting in a research gap. However, research on SOD also influences the development of COS. The camouflage object task requires accurate segmentation of concealed targets, which poses higher challenges and demands stronger perceptual capabilities and robustness. Drawing insights and absorbing the research achievements of SOD can provide valuable inspiration and reference for the advancement of COS. Despite the relatively limited research on disguised targets, through cross-research with other tasks, exploration of the application and extension of general feature representations and target localization methods can be conducted, thereby enhancing the segmentation performance and accuracy of disguised targets.

SOD refers to the detection of salient objects in an image. Salient objects are regions in the image that attract attention and are significantly different from the surrounding environment. In recent years, deep learning has been widely applied in the field of SOD, with many scholars aiming to improve the accuracy of SOD through various methods such as attention mechanisms [16], focusing on object edges [17] and multi-scale or multi-level feature fusion [18,19]. However, unlike the human visual mechanism, there are significant differences between camouflaged objects and salient objects; hence, SOD methods cannot be directly applied to the detection of camouflaged objects.

In images, detecting camouflaged objects is more challenging compared to SOD. The task of camouflaged object segmentation (COS) involves segmenting objects that share similar features (such as color and texture) with the surrounding environment, making it significantly more difficult. In recent years, some scholars have released multiple camou-
flaged object datasets and introduced deep learning into the COS field, leading to in-depth research and the proposal of many excellent networks. Some core ideas and techniques from SOD algorithms [20,21] can be transferred to COS. For example, employing state-of-the-art object detection algorithms as the foundation module of COS can enhance the detection performance and robustness of camouflaged targets. Fan et al. [22] first released a relatively complete camouflaged object dataset, COD10K, and proposed SINet based on a cascade partial decoder [23]. Some studies [6,24] also focus on extracting the edges around camouflaged objects more accurately. Furthermore, some research adopts a multi-task learning framework, introducing tasks such as object ordering [5] or edge detection [25] to facilitate robust camouflaged object segmentation. Unsupervised camouflaged object segmentation [26–28] has also received attention. Due to domain differences between generic objects and camouflaged objects, exploring unsupervised camouflaged object segmentation still requires effort, with its performance showing some gap compared to supervised camouflaged object segmentation. Unlike the aforementioned work, our network focuses more on the initial localization of camouflaged targets to penetrate them more deeply, thereby achieving more accurate results.

3. Methodology

3.1. Overall Introduction

Figure 1 illustrates the overall structure of the Robust Localization-Guided Dual-Branch Network (RLGDBNet). This network is designed to mimic the human observation approach towards camouflaged organisms that seamlessly blend into the natural environment. Both branches use Res2Net-50 [29] as the backbone network for feature extraction, and Res2Net-50 demonstrates excellent performance in tasks such as object detection, semantic segmentation, and SOD. The input images are uniformly resized to three different scales for training, employing a multi-scale training strategy. The images are fed into the backbone network to extract features at different scales, denoted as \( f_i, i = 1, 2 \), collectively referred to as low-level features, before entering the branches. In the localization branch, features extracted are denoted as \( f_i, i = 3, 5 \), with sizes of \( \{ H/2^i, W/2^i \} \).
Due to the minimal difference between camouflaged targets and the background, relying solely on shallow feature extraction, such as color and texture information, is insufficient [15,30]. Shallow feature computation is not only computationally intensive but also susceptible to significant noise. Deep feature maps contain more semantic information, and for camouflaged targets, the semantic information from deep feature maps is more effective than the local information from shallow features. However, shallow features should not be disregarded, as $f_3$, relative to lower-level features $f_2$ and $f_1$, not only retains edge information but also includes semantic information. In the localization branch, the RLM is employed to partially parallel decode [23] and fuse high-level features, achieving preliminary localization. The output of the localization branch is used as attention to generate more informative and context-aware feature representations for the overall refinement branch.

The overall refinement branch further utilizes Res2Net-50 for feature extraction, and the AG-Head is applied for output prediction in spatial and channel dimensions. The features at each level and high-level features are collectively used as inputs to the ERM. This approach enhances the local features of the shallow network. Inspired by the FM [11], ERM can better segment the edge of the camouflaged target accurately. The ERM requires the use of features at each scale and supports pyramid operations from bottom to top and then top to bottom. This approach enables better integration of pixel information from shallow layers and effectively addresses false positive and false negative interference issues. Detailed introductions to each branch and module will be provided in the following sections.

3.2. Localization Branch

The localization branch of this network is designed to mimic the process of a human preliminarily determining the position of camouflaged targets, serving as a prerequisite for further refining the segmentation of the edges of camouflaged targets. The overall refinement branch relies on localization feature maps to eliminate false positives and false negatives, enhancing the effectiveness of the localization branch crucial to the overall performance of the network. The localization branch decodes and fuses high-level features, and Figure 2 illustrates the structure of the RLM. High-level semantic features can guide the model to more accurately localize the position and boundaries of the target. Additionally, feature $f_3$ contributes to the model’s better understanding of the spatial arrangement of the target. Integrating high-level features enables the model to effectively leverage the advantages of both semantic and geometric information [22,23]. This module abandons the use of low-level high-resolution features to enhance operational speed. By fusing features $f_3$, $f_4$, and $f_5$, the RLM enriches deep abstract semantic information, provides more extensive contextual information, and better understands the position and semantics of the target throughout the entire image. It also retains shallow geometric information, thereby improving the segmentation accuracy for small or complex-shaped targets and effectively suppressing noise in the features.

As depicted in Figure 2, the ASPP module is applied to high-level features $f_3$, $f_4$, and $f_5$. ASPP can capture features within different receptive field ranges, enhancing the model’s perception of object-scale variations. Through experimentation, the final dilation rates are adjusted to [3, 6, 12, 18].

\[
\begin{align*}
f_4^3 &= \text{Cat}((f_4^3 \odot C(Up(f_4^3))), C(Up(f_4^3))) \\
\end{align*}
\]

\[
\begin{align*}
f_3^5 &= \text{CBAM}(CBR(\text{Cat}(f_3^5 \odot C(Up(f_4^3)) \odot C(Up(Up(f_4^3)))), C(Up(f_4^3))))
\end{align*}
\]

where $f_i^j$ is the feature obtained from $f_i$ after ASPP operation, $\odot$ denotes the convolution operation, $\text{Cat}(\cdot)$ represents the concatenation operation, $\text{CBR}(\cdot)$ refers to the combination of convolution, batch normalization, and ReLU, $Up(\cdot)$ represents the bilinear upsampling. Specifically, as the network depth increases, the scale of high-level features gradually diminishes, necessitating upsampling and convolution operations on $f_4^5 \in \mathbb{R}^{13 \times 13 \times C_5}$ to obtain feature maps with the same spatial dimensions.
as \( f_3^a \in R^{26 \times 26 \times C_4} \), followed by element-wise multiplication with \( f_4^a \). Due to the semantic importance of deep features, \( U_p(f_3^a) \) needs to be concatenated with the aforementioned result. Through this process, \( f_5^a \in R^{26 \times 26 \times C_4} \) can be obtained, and a similar method is used to obtain \( f_5^a \in R^{52 \times 52 \times C_4} \). Specifically, element-wise multiplication of \( U_p(U_p(f_3^a)) \) with \( U_p(f_5^a) \) and \( f_5^a \) is performed, followed by concatenation with \( U_p(f_3^a) \). It is noteworthy that feeding the concatenated result into CBAM yields \( f_3^a \). As for the localization prediction map \( P_h \), it is obtained through convolution on \( f_5^a \). Figure 3 presents the visualization of the output features from RLM.

![Figure 2](image-url)

**Figure 2.** (A) Overview of the robust localization module and (B) ASPP module.

![Figure 3](image-url)

**Figure 3.** Output feature visualization of RLM.
3.3. Overall Refinement Branch

The localization branch not only outputs the localization prediction map $P$ but also utilizes $P$ as the Holistic Attention (HA) to enhance $f_3$. After attention enhancement, $f_3$ is integrated into the overall refinement branch, producing a more informative and context-aware feature representation, denoted as $f'_3$. Based on $f'_3$, further feature extraction is performed using Res2Net to obtain $f'_4$ and $f'_5$. We introduce an AG-Head as an output head based on the attention mechanism, placed after $f'_5$. As shown in Figure 4, the AG-Head combines channel attention and spatial attention mechanisms, adaptively adjusting the importance of different channels and spatial positions in the feature map. It further enhances the model’s perceptual and feature representation capabilities before generating output prediction maps, thus improving segmentation task accuracy and precision.

$$ HA(P, x) = x \odot \max(C(P, \text{gaussian kernel})) $$

where $\odot$ denotes element-wise multiplication, $C(P, \text{gaussian kernel})$ represents the convolution operation of the prediction map $P$ with the Gaussian kernel, $\max(\cdot)$ denotes taking the per-channel maximum values of the convolution result.

![Figure 4. Attention-guided head.](image)

Subsequently, we employ the ERM, a module that establishes the relationship between region and boundary cues to provide more accurate segmentation of foreground contours and edges. As illustrated in Figure 5, ERM requires features from the previous level, current-level features, and prediction maps as inputs. We feed the feature map $m$ and the prediction map $p$ outputted by AG-Head into ERM, and the output of ERM is then fed back into AG-Head for generating output prediction maps $P_i$ and refined feature maps $f''_i$. The dual output of AG-Head is designed to facilitate the preparation of the refined feature map for the next level of edge refinement, and the upsampled prediction map $P$ serves as input to ERM and contributes to the loss function computation. Due to the significant noise impact on low-level features, an improved Spatial Pyramid Pooling (SPP) module is applied to filter out noisy features. SPP utilizes pooling operations at different scales on different regions of the input feature map, capturing information at various scales to provide a more comprehensive and rich image representation. The filtered features are then inputted into ERM for edge refinement.

ERM performs upsampling on the prediction map from a higher level and uses this upsampled prediction map, along with the inverted version of the prediction map, to perform element-wise multiplication with the feature map from the current level. These two sets of features are then fed in parallel into the context exploration block to identify false positive and false negative interference further. Subsequently, element-wise subtraction
and multiplication are applied separately to suppress these interferences, thus eliminating false positives and negatives. The specific formulas are as follows:

\[ F_{up} = \text{Up} \left( \text{CBR} \left( f_{i+1}^h \right) \right) \]  \tag{4}  
\[ F_r = \text{BR} \left( F_{up} - \alpha F_{fp} \right) \]  \tag{5}  
\[ F_r^a = \text{BR} \left( F_r + \beta F_{fn} \right) \]  \tag{6}  

where \( f_{i+1}^h \) represent the output features of the edge refinement. CBR denotes the combination of convolution, batch normalization (BN), and ReLU. \( \text{Up} \) denotes bilinear upsampling. Additionally, \( \alpha \) and \( \beta \) are learnable parameters initialized to 1. To extract background interference information and foreground interference information separately, we first remove noise from \( f_i \) through the SPP module. Subsequently, we perform element-wise multiplication between the processed feature and the higher-level prediction map \( P_i \) and \((1 - P_i)\), respectively. Then, context exploration is conducted using the CE module to better focus on information at different scales in the feature map, resulting in false negative interference \( F_{fn} \) and false positive interference \( F_{fp} \). These interferences are obtained through \( \text{CBR}(\cdot) \) and upsampling. To reduce false negative interference and false positive interference, we use element-wise subtraction to suppress blurry backgrounds and element-wise addition to enhance missing foregrounds, ultimately yielding \( F_r^a \). \( F_r^a \) serves as the input to the AG-Head, where attention is applied to \( F_r^a \) to generate the final refined edge features \( f_{i+1}^h \) and prediction map \( P_i \) in the AG-Head.

**Figure 5.** (A) Edge refinement module and (B) Spatial Pyramid Pooling module.
We designed four predictions in the overall refinement branch. In order to demonstrate the actual effects, we compared the results of these four predictions in Figure 6. It is evident that edge refinement is a gradual process in different environments, and the effect is significant for various types of camouflage targets. As shown in the first row of the figure, fish hidden in the sand have their body surfaces partially covered by sand. Through the computations of the refinement module, the sand on the fish’s body can be effectively distinguished. In the image of a soldier holding a gun in the fourth row, the refinement process of the firearm clearly demonstrates a highly noticeable effect on edge refinement.

![Figure 6. Comparison of the four prediction results in the overall refinement branch.](image)

3.4. Loss Function

Commonly used loss functions for semantic segmentation include Dice loss [31], IoU loss, cross-entropy loss, and others. In our model, there are multiple predictions, namely, the predictions from the localization branch and the overall refinement branch, resulting in a total of 5 output prediction maps. Each prediction is trained independently with separate parameters. Since each module has different objectives, the localization branch focuses less on edge details, and thus, the cross-entropy loss and IoU loss are sufficient for accurate foreground localization. Therefore, for the RLM, the loss function is defined as follows:

$$ L_h = L_{bce} + L_{iou}, \quad (7) $$

For predictions of the overall refinement branch, a combination of weighted binary cross-entropy loss, weighted IoU loss, and uncertainty-aware loss (UAL) are employed to supervise the model. The weighted cross-entropy loss assigns higher weights to hard
pixels. Similarly, the weighted IoU loss focuses more on hard pixels than uniformly distributing weights, emphasizing foreground edge pixels more, as demonstrated by its effectiveness [32]. In addition, uncertainty-aware loss (UAL) [33] is introduced due to the minimal differences between the camouflaged target and the background, making accurate target localization and segmentation challenging. To reduce prediction uncertainty and enhance the model’s decision confidence, UAL is incorporated. By applying the sigmoid function, the pixel values during prediction are constrained to the range of \([0, 1]\), where values close to 0 represent the background and values close to 1 represent the foreground, with values around 0.5 indicating uncertainty. Pixels with values close to 0.5 represent high uncertainty, and to address these challenging samples, the blurriness is used as an additional loss for these problematic samples. The direct approach is to assign the highest loss to pixels with a prediction value of 0.5 and the lowest loss to values of 0 and 1, given by 

\[
L_{UAL}^{ij} = 1 - |2p_{ij} - 1|^2,
\]

where \(p_{ij}\) represents the pixel value.

The loss function used for the predictions in the refinement module is defined as follows:

\[
L_i = L_{wbce} + L_{wiou} + \lambda L_{UAL}
\]

where \(\lambda\) is the balance coefficient, an incremental cosine strategy is adopted to adjust its value during training.

The overall loss function is defined as follows, considering that the edges of camouflage targets provide more valuable information for segmentation and should receive more attention:

\[
L = L_h + \sum_{i=1}^{4} 2^{4-i} L_i
\]

4. Experiments

4.1. Experiment Setup

Dataset: We conducted experiments on three COS datasets, namely, CAMO [4], CHAMELEON [34], and COD10K [22]. These datasets are specifically designed for camouflaged object segmentation tasks. CAMO comprises 8 categories with a total of 1250 images, including 1000 images for training and 250 for testing. Each CAMO image contains at least one camouflaged object, which exhibits variable shapes and appearances within complex scenes. CHAMELEON consists of 76 high-resolution images of camouflaged targets, where animals blend into natural environments through skin color or body shape. COD10K is currently the largest benchmark dataset for camouflage, consisting of 5066 images, with 3040 used for training and 2026 for testing. The dataset includes both natural and artificial camouflaged images, covering 10 super-classes and 78 sub-classes. Our training set consists of the training sets of COD10K and CAMO, totaling 4040 images with a combined size of 1.01 GB. Other datasets are used as the test set, as shown specifically in Figure 7.

Figure 7. Dataset visualization.
4.2. Evaluation Criteria

The following metrics were used to evaluate our proposed method in this study:

1. **Structure-measure**: It includes region-aware structural similarity measure $S_r$ and object-aware structural similarity measure $S_o$.

   \[
   S_r = \sum_{k=1}^{K} w_k \times \text{ssim}(k)
   \]  
   \[
   S_o = \mu \times O_{FG} + (1 - \mu) \times O_{BG}
   \]  
   \[
   S = \alpha \times S_o + (1 - \alpha) \times S_r
   \]

   where $\alpha$ is set to 0.5, and the specific meaning of the formula is referenced from [35]. A higher value of $S$ indicates better performance of the model.

2. **The Mean Absolute Error (MAE)** is a widely used metric for evaluating image segmentation results. It measures the average absolute difference between predicted values and ground truth.

   \[
   \text{MAE}(X, h) = \frac{1}{m} \sum_{i=1}^{m} |h(x_i) - y_i|
   \]

3. **The weighted F-measure** is a comprehensive evaluation metric based on precision and recall [36].

   \[
   F_\beta^\omega\text{-measure} = \left(1 + \beta^2\right) \frac{\text{Precision}^\omega \times \text{Recall}^\omega}{\beta^2 \times \text{Precision}^\omega + \text{Recall}^\omega}
   \]

4. **The adaptive E-measure ($E_\phi$)** considers both pixel-level matching and image-level statistics to accurately evaluate the overall and local accuracy of the segmentation results [37]. Pixel-level matching involves comparing and matching the pixel values between the algorithm’s segmentation result and the ground truth segmentation result to determine their differences. On the other hand, image-level statistics involve analyzing and summarizing features such as pixel regions, shapes, and positions in the segmentation result to obtain a more comprehensive and detailed evaluation. The adaptive E-measure combines information from both aspects, enabling a more accurate assessment of the algorithm’s precision and performance, and providing strong support for the improvement and optimization of image segmentation algorithms. The adaptive E-measure is an effective tool for evaluating image segmentation techniques in practical applications, including medical image segmentation, scene understanding, and object detection. By incorporating pixel-level and image-level information, it provides a comprehensive and accurate evaluation that aligns with human perception and judgment. This contributes to the advancement and refinement of image segmentation techniques, benefiting various computer vision tasks.

4.3. Implementation Details

The proposed model in this paper is implemented using the PyTorch framework. The training and testing are performed on an NVIDIA Tesla V100S-PCIE-32GB GPU. The parameters of the backbone network are initialized with a pre-trained Res2Net-50 model on the ImageNet dataset, while the remaining parameters are initialized with PyTorch’s default settings. During training, the input image sizes were adjusted to 264 $\times$ 264, 352 $\times$ 352 and 440 $\times$ 440, respectively. Data augmentation is applied using random horizontal flipping. The batch size is set to 16. The optimization uses the stochastic gradient descent (SGD) optimizer with a weight decay of 5e-4 and a momentum of 0.9. The initial learning rate is set to $1 \times 10^{-3}$ and is adjusted using the poly learning rate policy with a decay factor of 0.9. The model is trained for a total of 65 epochs.
4.4. Experimental Results and Comparisons

This study explores emerging techniques in the field of camouflage object segmentation. To demonstrate the effectiveness of our proposed method, we compared it with several recent state-of-the-art approaches, including FPN [21] (a deep learning architecture for object detection and semantic segmentation), NLDF [30] (a complex image processing method), PicANet [38] (a medical image segmentation method), CPD [23] (methods for SOD), SINet [22], PFNet [11], SINet-V2 [40], C2FNet [41], ZoomNet [33], SegMaR (S-1) [42], and FLCNet [43] (methods for natural camouflage object segmentation). To ensure fairness and comparability of the prediction results, we obtained the predicted maps through two methods: first, by acquiring them from publicly available sources on the internet, and second, by running retrained models using open-source code. For the predicted maps obtained from public sources, we ensured their reliability and availability. These maps were directly downloaded from the websites where the respective method’s researchers or teams have made them publicly accessible. The second method involved retraining the models using the official open-source code with the same settings and parameters. This ensured we used the same code and training methodology, making the predicted maps directly comparable. Additionally, all predicted maps were evaluated using the same code. By following this approach, we ensured the reliability and effectiveness of our research.

The experimental results of our proposed method and eight other methods are shown in Table 1. The results demonstrate that our method consistently outperforms the other detection models regarding all four evaluation metrics across different datasets. Our method exhibits superior performance across various evaluation metrics compared to other detection models. For instance, when compared to C2FNet on the CHAMELEON-Test, COD10K-Test, and CAMO-Test datasets, our method shows an improvement of 1.3%, 1.4%, and 2.4% in \( S_a \), respectively. Additionally, it can be observed that our method performs similarly to SINet-V2 on the CAMO-Test dataset but exhibits improved metrics on the CHAMELEON-Test and COD10K-Test. As indicated in Table 2, in terms of testing speed, we employed the hardware configuration mentioned in Section 4.3 for experimentation. During testing, we achieved a frame rate of 28.2 FPS, indicating an overall relatively favorable performance.

Table 1. Experimental results of the proposed method and other 13 methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>CHAMELEON</th>
<th>COD10K</th>
<th>CAMO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( S_a )↑</td>
<td>( F_p )↑</td>
<td>( MAE )↓</td>
</tr>
<tr>
<td>FPN [21]</td>
<td>0.794</td>
<td>0.590</td>
<td>0.075</td>
</tr>
<tr>
<td>NLDF [30]</td>
<td>0.798</td>
<td>0.652</td>
<td>0.063</td>
</tr>
<tr>
<td>PicANet [39]</td>
<td>0.765</td>
<td>0.552</td>
<td>0.065</td>
</tr>
<tr>
<td>BASNet [10]</td>
<td>0.687</td>
<td>0.474</td>
<td>0.118</td>
</tr>
<tr>
<td>CPD [23]</td>
<td>0.857</td>
<td>0.731</td>
<td>0.048</td>
</tr>
<tr>
<td>PraNet [38]</td>
<td>0.860</td>
<td>0.763</td>
<td>0.044</td>
</tr>
<tr>
<td>SINet [22]</td>
<td>0.872</td>
<td>0.806</td>
<td>0.034</td>
</tr>
<tr>
<td>PFNet [11]</td>
<td>0.882</td>
<td>0.810</td>
<td>0.033</td>
</tr>
<tr>
<td>SINet-V2 [40]</td>
<td>0.888</td>
<td>0.816</td>
<td>0.030</td>
</tr>
<tr>
<td>C2FNet [41]</td>
<td>0.888</td>
<td>0.828</td>
<td>0.032</td>
</tr>
<tr>
<td>ZoomNet [33]</td>
<td>0.865</td>
<td>0.823</td>
<td>0.031</td>
</tr>
<tr>
<td>SegMaR (S-1) [42]</td>
<td>0.892</td>
<td>0.823</td>
<td>0.028</td>
</tr>
<tr>
<td>FLCNet [43]</td>
<td>0.891</td>
<td>0.837</td>
<td>0.028</td>
</tr>
<tr>
<td>Ours</td>
<td>0.901</td>
<td>0.841</td>
<td>0.028</td>
</tr>
</tbody>
</table>

Here, “↑” ("↓") means that the larger (smaller) the better.
Table 2. Comparison of testing speed and FLOPS.

<table>
<thead>
<tr>
<th>Model</th>
<th>FPS↑</th>
<th>FLOPs↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>SINet</td>
<td>22.7</td>
<td>19.5G</td>
</tr>
<tr>
<td>PFNet</td>
<td>31.9</td>
<td>26.5G</td>
</tr>
<tr>
<td>C2FNet</td>
<td>24.1</td>
<td>25.2G</td>
</tr>
<tr>
<td>Our</td>
<td>28.2</td>
<td>24.1G</td>
</tr>
</tbody>
</table>

Here, “↑” (“↓”) means that the larger (smaller) the better.

We compared the performance of our model with other methods on the CHAMELEON, CAMO, and COD10K datasets, and the PR curve is shown in Figure 8. The higher the curve, the better the performance of the model, and our method has better performance than other methods.

![PR curves of the proposed method and other six methods on the CHAMELEON, CAMO, and COD10K datasets.](image)

Figure 8. PR curves of the proposed method and other six methods on the CHAMELEON, CAMO, and COD10K datasets.

The visual comparison of our proposed model with different-sized camouflage objects is presented in Figure 9. The visual comparison shows that our method excels at segmenting objects in various complex environments. Our predicted results exhibit more evident, more complete object regions, and more distinct boundaries. This indicates that our method accurately locates and segments the objects. In the last row of Figure 9, our model demonstrates superior recognition results for multiple objects. Our model accurately segments all five cicadas and performs more precisely regarding edge details. In contrast, other methods struggle to achieve satisfactory recognition results for the cicada in the top-right corner.
4.5. Ablation Experiments

To validate the effectiveness of the key components within our network, this section conducts a detailed ablation experiment analysis. All experiments in this section utilize the evaluation metrics from Section 4.2 to assess the model’s performance, with bold font in the tables indicating the optimal results.

Localization Branch. Recognizing the crucial role of rich semantic information in high-level features for capturing internal details of camouflaged targets, we introduced the RLM. Specifically, we enhanced these high-level features by introducing the ASPP module to cover different scales of receptive fields, followed by partial decoding. This approach allows the model to gather contextual information from local to global on relatively small-sized feature maps, thereby improving the model’s recognition capability for objects of different scales. Such an extension further enhances the model’s expressive power and perception.

Due to the numerous scale choices for ASPP, only the experiment data based on this selected scales. Different scales of ASPP were applied to these high-level features, with the selected scales being {3, 6, 12, 18}. Such an extension further enhances the model’s recognition capability for camouflaged targets.

To validate the effectiveness of ASPP, as shown in Table 3, we conducted relevant experiments on the COD10K-text dataset. The high-level features used by the partial decoder on {3, 6, 12, 18}. The RLM. Specifically, we enhanced these high-level features by introducing the ASPP module to cover different scales of receptive fields, followed by partial decoding. This approach allows the model to gather contextual information from local to global on relatively small-sized feature maps, thereby improving the model’s recognition capability for objects of different scales. Such an extension further enhances the model’s expressive power and perception.

Table 3. Relevant experiments of the localization branch on the COD10K-text dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>$S_x$↑</th>
<th>$F^4_y$↑</th>
<th>MAE↓</th>
<th>$E_{φ}$↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASIC</td>
<td>0.780</td>
<td>0.591</td>
<td>0.051</td>
<td>0.803</td>
</tr>
<tr>
<td>BASIC + PD1</td>
<td>0.789</td>
<td>0.628</td>
<td>0.046</td>
<td>0.829</td>
</tr>
<tr>
<td>BASIC + PD2</td>
<td>0.791</td>
<td>0.633</td>
<td>0.045</td>
<td>0.833</td>
</tr>
<tr>
<td>BASIC + PD3</td>
<td>0.790</td>
<td>0.634</td>
<td>0.045</td>
<td>0.832</td>
</tr>
<tr>
<td>BASIC + PD1 + ASPP</td>
<td>0.791</td>
<td>0.631</td>
<td>0.046</td>
<td>0.831</td>
</tr>
<tr>
<td>BASIC + PD2 + ASPP</td>
<td>0.793</td>
<td>0.633</td>
<td>0.044</td>
<td>0.836</td>
</tr>
<tr>
<td>BASIC + PD3 + ASPP</td>
<td>0.792</td>
<td>0.633</td>
<td>0.044</td>
<td>0.836</td>
</tr>
</tbody>
</table>

Here, “↑” ("↓") means that the larger (smaller) the better.
Overall Refinement Branch. In this branch, we drew inspiration from the structure of Feature Pyramid Network (FPN) and further refined and improved it using the ERM. Through this module, we can fuse feature maps from different levels from top to bottom, generating a multi-scale feature representation. This feature fusion method contributes to providing richer multi-scale information, enhancing the detection capability for small targets by merging low-level and high-level features. Simultaneously, we preserved the spatial dimension during the feature fusion process, aiding in accurate target localization and boundary detection. Additionally, we introduced lateral connections to facilitate information exchange between high-level and low-level features. This cross-level feature transfer not only assists in extracting semantic information from low-level features but also captures retained high-level semantic information, further boosting the performance of our model. Through ablation experiments, we obtained satisfactory results. Detailed experimental results are shown in Table 4, where specific experiments include the use of ERM on different layers, improvement of ERM by adding the Spatial Pyramid Pooling (SPP) module for denoising features. In Table 4, $2 \times$ ERM, $3 \times$ ERM, and ERM-I respectively represent using ERM on $\{f_i, i=4,5\}$, using ERM on $\{f_i, i=3,4,5\}$, and incorporating SPP into ERM.

<table>
<thead>
<tr>
<th>Model</th>
<th>COD10K-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$S_\downarrow$</td>
</tr>
<tr>
<td>BASIC + RLM + 2 $\times$ ERM</td>
<td>0.801</td>
</tr>
<tr>
<td>BASIC + RLM + 2 $\times$ ERM-I</td>
<td>0.805</td>
</tr>
<tr>
<td>BASIC + RLM + 3 $\times$ ERM</td>
<td>0.810</td>
</tr>
<tr>
<td>BASIC + RLM + 3 $\times$ ERM-I</td>
<td>0.813</td>
</tr>
<tr>
<td>BASIC + RLM + 3 $\times$ ERM-I + AG-H</td>
<td>0.827</td>
</tr>
</tbody>
</table>

Here, “$\uparrow$” (“$\downarrow$”) means that the larger (smaller) the better.

5. Conclusions

In this study, we proposed a comprehensive camouflage target segmentation network aimed at improving segmentation performance in complex backgrounds. The RLM was employed in the localization branch to expand the receptive fields of each high-level feature, followed by the fusion of three different scales of high-level features. The localization predictions guided the overall refinement branch. The localization predictions, serving as coarse predictions with numerous false positives and negatives, were refined by the overall refinement branch from top to bottom. The branch effectively identified and eliminated these erroneous pixels, incorporating the AG-Head to enhance attention mechanisms and further refine edge features.

We compared our model with recent typical methods in this paper and achieved excellent performance on three commonly used public datasets. Particularly, on the largest-scale COD10K dataset, our model achieved a Structure-measure of 0.827, outperforming recent network models on other evaluation metrics as well.

Our future research is inspired by recent articles, such as MRR-Net [44], which emphasizes the role of different receptive fields. We consider incorporating more diverse receptive fields in the overall refinement branch to better prepare for matching candidate regions. Drawing from the methodology of SegMaR [42], we can establish appropriate amplification mechanisms and employ multiple iterations to further enhance accuracy. Regarding camouflaged objects, we not only utilize binary ground truth data but also introduce additional training information, such as ranking information and relevant masks [45]. Large Language Models (LLMs) and Visual Language Models (VLMs) [46,47] can provide rich semantic information to models, including object names, context, and more. By integrating this information, we can gain a deeper understanding of the model’s decision-making process and interpret the model’s understanding and reasoning about scenes, thereby endowing our model with stronger semantic scene understanding capabilities. Our study provides...
new ideas and methods for the field of disguised target segmentation, aiming to advance its development and application.
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