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Abstract: It is well known that the recursive least squares (RLS) algorithm is renowned for its rapid convergence and excellent tracking capability. However, its performance is significantly compromised when the system is sparse or when the input signals are contaminated by impulse noise. Therefore, in this paper, the minimum error entropy (MEE) criterion is introduced into the cost function of the RLS algorithm in this paper, with the aim of counteracting the interference from impulse noise. To address the sparse characteristics of the system, we employ a universally applicable convex function to regularize the cost function. The resulting new algorithm is named the convex regularization recursive minimum error entropy (CR-RMEE) algorithm. Simulation results indicate that the performance of the CR-RMEE algorithm surpasses that of other similar algorithms, and the new algorithm excels not only in scenarios with sparse systems but also demonstrates strong robustness against pulse noise.
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1. Introduction

Sparse adaptive filters have widespread applications in the field of signal processing, commonly employed in tasks such as acoustic echo cancellation [1,2] and communication channel identification [3]. Traditional adaptive filtering algorithms used for identifying sparse systems (referred to as systems that contain many near-zero or a few large coefficients that need to be identified) often rely on prior knowledge of sparsity. In particular, many relevant algorithms have been proposed in this context: for the LMS algorithm, scholars have successively improved its cost function using the $l_0$-norm and $l_1$-norm regularization techniques [4]. This result significantly enhances the algorithm’s convergence speed in sparse systems, reduces steady-state errors, and simultaneously improves its robustness. Subsequently, other researchers utilized a more general convex function to regularize the LMS algorithm [5], making the proposed algorithm more versatile compared to the former. In [6], the author applied convex regularization techniques to enhance the RLS algorithm. By incorporating a general regularization term into the RLS cost function, they derived a new type of sparse adaptive filtering algorithm, referred to as the convex regularized recursive least squares (CR-RLS) algorithm. This approach allows the use of any convex function for regularization. In recent years, the concept of sparsity has even been applied to kernel adaptive filtering, as mentioned in [7–10].

The aforementioned adaptive algorithms based on the mean-square error criterion perform well in Gaussian noise environments. However, in real-life scenarios, signals may be contaminated by impulsive noise, and the mean-square error criterion may not yield satisfactory results in the presence of impulsive noise [11]. With the development of information theoretic learning (ITL), the maximum correntropy criterion (MCC) [12–15] and the minimum error entropy criterion (MEE) [16–18] have gradually been introduced.
Due to their calculations involving higher-order statistical properties of the error signal, they exhibit less sensitivity to significant outliers, thus demonstrating a strong capability to effectively handle impulsive noise. Especially in non-Gaussian environments, information-theoretic criteria are notably superior to the most popular mean square error criterion. Furthermore, the literature indicates that under heavy-tailed noise distributions or when signals are contaminated by impulse noise or outliers, the MCC criterion and MEE criterion are significantly superior to the mean square error criterion.

In the present day, the maximum correlation entropy criterion and the minimum error entropy criterion have been successfully applied in adaptive filtering algorithms. For instance, a classic example is found in [19], where the correntropy-induced metric (CIM) penalized MCC criterion is utilized instead of the traditional minimum mean square error criterion for robust channel estimation against impulse noise. MCC is employed to combat impulse noise, while CIM is utilized to effectively exploit the sparsity of the channel. Hence, the proposed CIM-MCC algorithm demonstrates excellent performance. Furthermore, researchers have introduced the MCC criterion in kernel adaptive filtering [13], leading to the derivation of the kernel recursive maximum correntropy (KRMC) algorithm. Subsequent simulation results in alpha-stable noise environments for short-term chaotic time series prediction confirm the superior performance of KRMC. Similarly, the recursive minimum error entropy (RMEE) algorithm is proposed [20]. These algorithms exhibit strong suppression capabilities against pulse noise. Considering scenarios involving sparse systems, scholars have also proposed the convex regularized recursive maximum correntropy (CR-RMC) algorithm as mentioned in [21]. Inspired by the previous discussions, this paper introduces sparsity enhancements to the RMEE algorithm by incorporating a more general convex function as a sparse penalty term in the cost function. As a result, we obtain a sparse adaptive algorithm based on the MEE criterion, which is called the convex regularization recursive minimum error entropy (CR-RMEE) algorithm. Subsequent results reveal that this algorithm not only exhibits strong robustness in the presence of impulsive noise but also demonstrates good capabilities in identifying sparse systems.

The remaining part of the paper is organized as follows: In Section 2, relevant background knowledge is introduced, including basic concepts of adaptive filtering and minimum error entropy. We provide a detailed explanation of the proposed new algorithm in Section 3, including the derivation process and the selection of regularization factors. In Section 4, we conduct simulation experiments on the algorithm, considering both stationary and non-stationary systems and various noise environments, to test the algorithm’s convergence, tracking performance, and robustness. An actual scenario of echo cancellation is also considered to thoroughly evaluate the algorithm’s performance. Finally, the conclusion is presented in Section 5.

2. Basic Principles

When performing linear adaptive filtering, there is an input vector $u$, unknown tap parameter $w$, and desired response $d$. The desired response $d(n)$ at each regression point can be obtained with the following expression:

$$d(n) = w^T(n-1)u(n) + v(n), \quad n = 1, 2, \cdots$$

where $v$ is a zero-mean background noise with a variance of $\sigma_v^2$. In this context, the error signal can be represented as follows:

$$e(n) = d(n) - w^T(n-1)u(n)$$

where $w(n-1)$ is the estimate of $w_0$ at point $n-1$.

Additionally, in this study, we have made the following assumptions:

(a) The input signal is a white sequence with a mean of zero and is wide-sense stationary. The additive noise is zero-mean.

(b) The input sequences at different time instants and the noise are uncorrelated.
(c) The inputs at different time instants and the additive noise are uncorrelated.

\[
E\left\{ u(m)u^T(n) \right\} = \begin{cases} 
\sigma^2_u, & m = n, \\
0, & m \neq n,
\end{cases}
\]
(3a)

\[
E\left\{ u^T(m)u(n) \right\} = \begin{cases} 
Mc^2_u, & m = n, \\
0, & m \neq n,
\end{cases}
\]
(3b)

\[
E\{ v(m)v(n) \} = \begin{cases} 
\sigma^2_v, & m = n, \\
0, & m \neq n.
\end{cases}
\]
(3c)

\[
E\left\{ u^H(m)v(n) \right\} = 0, \quad m \neq n.
\]
(4)

As a well-known learning criterion in Information Theoretic Learning (ITL), the Minimum Error Entropy was proposed by Alfred Renyi, building upon the foundation of Shannon entropy. Its expression can be derived from the Shannon entropy formula:

\[
H_a(X) = \frac{1}{1-\alpha} \log \left[ \sum_{i=1}^{N} p_i^\alpha \right] = \frac{1}{1-\alpha} \log(V_a(X))
\]
(5)

where \(\alpha\) is a the order parameter, and you can change its value to alter the form of entropy expression. \(p_i\) represents the probability of occurrence of the \(i\)-th data set; \(V_a(X)\) is referred to as the Information Potential (IP), and the second-order Renyi entropy with \(\alpha = 2\) is more commonly used as follows:

\[
V_2(X) = E\left[ k^2_\sigma(X) \right]
\]
(6)

where \(k_\sigma(X)\) is the Gaussian kernel with bandwidth \(\sigma\). Kernel functions primarily describe the inner product of random variables in the feature space. The Gaussian kernel function is commonly used, and its expression is as follows:

\[
k_\sigma(x - x_o) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left[ \frac{(x - x_o)^2}{2\sigma^2} \right]
\]
(7)

Due to the difficulty in obtaining the Probability Density Function (PDF) of a signal accurately in practical situations, it is common to estimate the PDF. The most common method for PDF estimation is based on the Parzen method. Assuming the input vector data are \(\{u_1, u_2, \ldots, u_N\}\), the probability density after Parzen estimation can be represented as follows:

\[
\hat{p}_{u,c}(u) = \frac{1}{N} \sum_{i=1}^{N} k_\sigma(u - u_i)
\]
(8)

The estimate of its entropy can be derived by incorporating the kernel function into the second-order Renyi entropy formula:

\[
\hat{H}_2(U) = -\log \left[ \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} k_\sigma(u_i - u_j) \right]
\]
(9)

where \(u_i\) and \(u_j\) represent input signals at different time instants \(i\) and \(j\). When replacing the input in the kernel function with the error \(e\), the error entropy \(\hat{H}_2(e)\) of the system can be defined.

From the derived error entropy formula above, based on the definition of error entropy, it can be concluded that when the error entropy is minimized, the system error signal becomes more stable. This implies that the system’s filtering algorithm has achieved
convergence. Therefore, the cost function for algorithms based on the minimum error entropy criterion can be expressed as follows:

$$
J_{MEE}(w) = \min \left\{ \hat{H}_2(e) \right\} = \min \left\{ -\log \left( \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} k \sqrt{2} (e_i - e_j) \right) \right\}
$$

(10)

Because this function is a logarithmic function and monotonically increasing, the cost formula can be simplified to

$$
J_{MEE}(w) = \max \left\{ \hat{V}_2, \sigma(e) \right\} = \max \left\{ \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} k \sqrt{2} (e_i - e_j) \right\}
$$

(11)

where \( w \) represents the tap parameters of the adaptive filter, and \( \hat{V}_2, \sigma(e) \) represents the estimate of the second-order information potential.

3. Proposed Algorithm

In this chapter, we first proposed a new cost function and derived the novel CR-RMEE algorithm based on it. We also introduced the updated formula for the regularization factor. Finally, towards the end of this chapter, we conducted a mathematical analysis of the convergence of the new algorithm, demonstrating its theoretical convergence.

3.1. CR-RMEE Algorithm

The traditional MEE cost function, as shown in (11), leads to the cost function for the exponential forgetting factor \((0 < \lambda < 1)\) based on the MEE criterion as follows:

$$
J(w) = \frac{1}{L^2} \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} \lambda^{i+j} G_\sigma(e_i - e_j)
$$

(12)

where \( L \) is the length of the sliding window inside the filter, \( G_\sigma(\cdot) \) is the Gaussian kernel function, and \( \sigma \) is the kernel width.

We incorporate a convex function containing the weight vector into it for regularization, which allows the regularized cost function to leverage some prior knowledge about the unknown system, such as sparsity. In this paper, the regularized MEE cost function is as follows:

$$
J(w) = \frac{1}{L^2} \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} \lambda^{i+j} G_\sigma(e_i - e_j) - \gamma_n f(w)
$$

(13)

where \( f(\cdot) \) is a convex function, \( \gamma_n \) is a variable constant known as the regularization factor. The role of \( \gamma_n \) is to maintain a balance between the MEE cost function and the regularization term. When \( \gamma_n \) increases or decreases, the impact of the regularization term on the adaptive algorithm also changes accordingly.

There are subgradients for the regularization convex function in the cost function. The collection of subgradients is called subdifferential, which is denoted by \( \partial f(w) \). We denote a subgradient vector of \( f(\cdot) \) at \( n \) with \( \nabla^n f(n) \in \partial f(n) \).

Therefore, the gradient of the cost function (13) can be represented as follows:

$$
\nabla J(w) = \frac{1}{L^2} \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} \lambda^{i+j} (u_i - u_j) G_\sigma(e_i - e_j) (e_i - e_j) - \gamma_n \{ \nabla^n f(w) \}
$$

(14)
To simplify the computation, at each time point \( n \) (the following derivations of equations are all under time point \( n \)) we have

\[
\begin{align*}
\mathbf{u}_i &= \mathbf{u}(n-i), \\
\mathbf{d}_i &= d(n-i), \\
\mathbf{e}_i &= e(n-i), i = 0, 1, \ldots, L - 1.
\end{align*}
\]  

(15)

Then, we can obtain

\[
\begin{align*}
\mathbf{U}_L &= [\mathbf{u}_0, \mathbf{u}_1, \ldots, \mathbf{u}_{L-1}] = [\mathbf{u}_0, \mathbf{U}_{L-1}], \\
\mathbf{D}_L &= [\mathbf{d}_0, \mathbf{d}_1, \ldots, \mathbf{d}_{L-1}]^T = [\mathbf{d}_0, \mathbf{D}_{L-1}]^T, \\
\mathbf{e}_L &= [\mathbf{e}_0, \mathbf{e}_1, \ldots, \mathbf{e}_{L-1}]^T = [\mathbf{e}_0, \mathbf{e}_{L-1}]^T = \mathbf{D}_L - \mathbf{U}_L^T \mathbf{w}.
\end{align*}
\]  

(16)

So, the gradient of the cost function (14) can be rewritten as follows:

\[
\nabla f(\mathbf{w}) = \frac{2}{\gamma_n} \mathbf{U}_L (\mathbf{P}_L - \mathbf{Q}_L) \mathbf{e}_L - \gamma_n \{\nabla^2 f(\mathbf{w})\}
\]

(17)

where

\[
\begin{align*}
\mathbf{Q}_{(i+1)(j+1)} &= \lambda^{i+j} \mathbf{G}_0 (\mathbf{e}_i - \mathbf{e}_j), i, j = 0, 1, \ldots, L - 1, \\
\mathbf{P}_{(i+1)(j+1)} &= \left\{ \begin{array}{ll}
\sum_{k=0}^{L-1} \lambda^{i+j} \mathbf{G}_0 (\mathbf{e}_i - \mathbf{e}_k), & i = j, \\
0, & i \neq j,
\end{array} \right.
\end{align*}
\]

(18)

\[
\begin{align*}
\mathbf{\Phi}_L &= \mathbf{P}_L - \mathbf{Q}_L = \begin{bmatrix} \phi_0 & \phi^T \\ \phi & \lambda^2 \mathbf{\Phi}_{L-1} \end{bmatrix}, \\
\phi_i &= \lambda^i \mathbf{G}_0 (\mathbf{e}_i - \mathbf{e}_0), j = 0, 1, \ldots, L - 1 \\
\phi_0 &= \sum_{k=1}^{L-1} \lambda^k \mathbf{G}_0 (\mathbf{e}_0 - \mathbf{e}_k).
\end{align*}
\]

Setting the gradient equal to zero, we can solve for

\[
\mathbf{w} = \left( \mathbf{U}_L \mathbf{\Phi}_L \mathbf{U}_L^T \right)^{-1} \left[ \mathbf{U}_L \mathbf{\Phi}_L \mathbf{D}_L - \frac{1}{2} \lambda^2 \mathbf{e}_L^T \{\nabla^2 f(\mathbf{w})\} \right]
\]

(19)

Let

\[
\begin{align*}
\mathbf{R}_L &= \mathbf{U}_L \mathbf{\Phi}_L \mathbf{U}_L^T, \\
\mathbf{r}_L &= \mathbf{U}_L \mathbf{\Phi}_L \mathbf{D}_L
\end{align*}
\]

(20)

Then, (19) can be rewritten as follows:

\[
\mathbf{w} = \mathbf{R}_L^{-1} \left[ \mathbf{r}_L - \frac{1}{2} \lambda^2 \mathbf{e}_L^T \{\nabla^2 f(\mathbf{w})\} \right]
\]

(21)

where \( \mathbf{R}_L \) is the weighted autocorrelation matrix of the input signal and can be rewritten as

\[
\mathbf{R}_L = \lambda^2 \mathbf{U}_{L-1} \mathbf{\Phi}_{L-1} \mathbf{U}_{L-1}^T + \left[ \mathbf{u}_0 \phi_0 \mathbf{u}_0^T + \mathbf{U}_{L-1} \phi \mathbf{u}_0^T + \mathbf{u}_0 \phi \mathbf{U}_{L-1}^T \right]
\]

(22)

\( \mathbf{r}_L \) is the weighted cross-correlation vector between the input signal and the desired response and can be rewritten as

\[
\mathbf{r}_L = \lambda^2 \mathbf{U}_{L-1} \mathbf{\Phi}_{L-1} \mathbf{D}_{L-1} + \left[ \mathbf{u}_0 \phi_0 \mathbf{d}_0 + \mathbf{U}_{L-1} \phi \mathbf{d}_0 + \mathbf{u}_0 \phi \mathbf{D}_{L-1}^T \right]
\]

(23)

Under the conditions of Assumption (b) and Assumption (c), the following expectations have the following properties:

\[
\begin{align*}
\mathbb{E} [\mathbf{U}_{L-1} \phi \mathbf{u}_0^T + \mathbf{u}_0 \phi \mathbf{U}_{L-1}^T] &= 0, \\
\mathbb{E} [\mathbf{U}_{L-1} \phi \mathbf{d}_0 + \mathbf{u}_0 \phi \mathbf{D}_{L-1}^T] &= 0.
\end{align*}
\]

(24)
So, (22) and (23) can be rewritten as follows:

\[
\mathbf{R}_L = \lambda^2 \mathbf{U}_{L-1} \Phi_{L-1} \mathbf{U}_{L-1}^T + \mathbf{u}_0 \phi_0 \mathbf{u}_0^T
\]

\[
= \lambda^2 \mathbf{R}_{L-1} + \mathbf{u}_0 \phi_0 \mathbf{u}_0^T
\]

(25)

\[
\mathbf{r}_L = \lambda^2 \mathbf{U}_{L-1} \Phi_{L-1} \mathbf{D}_{L-1} + \mathbf{u}_0 \phi_0 \mathbf{d}_0
\]

\[
= \lambda^2 \mathbf{r}_{L-1} + \mathbf{u}_0 \phi_0 \mathbf{d}_0
\]

(26)

Define a new vector \( \mathbf{\theta}_L \):

\[
\mathbf{\theta}_L = \mathbf{r}_L - \frac{1}{2} L^2 \sigma^2 \gamma_L \{ \nabla^s f(\mathbf{w}) \}
\]

(27)

By substituting the update (26) into (27), assuming that \( \gamma_L \) and \( \nabla^s f(\mathbf{w}) \) change only slightly at each time point [6], the vector \( \mathbf{\theta}_L \) can also be recursively updated as follows:

\[
\mathbf{\theta}_L = \lambda^2 \mathbf{r}_{L-1} + \mathbf{u}_0 \phi_0 \mathbf{d}_0 - \frac{1}{2} L^2 \sigma^2 \gamma_L \{ \nabla^s f(\mathbf{w}) \}
\]

\[
= \lambda^2 \mathbf{\theta}_{L-1} - \frac{1}{2} L^2 \sigma^2 \gamma_{L-1} \{ \nabla^s f(\mathbf{w}) \} + \mathbf{u}_0 \phi_0 \mathbf{d}_0
\]

\[
- \frac{1}{2} L^2 \sigma^2 \gamma_L \{ \nabla^s f(\mathbf{w}) \} + \frac{1}{2} \lambda^2 L^2 \sigma^2 \gamma_{L-1} \{ \nabla^s f(\mathbf{w}) \}
\]

\[
\approx \lambda^2 \mathbf{\theta}_{L-1} + \mathbf{u}_0 \phi_0 \mathbf{d}_0 - \frac{1}{2} \{ 1 - \lambda^2 \} L^2 \sigma^2 \gamma_{L-1} \{ \nabla^s f(\mathbf{w}) \}
\]

(28)

Then, (21) can be rewritten as

\[
\mathbf{w} = \mathbf{P}_L \mathbf{\theta}_L
\]

(29)

where \( \mathbf{P}_L = \mathbf{R}_L^{-1} \). By using the matrix inversion lemma [20], we can obtain the updated formula

\[
\mathbf{P}_L = \lambda^{-2} \left( \mathbf{P}_{L-1} - \mathbf{k}_L \mathbf{u}_0^T \mathbf{P}_{L-1} \right)
\]

(30)

The gain matrix \( \mathbf{k}_L \) is given by

\[
\mathbf{k}_L = \mathbf{P}_{L-1} \mathbf{u}_0 \left( \frac{\lambda^2}{\phi_0} + \mathbf{u}_0^T \mathbf{P}_{L-1} \mathbf{u}_0 \right)^{-1}
\]

(31)

Rewriting (29) recursively, we can obtain the following updated formula:

\[
\mathbf{w}_L = \mathbf{w}_{L-1} + \mathbf{k}_L \mathbf{c}_0 - \frac{1}{2} L^2 \sigma^2 \left( 1 - \lambda^2 \right) \gamma \mathbf{P}_{L-1} \{ \nabla^s f(\mathbf{w}) \}
\]

(32)

3.2. Selection of the Regularization Factor

The use of regularization functions in the field of adaptive filtering is because they can provide some prior knowledge about the unknown system. Here, we assume that the prior knowledge is an upper bound on the regularization function, i.e., \( f(\mathbf{w}) \leq \rho \), where \( \rho \) is a constant. Let \( \hat{\mathbf{w}}(n) \) be the solution obtained from the cost function without regularization, and \( \xi = \mathbf{w} - \mathbf{w}_0 \) and \( \hat{\xi} = \hat{\mathbf{w}} - \mathbf{w}_0 \) represent the differences between \( \mathbf{w} \) and \( \hat{\mathbf{w}} \) with respect to the true weights. Substituting the difference expressions into (19), we obtain

\[
\xi(n) = \hat{\xi}(n) - \frac{1}{2} L^2 \sigma^2 \mathbf{P}(n) \gamma(n) \{ \nabla^s f[\mathbf{w}(n)] \}
\]

(33)

The squared deviation of \( \xi(n) \) from \( D_n \) can be computed as follows:

\[
D(n) = \xi^T(n) \xi(n) = \| \xi(n) \|^2 = \hat{D}(n) - L^2 \sigma^2 \mathbf{P}(n) \gamma(n) \{ \nabla^s f[\mathbf{w}(n)] \} \hat{\xi}(n)
\]

\[
+ \frac{1}{4} L^4 \sigma^4 \gamma^2(n) \| \mathbf{P}(n) \{ \nabla^s f[\mathbf{w}(n)] \} \|^2
\]

(34)

where \( \hat{D}(n) \) is the squared deviation from \( \hat{\xi}(n) \). One can obtain the following theorem from the (34) [6].
Theorem 1. \( D(n) \leq \bar{D}(n) \) if \( \gamma(n) \leq [0, \max(\hat{\gamma}(n), 0)] \), where

\[
\hat{\gamma}(n) = 4 \frac{\nabla^s f(w(n))P(n)\hat{\epsilon}(n)}{L^2\sigma^2 \|P(n)\{\nabla^s f(w(n))\}\|_2^2} \tag{35}
\]

Proof. From (34), when \( \frac{1}{2}L^4\sigma^4\gamma^2(n)\|P(n)\{\nabla^s f(w(n))\}\|_2^2 - L^2\sigma^2 P(n)\gamma(n)\{\nabla^s f(w(n))\}\hat{\epsilon}(n) \leq 0 \), then we obtain \( D(n) \leq \bar{D}(n) \). Consequently, the inequality can be solved as follows:

\[
\begin{cases}
0 \leq \gamma(n) \leq \frac{\nabla^s f(w(n))\{\nabla^s f(w(n))\}^T P(n)\epsilon(n)}{L^2\sigma^2 \|P(n)\{\nabla^s f(w(n))\}\|_2^2}, \\
\gamma(n) = 0, \\
\nabla^s f(w(n))\{\nabla^s f(w(n))\} \hat{\epsilon}(n) < 0
\end{cases}
\tag{36}
\]

From Theorem 1, it can be seen that if the method described in (36) is used to adaptively update the regularization factor, the performance of the CR-RMEE algorithm will be close to or even surpass the standard RMEE algorithm. However, since in practical use, we cannot obtain the true weight vector, \( \hat{\gamma}(n) \) is also not easy to calculate directly. Inspired by the work in [6], and using the subgradient definition of a convex function, \( \hat{\gamma}(n) \) can be approximated by the following expression when the input is a white sequence and \( n \) is sufficiently large:

\[
\gamma(n) \approx \gamma(n) = 4 \frac{\text{tr}(P(n))\{f[w(n)] - \rho\} + \nabla^s f[w(n)]^T P(n)\epsilon(n)}{L^2\sigma^2 \|P(n)\{\nabla^s f(w(n))\}\|_2^2} \tag{37}
\]

where \( \epsilon'(n) = \hat{w}(n) - w(n) \), meaning the difference between the unregularized coefficients and the regularized coefficients, and \( \text{tr}() \) represents a tracking operator. According to (38), \( \gamma(n) \) can be automatically updated to \( \gamma(n) = \max[\gamma'(n), 0] \) in each iteration, and the computational complexity for each automatic update is only \( O(N^2) \), which effectively saves time in the search for the optimal value. \( \square \)

3.3. Convergence Analysis

Whether an algorithm converges can be determined by observing the behavior when it reaches a steady state characterized by \( E\{\tilde{w}(n)\} \), where \( \tilde{w}(n) = w_o - w(n) \). So, from Equation (32), it can be concluded that

\[
\tilde{w}(n) = \tilde{w}(n - 1) - k(n)e(n) + \frac{1}{2}L^2\sigma^2(1 - \lambda^2)\gamma(n)\{\nabla^s f(w)\} \tag{38}
\]

Substituting Equation (1) into it, we obtain

\[
\tilde{w}(n) = \tilde{w}(n - 1) - k(n)u(n)\tilde{w}(n - 1) - k(n)v(n) + \frac{1}{2}L^2\sigma^2(1 - \lambda^2)\gamma(n - 1)\{\nabla^s f(w)\} \tag{39}
\]

Substituting (30) and (31) into the previous expression yields

\[
\tilde{w}(n) = \lambda^2 P(n)R(n - 1)\tilde{w}(n - 1) - P(n)u(n)\phi(n)n(n) + \frac{1}{2}L^2\sigma^2(1 - \lambda^2)\gamma(n - 1)\{\nabla^s f(w)\} \tag{40}
\]

From (25), the steady-state average value of \( A \) can be obtained as follows:

\[
E\{R(n)\} = \lambda^2 E\{R(n - 1)\} + E\{\phi(n)\}E\{u(n)u^T(n)\} \tag{41}
\]

Assuming the input signal \( u(n) \) is a wide-sense stationary process, combined with the assumptions mentioned earlier (a) and (41), we can obtain

\[
E\{R(n)\} = \lambda^2 E\{R(n - 1)\} + E\{\phi(n)\}e^2 \tag{42}
\]
where \( \mathbf{I} \) is the unit matrix of the same dimension as \( \mathbf{R}(n) \). Summarizing the above expressions, we obtain

\[
E\{\mathbf{R}(n)\} = \left(1 - \lambda^2\right)^{-1} E\{\phi(n)\} \sigma^2_u \mathbf{I}
\] (43)

Although it is known from the above that \( \mathbf{P}(n) = \mathbf{R}(n)^{-1} \), calculating the steady-state average of \( \mathbf{P}(n) \) is still very challenging. Therefore, it is commonly approximated using the following expression [19].

\[
E\{\mathbf{P}(n)\} \approx E - \frac{1}{n} \mathbf{P}^{-1}\{\mathbf{n}\} = \left(1 - \lambda^2\right) E\{\phi(n)\} \sigma^2_u \mathbf{I}
\] (44)

From (37), it can be easily deduced that \( \lim_{n \to \infty} \gamma(n) = 0 \), and under the conditions of assumption (a), \( E\{\mathbf{v}(n)\} = 0 \) can also be obtained. Therefore, the steady-state value of \( \tilde{\mathbf{w}}(n) \) can be expressed as

\[
E\{\tilde{\mathbf{w}}(n)\} = \lambda^2 E\{\tilde{\mathbf{w}}(n - 1)\}
\] (45)

For \( 0 < \lambda < 1 \), it follows that

\[
\lim_{n \to \infty} E\{\tilde{\mathbf{w}}(n)\} = 0
\] (46)

Therefore, we can demonstrate that the CR-RMEE algorithm proposed by us possesses convergence.

4. Simulation Experiments

In order to compare the advantages of the proposed algorithm, our simulations were conducted separately in steady and non-steady environments, and all simulation results were obtained through 1000 independent Monte Carlo experiments. The simulations use normalized mean squared deviation (NMSD) as the performance metric to evaluate the algorithms. A smaller value of NMSD indicates better algorithm performance, and the stability of the resulting waveform is also an important indicator of algorithm stability. NMSD can be obtained using the following formula:

\[
NMSD(n) = 10 \log_{10} \left( \frac{\|\mathbf{w}(n) - \mathbf{w}_o\|^2}{\|\mathbf{w}_o\|^2} \right)
\] (47)

In the simulations, the unknown weight vector \( \mathbf{w}_o \) is a \( 20 \times 1 \) vector with \( S \) non-zero tap weights, and the sliding window width is 8. Unless otherwise stated, the input \( \mathbf{u} \) is a white Gaussian random sequence, and the additive noise is impulsive with a mixed Gaussian distribution, \( \mathbf{v}(n) \sim 0.95 \mathcal{N}(0,0.01) + 0.05 \mathcal{N}(0,25) \).

For the selection of the function in the regularization term, we will introduce a sparsity-inducing convex penalty function. Since the \( \ell_0 \) norm is a non-convex function, we will use its approximate function instead as follows:

\[
\|\mathbf{w}\|_0 \approx f_\beta(\mathbf{w}) = \sum_{k=0}^{N-1} \left(1 - e^{-\beta |w_k|}\right)
\] (48)

where \( \beta \) is a constant, and the approximate gradient of the above expression can be represented using the following formula:

\[
\nabla^\ast f_\beta(\mathbf{w})_k \approx \begin{cases} \beta \text{sgn}(w_k) - \beta^2 w_k, & |w_k| \leq \frac{1}{\beta} \\ 0, & \text{elsewhere} \end{cases}
\] (49)

Firstly, we present the performance of the CR-RMEE algorithm in a stationary sparse environment. For comparison, we also present the performance of the LMS algorithm, RLS algorithm, RMC algorithm, and the original RMEE algorithm. We set the unknown
system as a sparse system with $S = 1$. For the RMC algorithm, RMEE algorithm, CR-RMC algorithm, and our proposed CR-RMEE algorithm, the same $\sigma = 1$ is chosen. Moreover, the step size for the LMS algorithm is 0.01. As for the choice of $\lambda$, RLS, RMC, RMEE, CR-RMC, and CR-RMEE algorithms are, respectively, chosen as $\lambda = 0.992$, $\lambda = 0.942$, $\lambda^2 = 0.996$, $\lambda^2 = 0.996$, and $\lambda^2 = 0.996$. As we can see from Figure 1, it is evident that, with the initial convergence rates of various algorithms set to be similar, the NMSD of the LMS, RLS, and RMC algorithms is relatively large. Additionally, both the LMS and RMC algorithms exhibit significant fluctuations after convergence. Although both the RMEE and CR-RMC algorithms have very small NMSD values, the RME algorithm exhibits faster convergence, while the CR-RMC algorithm ultimately achieves a lower steady-state error. Compared to the LMS and RMC algorithms, our proposed CR-RMEE algorithm shows significantly reduced fluctuations within an acceptable range. Combining the advantages of the fast convergence of the RMEE algorithm and the low steady-state error of the CR-RMC algorithm, the CR-RMEE algorithm even achieves the lowest NMSD. This simulation experiment demonstrates that our proposed new algorithm exhibits excellent performance in a steady sparse environment.

![Figure 1. Transient NMSDs (dB) for different algorithms.](image)

Secondly, to demonstrate the convergence and tracking performance of the CR-RMEE algorithm in a non-stationary sparse environment, we identify another three-stage sparse system. On the other hand, to compare the performance of each algorithm in different sparse environments, we assume the parameter vector of the unknown system as follows:

$$w_o = \begin{cases} [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], n \leq 2000 \\
[1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 2000 < n \leq 4000 \\
[1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1, 1, -1], 4000 < n \end{cases}$$

(50)

From the above equation, it can be seen that as $S$ increases from "1" to "10" and finally to "20", the sparsity of the system decreases over time. It is worth noting that due to the fact that the system is re-identified each time the algorithm detects a sudden change in the system, there will be a process of convergence again. And by changing the system parameters twice during the simulation, the subsequent convergence curves will also produce a three-step process. For LMS, RLS, RMS, and RMEE algorithms, the parameters...
are kept the same as before, and for the CR-RMC and CR-RMEE algorithms, γ is set to 0.1. From Figure 2, it can be seen that the performance of each algorithm in each sparse phase follows the same trend as in Figure 1. Due to not considering the impact of sparse systems, the LMS algorithm, RLS algorithm, RMC algorithm, and RMEE algorithm are less affected by the sparsity of the environment. Similarly, both CR-RMEE and CR-RMC are influenced by sparsity. When the sparsity level is high, the CR-RMEE algorithm has a significant advantage compared to other algorithms. Although the advantage decreases slightly as the sparsity decreases, regardless of how sparse the system is, the normalized mean squared deviation (NMSD) of the CR-RMEE algorithm remains the lowest. The system undergo two parameter changes in total, and our proposed algorithm responded quickly and converged rapidly to a steady state, which indicates that the new algorithm also possesses excellent tracking performance. In summary, compared to the other algorithms, our algorithm exhibits the lowest steady-state error and excellent performance.

![Graph showing transient NMSDs of different algorithms](image)

**Figure 2.** Transient NMSDs (dB) of different algorithms in a non-stationary environment.

Thirdly, we vary the parameter (σ, λ) for the CR-RMEE algorithm to test its impact on algorithm performance. All simulation results are the average of 200 independent runs, so we can only obtain an approximate value. The experimental results are shown in Table 1. To more intuitively illustrate the effect of different parameters on algorithm performance, we have selected a set of obvious results in graphical form, as shown in Figure 3. The parameters for CR-RMEE1, CR-RMEE2, CR-RMEE3, CR-RMEE4, and CR-RMEE5 are [σ = 3, λ^2 = 0.942], [σ = 2, λ^2 = 0.970], [σ = 1, λ^2 = 0.980], [σ = 0.5, λ^2 = 0.992], and [σ = 0.2, λ^2 = 0.994]. Combining Table 1 and Figure 3, it can be observed that the NMSD of the algorithm is negatively correlated with the σ value and positively correlated with the λ^2 value. As the steady-state error decreases, the convergence speed of the algorithm gradually slows down, and the level of post-convergence oscillation also gradually increases. This indicates that achieving a lower steady-state error often requires sacrificing the algorithm’s convergence speed and stability. Therefore, in practical applications, it is necessary to adjust the parameters judiciously to achieve the best performance. Additionally, from Table 1, it can be seen that the steady-state error of the CR-RMEE algorithm in Figure 1 is approximately −49.6 dB when [σ = 1, λ^2 = 0.996].
Then, although the algorithms were tested separately in both steady and non-steady environments in the above experiments, demonstrating good tracking and convergence performance under certain conditions, the testing for algorithm robustness remains incomplete. Therefore, we continue to test the algorithm and comparative algorithms in four different noise environments. The four types of noise are Gaussian white noise with a distribution of $v(n) \sim N(0,0.01)$, pulse noise with a distribution of $v(n) \sim 0.95N(0,0.01) + 0.05N(0,1)$, pulse noise with a distribution of $v(n) \sim 0.95N(0,0.01) + 0.05N(0,9)$, and pulse noise with a distribution of $v(n) \sim 0.95N(0,0.01) + 0.05N(0,25)$, with an increasing intensity of pulse noise. These correspond, respectively, to Figure 4a–d. The selection of parameters for each algorithm aims to maintain optimal performance as much as possible. We set the unknown $d$, respectively.

The results of testing under the four noise conditions can be seen from Figure 4. Firstly, as the intensity of noise pulses increases, the gap between different algorithms also becomes larger (convergence plots initially cluster together but then become dispersed). This indicates that different algorithms have varying degrees of sensitivity to noise, with RMC algorithm being the most affected. While classic algorithms such as LMS and RLS exhibit larger steady-state errors, they demonstrate strong stability. Among the algorithms tested under different noise conditions, the RME algorithm, CR-RMC algorithm, and our proposed CR-RMEE algorithm perform the best. They exhibit not only fast convergence rates in different environments but also low steady-state errors. It is noted that, among these three algorithms, our proposed new algorithm performs the best in all four scenarios, which strongly proves the robustness of the algorithm against noise.

Table 1. Transient NMSDs of CR-RMEE with different parameters after convergence.

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$\lambda_2 = 0.942$</th>
<th>$\lambda_2 = 0.970$</th>
<th>$\lambda_2 = 0.980$</th>
<th>$\lambda_2 = 0.992$</th>
<th>$\lambda_2 = 0.994$</th>
<th>$\lambda_2 = 0.996$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma = 0.2$</td>
<td>$-47.2$</td>
<td>$-52.1$</td>
<td>$-54.2$</td>
<td>$-60.4$</td>
<td>$-61.2$</td>
<td>$-64.2$</td>
</tr>
<tr>
<td>$\sigma = 0.5$</td>
<td>$-38.2$</td>
<td>$-44.1$</td>
<td>$-46.9$</td>
<td>$-54.8$</td>
<td>$-56.6$</td>
<td>$-60.3$</td>
</tr>
<tr>
<td>$\sigma = 1$</td>
<td>$-26.9$</td>
<td>$-32.2$</td>
<td>$-36.1$</td>
<td>$-43.5$</td>
<td>$-46.2$</td>
<td>$-49.6$</td>
</tr>
<tr>
<td>$\sigma = 2$</td>
<td>$-14.5$</td>
<td>$-20.8$</td>
<td>$-23.8$</td>
<td>$-31.1$</td>
<td>$-33.4$</td>
<td>$-36.7$</td>
</tr>
<tr>
<td>$\sigma = 3$</td>
<td>$-3.2$</td>
<td>$-14.0$</td>
<td>$-17.9$</td>
<td>$-24.3$</td>
<td>$-26.6$</td>
<td>$-29.6$</td>
</tr>
</tbody>
</table>

Figure 3. Transient NMSDs (dB) of CR-RMEE algorithm under different parameters ($\sigma, \lambda$).
Finally, to demonstrate the performance of the CR-RMEE algorithm in practical applications, we consider an echo cancellation application, whose basic structure is as shown in Figure 5. The generation principle of acoustic echo is mainly due to the sound from room A being transmitted to room B through channels such as wired or wireless, played through a speaker. After a series of acoustic reflections, the sound carries the inherent noise in room B and is picked up by the microphone, then transmitted back to room A. Acoustic echo can cause speakers in room A to hear their own speech shortly after speaking, significantly impacting the communication quality. In such cases, echo cancellation aims to eliminate these effects as much as possible. The mathematical model of echo cancellation is as follows: the far-end signal $u(i)$ from room A, when transmitted to room B, generates the echo signal $r(i)$ after multiple reflections. Finally, the near-end signal, carrying the echo signal $r(i)$ and the noise $v(i)$ from room B, is combined to produce $d(i)$. The Acoustic Echo Canceller (AEC) module processes the far-end signal $u(i)$ to obtain $y(i)$ (the echo signal). By taking the difference between $d(i)$ and $y(i)$, the error $e(i)$ is obtained and passed to the adaptive filter (AEC module), leading to iterative updates of the filter coefficients. A smaller error indicates better echo cancellation effectiveness.

In this simulation, the input was changed to a real speech signal with a sampling rate of 8 kHz, as shown in Figure 6. The additive noise is impulsive with a mixed Gaussian distribution, $v(n) \sim N(0,0.01) + 0.05N(0.5)$. The parameters used for each algorithm were the same as in Figure 1. From Figure 7, it can be observed that, when the input is real speech, the convergence curves of various algorithms exhibit noticeable fluctuations, especially the LMS algorithm. Although the RMC and RMEE algorithms also have relatively small steady-state errors, the fluctuations are still evident. Our proposed CR-RMEE algorithm not only has smaller fluctuations but also the minimum steady-state error, indicating its superior performance.
Algorithm exhibits robustness to leverage prior knowledge of sparsity, significantly improving its performance in sparse environments. The new algorithm not only has smaller steady-state error, indicating resistance to impulse noise. Furthermore, regularization based on general convex functions is applied to the cost function, enabling the algorithm to outperform the original RMEE algorithm. The new algorithm may extend to complexvalued systems.

5. Conclusions

This paper introduces a Convex Regularized Recursive Minimum Error Entropy algorithm (CR-RMEE) to address the challenges faced by traditional adaptive filtering algorithms in sparse environments, such as poor recognition capability and susceptibility to impulse noise. Building upon the RLS algorithm, the CR-RMEE algorithm incorporates a series of improvements tailored to pulse noise and sparse environments. By introducing the Minimum Error Entropy (MEE) criterion into the cost function, this algorithm enhances...
resistance to impulse noise. Furthermore, regularization based on general convex functions is applied to the cost function, enabling the algorithm to leverage prior knowledge of sparsity, significantly improving its performance in sparse environments. Simulation results demonstrate that, in sparse system identification, the CR-RMEE algorithm outperforms the original RMEE algorithm. The new algorithm exhibits robustness in the presence of impulse noise and can adapt to system sparsity using prior knowledge. In future work, the application of the CR-RMEE algorithm may extend to complex-valued filtering and even nonlinear kernel filtering.
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