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Abstract: Unlike previous approaches in speech emotion recognition (SER), which typically extract emotion embeddings from a trained classifier consisting of fully connected layers and training data without considering contextual information, this research introduces a novel approach. It integrates contextual information into the feature extraction process. The proposed approach is based on the WavLM representation and incorporates a contextual transform, along with fully connected layers, training data, and corresponding label information, to extract single-lingual WavLM domain emotion embeddings (SL-WDEEs) and cross-lingual WavLM domain emotion embeddings (CL-WDEEs) for single-lingual and cross-lingual SER, respectively. To extract CL-WDEEs, multi-task learning is employed to remove language information, marking it as the first work to extract emotion embeddings for cross-lingual SER. Experimental results on the IEMOCAP database demonstrate that the proposed SL-WDEE outperforms some commonly used features and known systems, while results on the ESD database indicate that the proposed CL-WDEE effectively recognizes cross-lingual emotions and outperforms many commonly used features.
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1. Introduction

Speech emotion recognition (SER) is a technology designed to identify and classify the emotional content conveyed through speech. Its primary objective is to accurately discern the emotional state of the speaker, distinguishing between emotions such as happiness, sadness, anger, or neutrality. This technology finds widespread application across various real-world scenarios, including emotion voice conversion [1–4], emotional text-to-speech [5], and speech emotion applications in movie dubbing [6].

Similar to speaker recognition and speech recognition tasks, an SER system typically comprises a front-end feature extractor and a back-end classifier. In the context of SER, feature extraction and classification are two pivotal components that collaborate to accurately recognize and classify emotional content in speech. Feature extraction involves identifying relevant attributes of the speech signal that are most effective in representing the emotional state of the speaker. On the other hand, the classifier refers to the algorithm used to categorize the extracted features into specific emotional categories.

Previous studies have identified several popular feature extraction techniques for SER, including low-level descriptors (LLDs), the mel spectrogram, the wav2vec representation [7], and feature selection based on genetic algorithms [8–11]. LLDs have been used in studies [12–14], while the mel spectrogram has been used in studies such as [15–19]. Wav2vec, on the other hand, has been used in studies [20–25]. A LLD is a combination of features extracted by the openSMILE toolkit [26], which typically includes the zero-crossing
rate, the root-mean-square of the frame energy, the pitch frequency, the harmonics-to-noise ratio, and mel-frequency cepstral coefficients (MFCC). The LLD aims to capture various acoustic characteristics of speech that are relevant to emotion recognition. The mel spectrogram, on the other hand, is a type of spectrogram that is computed using a mel-scale filter bank. This technique is commonly used in speech processing and music analysis, as it is designed to mimic the human auditory system by emphasizing frequencies that are more perceptually relevant. Mel spectrograms have been shown to be effective in capturing both spectral and temporal information in speech, making them a popular choice for feature extraction in SER. Wav2vec is a self-supervised speech representation (S3R) technique that uses waveform data as input under a pre-trained model. This technique is designed to learn representations of speech that are useful for a variety of downstream tasks, including emotion recognition. Wav2vec has shown promising results in recent studies, as it is able to capture both phonetic and acoustic properties of speech.

Unlike LLDs and the mel spectrogram, which fall into the category of handcrafted features and require significant prior knowledge to design effective extraction methods, wav2vec, like other self-supervised speech representation learning (S3R) approaches, only requires ample unlabeled training data and a Transformer encoder [27] to extract representations. In recent years, S3R has gained significant research attention in the speech and audio signal processing field, with applications including automatic speech recognition (ASR) [7,28,29], phoneme classification [30,31], speaker recognition [28,30,31], voice conversion, and SER [20–22], phoneme segmentation [32], and audio classification [33]. Generally, S3R tends to outperform handcrafted features under the same classifier because it can reveal more comprehensive information within speech, which is often not possible with handcrafted features [30]. This is why S3R has become increasingly popular in the speech and audio signal processing community, including for SER applications.

Previous studies have motivated us to investigate the use of S3R features for SER. The first observation is that only wav2vec has been used for SER, despite being initially proposed for ASR and primarily used for downstream tasks related to preserving source speaker content information, such as in the field of voice conversion [34,35]. However, SER not only involves content information but also speaker-related information [18]. Therefore, wav2vec may not necessarily be the best S3R feature for SER. The second observation is that emotion embedding is typically extracted from a trained classifier based on fully connected (FC) layers, emotion training data, and corresponding label information, with S3R as the input, as seen in [20]. Emotion embedding can be extracted from the trained classifier because different emotions can be well classified and discriminated during classifier training. However, contextual information related to emotion is often neglected in previous studies of emotion embedding extraction. Therefore, there is potential to extract better emotion embedding with contextual information from S3R features for SER. The third observation is that no studies have been conducted on cross-lingual SER using S3R features to date. The features commonly used in the community, such as the mel spectrogram [16], usually contain some unhelpful information for SER, such as language information. In contrast, language information may even degrade performance. Therefore, it is expected that emotion embedding without language information extracted from S3R features will yield better performance for cross-lingual SER.

Given that WavLM [28] was initially developed as a large-scale, self-supervised pre-training model for full-stack speech processing, encompassing both ASR and speaker-related tasks such as speaker verification and speaker diarization, it is reasonable to posit that improved emotion embedding can be derived from the WavLM representation for SER. This can be achieved through the incorporation of contextual information, FC, training data, and corresponding label information. To this end, contextual transformation is employed in this study to extract emotion embedding from the WavLM representation. Moreover, single- and cross-lingual emotion embeddings are extracted to facilitate single- and cross-lingual emotion recognition. Multi-task learning is utilized to extract cross-lingual emotion
embedding by eliminating language information, as it is irrelevant for cross-lingual SER and can be expected to yield promising performance outcomes.

The contribution of the work can be summarized as:

- Firstly, contextual transformation has been applied for the first time in the field of emotion embedding extraction for SER.
- A novel single-lingual WavLM domain emotion embedding (SL-WDEE) is proposed for single-lingual speech emotion recognition. This is achieved by combining an emotional encoder and an emotion classifier at the base of the WavLM representation. The emotional encoder is used to encode the input WavLM representation, while the emotion classifier is employed in the training stage to classify the emotion. The emotion encoder comprises a contextual transformation module, two FCs, and corresponding sigmoid modules.
- A novel cross-lingual WavLM domain emotion embedding (CL-WDEE) is proposed for cross-lingual speech emotion recognition. This is achieved by utilizing multi-task learning from the WavLM representation to extract emotion embedding and simultaneously remove the language information. The CL-WDEE extractor is realized by combining a shared encoder, an emotion encoder, a language encoder, an emotion classifier, and a language classifier. The shared encoder is used to encode the input WavLM representation, while the emotion encoder and the language encoder are employed to encode the shared feature obtained from the shared encoder to extract the CL-WDEE and WavLM domain language embedding (WDLE), respectively. Both the emotion encoder and the language encoder consist of contextual transformation modules, FCs, and sigmoid modules. The emotion classifier and the language classifier are used to classify emotion and language in the training stage, respectively.

The rest of the paper is organized as follows: Section 2 introduces WavLM, and Section 3 introduces the WavLM domain emotion embedding extraction. The experimental result and analysis are given in Section 4, and the conclusion is given in Section 5.

2. WavLM

In this section, we provide an overview of WavLM, including its structure and denoising masked speech modeling.

WavLM is a model that learns universal speech representations from a vast quantity of unlabeled speech data. It has been shown to be effective across multiple speech processing tasks, including both ASR and non-ASR tasks. The framework of WavLM is based on denoising masked speech modeling, where some inputs are simulated to be noisy or overlapped with masks, and the target is to predict the pseudo-label of the original speech masked region. This approach enables the WavLM model to learn not only ASR-related information but also non-ASR knowledge during the pre-training stage [28].

The model architecture of WavLM is depicted in Figure 1, consisting of two key components for encoding the input data. The first component is a CNN encoder, and the second component is a Transformer encoder, which serves as the backbone of WavLM. The output of the first component serves as the input to the second component. The first component comprises seven blocks of temporal convolutional layers with layer normalization and a GELU activation layer. The temporal convolutions utilize 512 channels with strides (5,2,2,2,2,2) and kernel widths (10,3,3,2,2,2) [28]. The second component is equipped with a convolution-based relative-position embedding layer with a kernel size of 128 and 16 groups at the bottom. Additionally, a gated relative-position bias is employed to enhance the performance of WavLM [28].

To enhance the robustness of the model to complex acoustic environments and to preserve speaker identity, denoising masked speech modeling has been proposed for WavLM [28]. To achieve this, the utterance mixing strategy is utilized to simulate noisy speech with multiple speakers and various background noises during self-supervised pre-training, particularly when only single-speaker pre-training data are available. Moreover, some utterances from each training batch are chosen at random to generate noisy speech.
These utterances are then mixed with either a randomly selected noise audio or a secondary utterance at a randomly chosen region.

![Model architecture of WavLM](image)

**Figure 1.** Model architecture of WavLM [28].

### 3. WavLM Domain Emotion Embedding Extraction

In this section, we introduce the detailed process of extracting the SL-WDEE and CL-WDEE from the WavLM representation, respectively.

#### 3.1. SL-WDEE

The framework of the proposed SL-WDEE extraction method in the training stage is depicted in Figure 2. Here, SL-waveform and SL-WDEE refer to a single-lingual waveform and a single-lingual WavLM domain emotion embedding, respectively. The framework comprises one WavLM pre-trained model, one emotional encoder, and one emotion classifier for the extraction of the SL-WDEE. The emotional encoder comprises the modules of normalization, contextual transformation, two FCs, and one sigmoid module. The emotion classifier only contains one sigmoid, one FC, and one softmax module.

The modules utilized in the proposed SL-WDEE extraction framework play different roles.

- The WavLM pre-trained model is responsible for converting the input SL-waveform into a WavLM representation, which serves as the input for the emotional encoder. The normalization module is utilized to normalize the WavLM representation.
- The contextual transformation module is used to transform the input frame-by-frame information into contextual frame information. Specifically, for each frame, the current frame, its left five frames, and its right five frames are used to form contextual frames. Thus, every input frame information is transformed into 11-frame information by using the contextual transformation.
- The FC module is employed to apply a linear transformation to the input data.
- The sigmoid module is utilized to prevent the generation of values that are too large due to the FC module and transform the input into a range between 0 and 1. For example, given an input \( x \), its sigmoid is as follows:

\[
 f(x) = \text{Sigmoid}(x) = \frac{\exp(x)}{1 + \exp(x)},
\]

where \( f(x) \) is the sigmoid of \( x \).
• The softmax module is used to convert the input into a probability, for instance, given an input \( Y = \{y_1, ..., y_N\} \), the softmax of \( y_i \) \((i=1, 2, ..., N)\) is as follows:

\[
\text{softmax}(y_i) = \frac{\exp(y_i)}{\sum_{k=1}^{N} \exp(y_k)}.
\] 

In the inference stage, the SL-WDEE can be extracted from the emotional encoder by feeding the input SL-waveform into the WavLM pre-trained model and then into the emotional encoder. In this stage, the output of the emotion classifier is not considered, as it is only used for training.

![Figure 2. The architecture of the single-lingual WavLM domain emotion embedding (SL-WDEE) extraction in the training stage.](image)

3.2. CL-WDEE

The proposed framework for CL-WDEE extraction based on multi-task learning is illustrated in Figure 3. As depicted in the figure, the framework comprises three encoders and two classifiers.

The three encoders are the **shared encoder**, the **emotion encoder**, and the **language encoder**. Each encoder serves a different purpose, with the **shared encoder** being utilized for all tasks, and the **emotion and language encoders** being specifically designed for emotion classification and language identification, respectively. The differences among the three encoders are as follows:

• **In terms of modules**, the shared encoder consists of **four modules**, whereas both the emotion encoder and the language encoder consist of three modules. Specifically, the shared encoder contains the **normalization module**, the **contextual transformation module**, the **fully connected (FC) module**, and the **sigmoid module**. Conversely, the **emotion encoder and the language encoder** comprise **two FC modules** and one **sigmoid module**. It should be noted that each module in Figure 3 serves the same function as that in Figure 2.

• **From a functional perspective**, the shared encoder is responsible for extracting shared features that are utilized by both the emotion encoder and the language encoder. The
emotion encoder and the language encoder, on the other hand, are used to encode the shared features and extract the CL-WDEE and WDLE, respectively.

- **The emotion classifier and the language classifier share the same architecture**, which consists of one sigmoid module, one FC module, and one softmax module. Nevertheless, their roles differ, with the emotion classifier being utilized to classify emotions, and the language classifier being employed to classify languages.

![Figure 3](image-url)

**Figure 3.** The framework of the proposed cross-lingual WavLM domain emotion embedding (CL-WDEE) extraction based on multi-task learning in the training stage.

During the inference stage, the input cross-lingual waveform is processed through the emotion encoder to extract the CL-WDEE, with the outputs of the emotion classifier, language classifier, and language encoder being disregarded. This is because the outputs of the emotion classifier, language classifier, and language encoder are not relevant for SER, whereas the output of the emotion encoder, i.e., the CL-WDEE, is crucial for SER.

When comparing the extraction of the SL-WDEE in Figure 2 and that of the CL-WDEE in Figure 3, several conclusions can be drawn,

- **The common ground** between them is that both SL-WDEE and CL-WDEE are extracted from the WavLM domain, and that the contextual transformation, FC, and sigmoid modules are utilized in their extraction.

- **The main difference** between them lies in the fact that multi-task learning is employed for the CL-WDEE to eliminate language information with the aid of the language encoder, as depicted in Figure 3. Conversely, there is no need to eliminate language information in the extraction of the SL-WDEE, as shown in Figure 2.

- **The structure of the two extraction methods differs**, with the SL-WDEE extraction consisting of two parts, namely the emotion encoder and the emotion classifier, while the CL-WDEE extraction comprises five parts, which are the emotion encoder, the emotion classifier, the shared encoder, the language encoder, and the language classifier, respectively.
4. Evaluations and Analysis

This section presents the evaluation of the SL-WDEE and CL-WDEE on various databases, with ResNet serving as the classifier. The following subsections provide details regarding the databases used, the experimental setup, the obtained results, and the corresponding analysis.

4.1. Dataset

The proposed SL-WDEE and CL-WDEE were evaluated using the Interactive Emotional Dyadic Motion Capture Dataset (IEMOCAP) [36] and the Emotion Speech Dataset (ESD) [37]. The selection of these datasets was based on the fact that IEMOCAP is the most commonly utilized dataset in the domain of single-lingual SER, while ESD is a parallel English and Chinese emotion dataset that can be utilized for cross-lingual SER.

The IEMOCAP dataset consists of five parts, each of which comprises scripted and impromptu dialogues between two professional male and female actors. The corpus includes a total of nine emotions, namely happy, neutral, angry, sad, excited, fearful, surprised, disgusted, and frustrated. For this study, we follow previous works [13,38] and select only four emotions, namely happy, neutral, angry, and sad. This is because the emotion of being happy is similar to that of being excited, and prior studies such as [13,38] often combine them to increase the number of happy utterances. As a result, the IEMOCAP database comprises 5531 utterances, with the number of neutral, happy, angry, and sad utterances being 1708, 1636, 1103, and 1084, respectively.

The Emotion Speech Dataset (ESD) comprises two parts, namely ESD-Eng for English emotional data and ESD-Chi for Chinese emotional data. Each part consists of 10 speakers, with each speaker having 1750 parallel utterances in five different emotions, namely, neutral, happy, angry, sad, and surprised. This results in a total of 17,500 utterances per part. Additionally, for ESD-Eng, the 1750 utterances have a total word count of 11,015 words and 997 unique lexical words, while for ESD-Chi, the total character count is 20,025 Chinese characters with 939 unique Chinese characters [37].

The summary of IEMOCAP and ESD is given in Table 1.

<table>
<thead>
<tr>
<th>Language</th>
<th>Emotion</th>
<th>#IEMOCAP</th>
<th>#ESD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Training</td>
<td>Test</td>
</tr>
<tr>
<td>English</td>
<td>Angry</td>
<td>1103</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Happy</td>
<td>1636</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>1708</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Sad</td>
<td>1084</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td>Chinese</td>
<td>Angry</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Happy</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Sad</td>
<td>3000</td>
<td>3000</td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
<td>3000</td>
<td>3000</td>
</tr>
</tbody>
</table>

From Table 1, it can be found that both ESD-Eng and ESD-Chi have a training set (Tra), a development set (Dev), and an evaluation set (Eva), respectively. Furthermore, the utterance numbers of Tra, Dev, and Eva are 15,000, 1500, and 1000 in ESD-Eng and ESD-Chi, respectively.

4.2. Experimental Setup

4.2.1. Pre-Trainied WavLM Model

The WavLM network was trained on the train-clean-360 subset of the LibriTTS corpus [39] using the same settings as in [30]. The model consisted of a six-layer Transformer encoder with 768 hidden units in each layer, a feed-forward layer comprising 3072 neurons, and 12 attention heads. For further details, please refer to [30].
4.2.2. The Structure of ResNet

In our experiments, all ResNet-based classifiers followed the classic structure of ResNet as constructed in [40,41]. The input features were initially processed, and their shapes were adjusted via a convolutional layer. Subsequently, seven residual blocks followed the first convolutional layer, with each residual block comprising two convolutional layers with a kernel size of $3 \times 7$. The input feature of each block was added to the output feature of the block to mitigate the vanishing gradient problem during the training phase. It is worth noting that except for the first two residual blocks, all the other blocks downsampled the feature maps with convolutional strides of $(2, 4)$. The output feature maps from the last block were converted to 128-dimensional features via the adaptive max-pooling layer. The resulting 128-dimensional feature was fed into two fully connected layers, and the final result was obtained from the output of the softmax function. Additionally, the activation function utilized in all residual blocks was the Leaky ReLU, and bottleneck layers were set behind all the activation functions. Moreover, the cross-entropy loss was selected as the loss criterion, and Adam was applied as the optimizer with a momentum of 0.9 and a learning rate of 0.0001.

4.2.3. Evaluation Metric

As with previous works [13,38], the unweighted accuracy (UA), denoting the average accuracy of all emotions, and the weighted accuracy (WA), denoting the overall accuracy, were selected as the evaluation metrics for single-lingual SER on the IEMOCAP corpus and cross-lingual SER on ESD, respectively. The definitions of UA and WA are as follows:

$$UA = \frac{\sum_{k=1}^{K} x_k}{N},$$  \hspace{1cm} (3)$$

$$WA = \frac{\sum_{k=1}^{K} x_k}{\sum_{k=1}^{K} S_k},$$  \hspace{1cm} (4)$$

where $x_k$ represents the number of correctly recognized utterances in the $k_{th}$ emotion category, $S_k$ stands for the total number of utterances in the $k_{th}$ emotion category, and $N$ is the total number of emotion categories.

4.2.4. Experimental Method

The IEMOCAP dataset does not have a separate training, development, and evaluation set. Therefore, following previous work [13,38], a 10-fold cross-validation was performed, and the final performance score was obtained by taking the average of the results. On the other hand, for the ESD dataset, the training set was used to train the model, and the test set and evaluation set were used to evaluate the performance at the test and evaluation stages, respectively.

4.3. Studies on IEMOCAP

4.3.1. The Role of Contextual Transformation

As mentioned earlier, the contextual transformation module in the SL-WDEE plays a crucial role in extracting contextual information. To investigate its role, we removed the contextual transformation module from Figure 2 and obtained a modified feature named SL-WDEE-w/o-CT, where w/o and CT represent without and contextual transformation, respectively. We then compared the performance of SL-WDEE-w/o-CT and SL-WDEE on IEMOCAP using ResNet as the classifier. The experimental results in terms of UA and WA are presented in Table 2.

As shown in Table 2, the SL-WDEE outperformed SL-WDEE-w/o-CT under the ResNet classifier. Specifically, the UA of the SL-WDEE was increased by 1.82%, and the WA of the SL-WDEE was increased by 2.35% compared to SL-WDEE-w/o-CT. This indicates that the CT module is crucial in extracting contextual information. The CT module concatenates the current frame with its left five frames and right five frames, effectively transforming the
short-time window into a long-range window. This allows for the extraction of long-range SER features from short-time windows. These findings confirm our hypothesis that the CT module plays an essential role in the extraction of the SL-WDEE.

Table 2. Comparison of experimental results between SL-WDEE-w/o-CT and SL-WDEE on IEMOCAP under the ResNet classifier in terms of UA and WA.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Model</th>
<th>UA (%)</th>
<th>WA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SL-WDEE-w/o-CT</td>
<td>ResNet</td>
<td>69.50</td>
<td>68.44</td>
</tr>
<tr>
<td>SL-WDEE</td>
<td></td>
<td>71.32</td>
<td>70.79</td>
</tr>
</tbody>
</table>

4.3.2. Confusion Matrix

Table 3 presents the normalized confusion matrix on IEMOCAP using the SL-WDEE and ResNet. From this table, several conclusions can be drawn:

- The emotion types “Angry” and “Sad” have a higher recognition rate than the other two types.
- The emotion types “Angry”, “Happy”, and “Sad” are mainly confused with “Neutral”, with error rates of 10.52%, 15.77%, and 15.04%, respectively. This may be since “Neutral” is the closest emotion type to “Angry”, “Happy”, and “Sad”. Moreover, we observe that “Happy”, “Sad”, and “Angry” are ranked as the first, second, and third nearest distances to ‘Neutral’, respectively.
- The emotion type “Neutral” is mostly confused with “Happy” and “Sad”, with error rates of 15.05% and 11.77%, respectively. This is because ‘Happy” and “Sad” are the first and second nearest distances to ‘Neutral’, respectively.

Table 3. Normalized confusion matrix on IEMOCAP using SL-WDEE and ResNet.

<table>
<thead>
<tr>
<th></th>
<th>Angry</th>
<th>Happy</th>
<th>Neutral</th>
<th>Sad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angry</td>
<td>0.7697</td>
<td>0.0952</td>
<td>0.1052</td>
<td>0.0299</td>
</tr>
<tr>
<td>Happy</td>
<td>0.0819</td>
<td>0.6907</td>
<td>0.1577</td>
<td>0.0697</td>
</tr>
<tr>
<td>Neutral</td>
<td>0.0656</td>
<td>0.1505</td>
<td>0.6663</td>
<td>0.1177</td>
</tr>
<tr>
<td>Sad</td>
<td>0.0371</td>
<td>0.0864</td>
<td>0.1504</td>
<td>0.7261</td>
</tr>
</tbody>
</table>

4.3.3. Comparison with Other Domains’ Emotion Embedding

As mentioned earlier, the proposed SL-WDEE was obtained from the WavLM domain with the help of the emotion encoder and the training data. However, the mel spectrogram is the most widely used feature in the field of SER, and wav2vec 2.0 has also been used for emotion recognition. Therefore, we compared the performance of the proposed WavLM domain with mel and wav2vec 2.0 domain features on IEMOCAP. To do so, the WavLM pre-trained model module in Figure 2 was first replaced by mel-spectrogram extractors and the wav2vec 2.0 pre-trained model, respectively. Then, the same training data used for training the SL-WDEE extractor were used to train them. Finally, the features obtained from the emotion encoder were then named as single-lingual mel-domain emotion embedding (SL-MDEE) and single-lingual wav2vec 2.0 domain emotion embedding (SL-W2DEE), respectively. The experimental results comparison between the SL-MDEE and SL-WDEE (SL-W2DEE) on IEMOCAP using the ResNet classifier in terms of UA and WA is shown in Table 4.
Table 4. Comparison of experimental results between SL-MDEE, SL-WDEE, and SL-W2DEE on IEMOCAP using the ResNet classifier in terms of UA and WA.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Feature</th>
<th>UA (%)</th>
<th>WA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mel</td>
<td>SL-MDEE</td>
<td>52.37</td>
<td>53.60</td>
</tr>
<tr>
<td>W2V2</td>
<td>SL-W2DEE</td>
<td>62.85</td>
<td>62.03</td>
</tr>
<tr>
<td>WavLM</td>
<td>SL-WDEE</td>
<td>71.32</td>
<td>70.79</td>
</tr>
</tbody>
</table>

Table 4 demonstrates that the SL-WDEE achieved better performance than the SL-W2DEE under the ResNet classifier in terms of both UA and WA. This suggests that the WavLM representation can extract more emotion-related information from speech signals compared to W2V2. This can be attributed to the fact that emotions are not only dependent on the content of speech but also on the speaker’s characteristics. Additionally, the WavLM representation performs well in both speech recognition and speaker recognition tasks, while wav2vec 2.0 focuses mainly on speech recognition.

Furthermore, we can observe that both SL-WDEE and SL-W2DEE significantly outperformed the SL-MDEE in terms of UA and WA. This may be because they use different inputs to extract features, and both WavLM representation and wav2vec 2.0 are self-supervised features that are learned from large quantities of unlabeled data, while the mel spectrogram is a handcrafted feature. This finding confirms that self-supervised features can provide more emotional information compared to handcrafted features.

4.3.4. Comparison with Some Known Systems

Table 5 presents the experimental results of the proposed method compared with some known systems on IEMOCAP in terms of UA and WA. In this table, GCN [13] represents a graph convolutional network, and GCN-line and GCN-cycle represent the frame-to-node transformation of the graph construction strategy. DRN stands for a dilated residual network [38], while STL-W2V2-FC and MTL-W2V2-FC denote single-task-learning and multi-task-learning for SER using fully connected (FC) layers, respectively.

Table 5. Experimental results of the proposed method compared with some known systems on IEMOCAP in terms of UA and WA.

<table>
<thead>
<tr>
<th>System</th>
<th>Feature</th>
<th>Model</th>
<th>UA (%)</th>
<th>WA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLD-GCN-line [13]</td>
<td>LLD</td>
<td>GCN-line</td>
<td>64.69</td>
<td>61.14</td>
</tr>
<tr>
<td>LLD-GCN-cycle [13]</td>
<td>LLD</td>
<td>GCN-cycle</td>
<td>65.29</td>
<td>62.27</td>
</tr>
<tr>
<td>LLD-DRN [38]</td>
<td>LLD</td>
<td>DRN</td>
<td>67.40</td>
<td>67.10</td>
</tr>
<tr>
<td>STL-W2V2-FC [38]</td>
<td>W2V2</td>
<td>FC</td>
<td>65.11</td>
<td>62.68</td>
</tr>
<tr>
<td>MTL-W2V2-FC [38]</td>
<td>W2V2</td>
<td>FC</td>
<td>70.82</td>
<td>68.29</td>
</tr>
<tr>
<td>SL-WDEE-ResNet</td>
<td>SL-WDEE</td>
<td>ResNet</td>
<td>71.32</td>
<td>70.79</td>
</tr>
</tbody>
</table>

It is evident from Table 5 that the proposed SL-WDEE-ResNet outperforms the other systems in terms of UA and WA on IEMOCAP. This suggests that the proposed system has superior SER capabilities, which can be attributed to the use of the SL-WDEE as input to our system. Furthermore, this finding confirms the effectiveness of the proposed SL-WDEE representation for SER.

4.4. Studies on ESD

4.4.1. Experimental Results and Analysis

Table 6 presents the experimental results on ESD in terms of UA and WA. For this experiment, the CL-WDEE and ResNet were used as the feature representation and classifier, respectively.
Table 6. Experimental results on the development (Dev) and evaluation (Eva) sets of ESD using CL-WDEE and ResNet in terms of UA (%) and WA (%).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Model</th>
<th>ESD</th>
<th>Dev UA</th>
<th>Dev WA</th>
<th>Eva UA</th>
<th>Eva WA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL-WDEE</td>
<td>ResNet</td>
<td>ESD-Eng</td>
<td>91.60</td>
<td>91.60</td>
<td>88.50</td>
<td>88.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ESD-Chi</td>
<td>95.60</td>
<td>95.60</td>
<td>91.00</td>
<td>91.00</td>
</tr>
</tbody>
</table>

Table 6 reveals that the UA and WA were the same on the development (evaluation) set of ESD-Eng (ESD-Chi), whereas they differed in the experimental results on the IEMOCAP dataset. This is because each emotion type has the same number of utterances in the development (evaluation) set of ESD. Furthermore, we observe that the performance of the ESD-Eng (ESD-Chi) development set was slightly better than that of the evaluation set. This may be because some similar emotion types in the development set have appeared in the training set, thereby facilitating better recognition. Finally, we note that the performance of ESD-Chi was slightly better than that of ESD-Eng, suggesting that the recognition of emotions in ESD-Chi is relatively easier than that in ESD-Eng.

4.4.2. Confusion Matrix

Table 7 displays the confusion matrix on the ESD evaluation sets using the CL-WDEE and ResNet. The table reveals that the “Sad” emotion category had the highest recognition rate, while the “Happy” and “Surprise” categories had the lowest recognition rates in the ESD-Eng evaluation set. Moreover, we observe the following misclassifications in the evaluation set:

- For “Sad” recognition, there were six, three, and two utterances that were wrongly recognized as “Neutral”, “Happy”, and “Angry”, respectively.
- For “Surprise” recognition, there were 19, 11, and 2 utterances that were wrongly recognized as “Happy”, “Angry”, and “Sad”, respectively.
- For “Happy” recognition, there were 15, 7, and 3 utterances that were wrongly recognized as “Sad”, “Neutral”, and “Angry”, respectively.
- For “Neutral” recognition, there were 12, 2, 1, and 1 utterances that were wrongly recognized as “Sad”, “Angry”, “Happy”, and “Surprise”, respectively.

Table 7. Confusion matrix on ESD evaluation sets using CL-WDEE and ResNet.

<table>
<thead>
<tr>
<th>Subsets</th>
<th>Emotion</th>
<th>Angry</th>
<th>Happy</th>
<th>Neutral</th>
<th>Sad</th>
<th>Surprise</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESD-Eng</td>
<td>Angry</td>
<td>178</td>
<td>4</td>
<td>15</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Happy</td>
<td>15</td>
<td>168</td>
<td>7</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>2</td>
<td>1</td>
<td>182</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Sad</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>189</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
<td>11</td>
<td>19</td>
<td>0</td>
<td>2</td>
<td>168</td>
</tr>
<tr>
<td>ESD-Chi</td>
<td>Angry</td>
<td>186</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Happy</td>
<td>6</td>
<td>173</td>
<td>1</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Neutral</td>
<td>1</td>
<td>1</td>
<td>198</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Sad</td>
<td>1</td>
<td>0</td>
<td>9</td>
<td>190</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Surprise</td>
<td>2</td>
<td>36</td>
<td>1</td>
<td>1</td>
<td>160</td>
</tr>
</tbody>
</table>

In contrast to the confusion matrix of the ESD-Eng evaluation set, the recognition rates of “Neutral”, “Sad”, and “Angry” emotions were higher and equal to 93% in the ESD-Chi evaluation set. Nearly all “Neutral” utterances were correctly recognized, while the recognition rates of “Sad” and “Angry” emotions were the second and third highest, respectively, despite 10 and 14 wrongly recognized utterances. However, the recognition
rate of the “Surprise” emotion was the lowest, with 40 utterances that were wrongly recognized, obtaining the worst performance.

4.4.3. Investigation of the Role of Language Information

As mentioned earlier, multi-task learning (MTL) is crucial in removing language-specific information and obtaining a CL-WDEE. We were interested in investigating the role of language information in cross-lingual SER. To this end, we used the SL-WDEE, as shown in Figure 2, to extract features using the training data from ESD-Eng and ESD-Chi. Since the inputs were in two languages, the obtained feature were named as WDEE. Table 8 presents the experimental results on the evaluation sets of ESD using ResNet as the classifier, in terms of UA and WA, for both WDEE and CL-WDEE.

Table 8. Experimental results on the evaluation sets of ESD between WDEE and CL-WDEE in terms of UA (%) and WA (%).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Model</th>
<th>ESD</th>
<th>Eva UA (%)</th>
<th>Eva WA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WDEE</td>
<td>ResNet</td>
<td>ESD-Eng</td>
<td>87.60</td>
<td>87.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ESD-Chi</td>
<td>90.60</td>
<td>90.60</td>
</tr>
<tr>
<td>CL-WDEE</td>
<td></td>
<td>ESD-Eng</td>
<td>88.50</td>
<td>88.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ESD-Chi</td>
<td>91.00</td>
<td>91.00</td>
</tr>
</tbody>
</table>

The results in Table 8 indicate that the CL-WDEE outperformed WDEE in terms of UA and WA. This suggests that removing language-specific information using the MTL approach is beneficial for cross-lingual SER. The performance of WDEE is lower, indicating that language-specific information plays a crucial role in recognizing emotions from speech signals. Overall, the experimental results demonstrate the importance of removing language-specific information for achieving better performance in cross-lingual SER. Note that UA equals WA in Table 8, the reason being that the utterance number of every emotion class is the same in ESD-Chin and ESD-Eng.

4.4.4. Comparison with WavLM Representation

We aimed to compare the performance of our proposed CL-WDEE with the WavLM representation (WLMR) on the evaluation sets of ESD in terms of UA or WA. Since we did not have any prior knowledge of the language of the test utterance, we had to consider all scenarios where the models were trained on different training data from ESD. Since there were two types of training data, namely ESD-Eng and ESD-Chi, we trained three models in total, including (i) ESD English (ESD-Eng) training data, (ii) ESD Chinese (ESD-Chi) training data, and (iii) ESD English combined with Chinese (ESD-EngChi) training data. Table 9 presents the experimental results on the evaluation sets of ESD using different training data from ESD for both WLMR and CL-WDEE, with the ResNet classifier, in terms of UA and WA.

Table 9. Experimental results on the evaluation sets of ESD using different training data from ESD for WLMR and CL-WDEE, with the ResNet classifier in terms of UA (%) and WA (%).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Feature</th>
<th>Training Data</th>
<th>Eva Data</th>
<th>UA (%)</th>
<th>WA (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ESD-Eng</td>
<td>ESD-Eng</td>
<td>86.90</td>
<td>86.90</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>ESD-Chi</td>
<td>ESD-Chi</td>
<td>49.90</td>
<td>49.90</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>ESD-Eng</td>
<td>ESD-Chi</td>
<td>45.90</td>
<td>45.90</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>ESD-Chi</td>
<td>ESD-Chi</td>
<td>90.00</td>
<td>90.00</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>ESD-Eng</td>
<td>ESD-EngChi</td>
<td>84.20</td>
<td>84.20</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>ESD-Chi</td>
<td>ESD-Chi</td>
<td>88.00</td>
<td>88.00</td>
<td></td>
</tr>
</tbody>
</table>
From Table 9, we can draw several conclusions:

1. Good results can usually be obtained when the training data and the test utterances are in the same language, as seen in scenarios 1 and 4. The model trained on ESD-Eng performed well on English utterances, while the model trained on ESD-Chi performed well on Chinese utterances. However, the performance was poor when there was a language mismatch between the training data and test utterances, as observed in scenarios 2 and 3. This is because there is a significant gap between the trained model and the test utterance when the language does not match. In other words, language can be regarded as a domain, and language mismatch leads to a domain shift.

2. When the WLMR was used as input, the model trained on ESD-EngChi performed better for evaluating Chinese utterances, while it performed slightly worse for evaluating English utterances, compared to the models trained on ESD-Eng or ESD-Chi. This may be due to the fact that the ESD-EngChi training data contained both English and Chinese utterances, making the model more robust to language variations.

3. The CL-WDEE outperformed the WLMR in all scenarios, as seen in the comparison between scenarios 7 and 1, 3, 5, and between scenarios 8 and 2, 4, 6, in terms of UA and WA. This is because the CL-WDEE removes language-specific information, which is known to negatively impact cross-lingual SER performance. These results confirm the importance of removing language information for achieving better cross-lingual SER performance.

4.4.5. Comparison with Other Domains’ Emotion Embedding

The proposed CL-WDEE was derived from the WavLM domain by utilizing a shared encoder, emotion encoder, language encoder, and training data. In this study, we aimed to evaluate the performance of the proposed features obtained from the WavLM domain against mel and wav2vec 2.0 domains features on ESD. To achieve this objective, we replaced the WavLM pre-trained model module in Figure 3 with mel-spectrogram extractors (wav2vec 2.0 pre-trained model) and obtained features from the emotion encoder. We named these features as cross-lingual mel-domain emotion embedding (CL-MDEE) and cross-lingual wav2vec 2.0 domain emotion embedding (CL-W2DEE), respectively. Table 10 presents the experimental results comparison between the CL-MDEE and CL-WDEE (CL-W2DEE) on ESD with the ResNet classifier in terms of UA and WA.

### Table 10. Experimental results comparison between CL-WDEE and CL-MDEE (CL-W2DEE) on ESD with the ResNet classifier in terms of UA (%) and WA (%).

<table>
<thead>
<tr>
<th>Domain</th>
<th>Feature</th>
<th>Eva Data</th>
<th>UA</th>
<th>WA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mel</td>
<td>CL-MDEE</td>
<td>ESD-Eng</td>
<td>82.50</td>
<td>82.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ESD-Chi</td>
<td>84.00</td>
<td>84.00</td>
</tr>
<tr>
<td>W2V2</td>
<td>CL-W2DEE</td>
<td>ESD-Eng</td>
<td>86.80</td>
<td>86.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ESD-Chi</td>
<td>90.70</td>
<td>90.70</td>
</tr>
<tr>
<td>WavLM</td>
<td>CL-WDEE</td>
<td>ESD-Eng</td>
<td>88.50</td>
<td>88.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ESD-Chi</td>
<td>91.00</td>
<td>91.00</td>
</tr>
</tbody>
</table>

As evident from the results presented in Table 10, the CL-WDEE surpassed CL-M2DEE (CL-MDEE) in terms of UA or WA for the evaluation sets of ESD-Eng and ESD-Chi with the ResNet classifier. This observation suggests that the WavLM representation can extract...
more emotional information than the W2V2 (mel-spectrogram) representation. One possible explanation for this could be that emotions are not solely related to content, but also to the speaker’s characteristics. Additionally, the WavLM representation has shown superior performance in speech recognition and speaker recognition, whereas wav2vec 2.0 only performs well in speech recognition.

Furthermore, it is worth noting that both CL-WDEE and CL-W2DEE demonstrate significantly better performance than CL-MDEE in terms of UA or WA. This is likely because they have different inputs to extract features, and both WavLM representation and wav2vec 2.0 are self-supervised features learned from a large amount of unlabeled data, while Mel-spectrogram is a handcrafted feature. This observation further confirms that self-supervised features can provide more emotion information than handcrafted features.

4.4.6. Comparison with Known System

It should be noted that to date, there have been no reports on ESD for cross-lingual SER. Therefore, a comparison of the proposed (CL-WDEE)-ResNet with other systems for cross-lingual SER on ESD is not feasible. However, ESD has been utilized in previous studies for English SER and Chinese SER [37]. To compare the proposed system’s performance with those studies, we present the cross-lingual SER experimental results on SED and corresponding experimental results comparison in Table 11. In this table, LLD features are extracted using the openSMILE toolkit [26], which includes zero-crossing rate, voicing probability, MFCC, and mel-spectrogram. LSTM-FC refers to a LSTM layer followed by a ReLU-activated fully connected layer with 256 nodes [37].

Table 11. Comparison with known systems on ESD in terms of UA (%) and WA (%).

<table>
<thead>
<tr>
<th>Feature</th>
<th>Model</th>
<th>Training Data</th>
<th>Eva Data</th>
<th>UA</th>
<th>WA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLD</td>
<td>LSTM-FC</td>
<td>ESD-Eng ESD-Chi</td>
<td>ESD-Eng ESD-Chi</td>
<td>89.00</td>
<td>89.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>92.00</td>
<td>92.00</td>
</tr>
<tr>
<td>CL-WDEE</td>
<td>ResNet</td>
<td>ESD-EngChi</td>
<td>ESD-Eng ESD-Chi</td>
<td>88.50</td>
<td>88.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91.00</td>
<td>91.00</td>
</tr>
</tbody>
</table>

As evident from Table 11, the proposed (CL-WDEE)-ResNet performs comparably to LLD-(LSTM-FC) on the evaluation sets of ESD-Eng and ESD-Chi, respectively. It is worth noting that the previous work [37] employed two LSTM-FC models for English SER and Chinese SER, respectively, while the proposed (CL-WDEE)-ResNet model is trained for both ESD-Eng and ESD-Chi. Furthermore, LLD-(LSTM-FC) is designed for single-lingual SER, which can be viewed as a known SER, while (CL-WDEE)-ResNet is designed for cross-lingual SER, which can be viewed as an unknown SER. Therefore, we can conclude that (CL-WDEE)-ResNet has the potential to address the challenge of cross-lingual SER.

5. Conclusions

In summary, this research introduced a novel approach to enhance self-supervised feature-based speech emotion recognition by integrating contextual information. The proposed method leveraged the WavLM domain and contextual cues to extract single-lingual WavLM domain emotion embeddings for single-lingual speech emotion recognition. To tackle the challenge of cross-lingual speech emotion recognition, multi-task learning was employed to remove language-specific information, resulting in the generation of cross-lingual WavLM domain emotion embeddings. An experimental evaluation on the IEMOCAP dataset demonstrated that the proposed approach achieved outstanding performance in recognizing single-lingual speech emotion, attributed to the incorporation of contextual information during feature extraction. Additionally, experimental results on the ESD dataset indicated that the proposed cross-lingual WavLM domain emotion embedding effectively discerned cross-lingual speech emotion and surpassed existing methods. In
the future, the proposed method will be further evaluated on challenging datasets such as V2C-Animation [6] to demonstrate its generalizability.
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