Continual Monitoring of Respiratory Disorders to Enhance Therapy via Real-Time Lung Sound Imaging in Telemedicine
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Abstract: This work presents a configurable Internet of Things architecture for acoustical sensing and analysis for frequent remote respiratory assessments. The proposed system creates a foundation for enabling real-time therapy and patient feedback adjustment in a telemedicine setting. By allowing continuous remote respiratory monitoring, the system has the potential to give clinicians access to assessments from which they could make decisions about modifying therapy in real-time and communicate changes directly to patients. The system comprises a wearable wireless microphone array interfaced with a programmable microcontroller with embedded signal conditioning. Experiments on the phantom model were conducted to demonstrate the feasibility of reconstructing acoustic lung images for detecting obstructions in the airway and provided controlled validation of noise resilience and imaging capabilities. An optimized denoising technique and design innovations provided 7 dB more SNR and 7% more imaging accuracy for the proposed system, benchmarked against digital stethoscopes. While further clinical studies are warranted, initial results suggest potential benefits over single-point digital stethoscopes for internet-enabled remote lung monitoring needing noise immunity and regional specificity. The flexible architecture aims to bridge critical technical gaps in frequent and connected respiratory function at home or in busy clinical settings challenged by ambient noise interference.
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1. Introduction

Chronic obstructive pulmonary disease (COPD), asthma, and pneumonia are examples of lung-related disorders that place significant financial responsibility on society [1,2]. Chest X-rays or computed tomography (CT) are used only during periodical medical visits to check the patient’s lung function. As a result, adapting medical therapy to each patient’s unique medical progression is challenging. The therapy result may be strengthened by frequent or continuous observation of lung functions throughout the patient’s everyday tasks. Therefore, personalized therapy approaches are crucial for managing and improving respiratory diseases [3,4].

Currently, in the management of respiratory conditions such as COPD and cystic fibrosis, high-frequency chest wall oscillation (HFCWO) therapy is widely employed. Patients are typically instructed to use HFCWO devices such as Monarch- and Vest-airway clearance systems for a prescribed duration without real-time monitoring or feedback on the therapy’s effectiveness [3,5]. This approach lacks personalization and the ability to adjust the treatment based on the patient’s response.

Telehealth or remote monitoring technologies may enhance healthcare delivery to patients with lung diseases, resulting in the early detection of the condition worsening,
adjusting to the therapy, achieving a higher quality of life, and decreased hospitalization rates [5,6]. Many systems for remote recording of physiological signals associated with lung function have recently been developed [7]. Respiratory sounds produced from the patient’s chest wall are one of the critical assessment parameters in the setting of respiratory diseases. One method of conducting sound-based remote monitoring is to teach patients how to use digital stethoscopes, which send the recorded sounds to a healthcare expert for additional analysis. Technologies, including digital communications, telemedicine, electronic medical records, and innovative biometric sensors, must be used for home-based continuous patient monitoring programs. Even though the majority of these components have reached a level of development that meets the needs of continuous monitoring applications, the biometric sensors used to capture lung sound signals still need to be developed significantly [7]. Additionally, the literature finds that there is no accurate, noninvasive, affordable, or simple-to-use biometric sensor to measure some challenging but clinically significant characteristics, such as the changes in airway obstructions [7,8].

Since lung sound signals can be used to accurately detect pulmonary edema early, as a follow-up for treatment in chronic respiratory illnesses therapy, and for patients in the intensive care unit (ICU), airway obstruction is an essential metric in lung health assessment. Although the assessments of airway obstructions offer instrumental clinical data, there is currently no accurate and noninvasive method of determining the obstructed region. The location and severity of lung problems can be determined using a digital stethoscope, an example of a biometric sensor for collecting lung sound components [7,9,10]. Examples of digital stethoscopes with filtering capabilities for automated analysis, quality improvement, and an increased frequency range are the Thinklabs One and Littmann 3200 [10,11].

In this study, to the best of our knowledge, an array of MEMS microphones utilized in the assessment of lung function through imaging in the context of the Internet of Things (IoT) is presented for the first time. This real-time feedback enables doctors to dynamically modify the therapy protocol based on the patient’s response, enhancing the effectiveness of the treatment and providing a personalized, closed-loop approach to respiratory disease management. The proposed monitoring system is based on an array (flexible) of MEMS microphones and can be used as a remote continual assessment of lung function, as shown in Figure 1, enabling smarter and optimal therapy with real-time analysis by doctors or clinicians. Furthermore, the study proposes an efficient technique to capture lung sound signals for transferring the lung signals as imaging data to clinicians remotely from outside medical centers, addressing the lack of accurate systems for obtaining and displaying the graphical representation of acoustic lung imaging. The proposed acoustic signal acquisition unit demonstrated a similar time-domain waveform trend and frequency of interest in frequency spectrum analysis compared to commercial digital stethoscopes and has demonstrated more accuracy in detecting airway obstruction compared to commercial digital stethoscopes [12–14], in terms of converting acoustic signals to acoustic imaging for the intuitive assessment of lung function.

The growing clinical interest in contactless or virtual lung function assessment has highlighted the need for an adaptable, flexible, and multifunctional device capable of capturing lung sound signals and converting them to acoustic imaging. This research aimed to develop a system that could enable remote lung examinations or virtual lung function assessment, thereby reducing infection concerns associated with intra-hospital patient transportation and lowering equipment operating expenses [5,6,15,16]. Moreover, with the advent of 6G technology and its potential for enhanced connectivity, ultra-fast speeds, low latency, and massive network capacity, such a system could transform and revolutionize lung telemedicine by enabling e-screening for respiratory disorders by remotely located clinicians, home monitoring, and gating controls for radiological imaging procedures [17,18].

This paper is organized as follows: A concise review on lung function assessment is described in Section 2. The hardware data acquisition and the design setup are presented in Section 3. The performance index and setup of the proposed system signal acquisition in relation to noise and the accuracy of acoustic imaging are presented in Section 4. The
experimental results and discussion are presented in Section 5. Lastly, Section 6 presents the conclusion and future work.
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**Figure 1.** Proposed IoT system architecture transmitting acoustic lung signals from a wearable microphone array via Bluetooth to the patient’s computer for processing, then over a 5G/6G network to the doctor’s computer for analysis and real-time therapy adjustment through cloud connectivity.

2. Literature Review

For home-based lung health assessment and enhancing therapy initiatives, biometric sensors still require significant development to satisfy the requirements of home-based monitoring applications [7,19]. Biosignals of interest for lung function assessment are respiration rate and volume and, most notably, sound signals generated from the chest wall with regard to chronic lung-related diseases. Abnormal lung sound signals captured through a digital stethoscope can provide valuable information, including the location and severity of lung disorders [5–7,9].

Digital stethoscopes such as Thinklabs One [11] and 3 M Littmann [10] have shown good performance in picking the acoustic lung signals and have proprietary signal conditioning to enhance the captured signals for analysis. However, the technology is limited by its large size and poor uniformity in the sensing area [19,20]. Although digital stethoscopes can serve as a recording device, which can show useful acoustic signal information in a time-domain waveform, a computer algorithm must be developed to remove noise to retain critical data and convert the waveform into an image for an intuitive assessment so that the doctor or clinicians can easily identify obstructions in the airway to save time locating and assessing the obstructed area in the lungs. Leveraging on the size and its performance, recent work with various smart MEMS sensors, such as microphones [21] and accelerometers [22], has been adopted to capture acoustic signals. However, the patient’s lung and environmental sounds had to be captured for the acoustic signal conditioning to improve the noise resolution and signal accuracy, which may pose privacy issues. The sensor utilized in most studies [7,21,23–25] provides a single data point, which may be insufficient for an in-depth analysis [8,14,26–30], and the repositioning of the sensor is required if more data points are required and also advanced patient compliance and position accuracy. The MEMS acoustic sensor can be further expanded to an array and provide intuitive and continual assessment remotely. Developing a more inexpensive, accurate, and wearable array of sensors compared to commercial digital stethoscope devices can enable telemedicine and other forms of remote medical assessment through continual monitoring. Thus, a monitoring system with distinguished features of compact size, that can be easily worn by patient, and eliminates the need for precise positioning of the acoustic sensor is critical for wearable healthcare applications in remote monitoring.

There have been a variety of alternative methods for the remote monitoring of lung function, such as vibration response imaging (VRI). In the quantitative forms of lung sound presentation, VRI uses simultaneous multimicrophone recordings from vibration energy generated during breathing and converts the acoustic signal to an image [31–33]. The visual representation enhances clinical relevance by providing localized data on breath sounds
between various lung locations [31–33]. There is a positive quantitative data link between acoustic imaging and lung problems, such as smoking index and the buildup of excess fluid between layers of the pleura outside the lungs [31–33]. However, no positive data correlation exists between VRI and airway-related diseases, such as asthma and COPD [31]. Furthermore, these techniques interfere with and are impractical to integrate with a body sensor network for frequent home-based monitoring. Therefore, designing a portable lung function assessment platform is needed, and accurate data representative of the patient’s lung functions would be vital in this paper.

3. Monitoring System for Remote Assessment

This study implements a remote acoustic imaging system incorporating an array of MEMS microphones. The controller and data processing algorithm are also essential elements in the monitoring system other than the sensing unit and the MEMS microphone, to collect and process the captured data and to minimize the noise interference to improve the signal-to-noise ratio (SNR) and collect accurate data, in terms of the root mean square error (RMSE). The overall theoretical representation of the proposed continual and real-time monitoring system consists of several units, such as control, sensing, and a computer for signal analysis and cloud service, as shown in Figures 1 and 2.
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**Figure 2.** The process flow of the proposed system for remote and continual lung function monitoring.

3.1. Hardware Design

The following sub-sections discuss the hardware components utilized for the proposed system, including the data acquisition module, the digital pin connections between the acoustic sensor array, and the Bluetooth Low Energy (BLE) to transmit the data wirelessly into the computer for remote analysis, as shown in Figure 3a,b. The developed wearable sensor module (see Figure 3c) consists of a digital MEMS microphone array, microcontroller, and Bluetooth module as the key components for multichannel lung sound acquisition and remote analysis. The microcontroller and sensor module components are enclosed in a customized 3D-printed enclosure to protect the components during use. As shown in Figure 3d, flexible cabling connects the microcontroller board to the microphone array to maintain user comfort and conformability when worn on the body.
were selected for their high 65 dB SNR, along with a comprehensive 50 Hz to 20 kHz range of typical lung sounds ranging between 100 Hz to 2000 Hz. 

More microphones with an overlap in sensitivity can range from 6 to 32 [12,14,20,26–28], as the proposed system is designed for flexibility. Hence, the number of MEMS microphones utilized in the proposed system can range from 6 to 32 [12,14,20,26–28], as the proposed system is designed for flexibility. As each microcontroller supports up to 16 daisy-chained microphones, multiple boards can be used for arrays with more elements, as illustrated in Figure 4. These microphones were selected for their high 65 dB SNR, along with a comprehensive 50 Hz to 20 kHz frequency response similar to the commercial digital stethoscopes [10,11], covering the range of typical lung sounds ranging between 100 Hz to 2000 Hz.

The proposed system’s digital MEMS microphone array (see Figure 4) features TDK InvenSense ICS-52000 MEMS microphones (InvenSense, San Jose, CA, USA) to record lung signals [14,20,34] in an omnidirectional way to provide equal sensitivity from the sensor area, which also allows for flexible sensor positioning on the body. The number of MEMS microphones and their sensing diameter impact an acoustic imaging system’s detectable obstructed airway length. More microphones with an overlap in sensitivity enable the detection of smaller obstructions. For example, with a 50 mm diameter, around 4 microphones can detect 73 mm obstructions, while 24 microphones can detect 25 mm obstructions. Hence, the number of MEMS microphones utilized in the proposed system is designed for flexibility.

3.1.1. Microphone Array

The proposed system’s digital MEMS microphone array (see Figure 4) features TDK InvenSense ICS-52000 MEMS microphones (InvenSense, San Jose, CA, USA) to record lung signals [14,20,34] in an omnidirectional way to provide equal sensitivity from the sensor area, which also allows for flexible sensor positioning on the body. The number of MEMS microphones and their sensing diameter impact an acoustic imaging system’s detectable obstructed airway length. More microphones with an overlap in sensitivity enable the detection of smaller obstructions. For example, with a 50 mm diameter, around 4 microphones can detect 73 mm obstructions, while 24 microphones can detect 25 mm obstructions. Hence, the number of MEMS microphones utilized in the proposed system can range from 6 to 32 [12,14,20,26–28], as the proposed system is designed for flexibility. As each microcontroller supports up to 16 daisy-chained microphones, multiple boards can be used for arrays with more elements, as illustrated in Figure 4. These microphones were selected for their high 65 dB SNR, along with a comprehensive 50 Hz to 20 kHz frequency response similar to the commercial digital stethoscopes [10,11], covering the range of typical lung sounds ranging between 100 Hz to 2000 Hz.

The array of MEMS microphones is arranged in a linear orientation with equal spacing between sensors to be positioned over the chest area for recording lung sounds, as illustrated in Figure 3c. As presented in Figure 4, the microphones are interfaced using a daisy-chain configuration and time-division multiplexed (TDM) digital signaling to synchronize their sampling clocks. This TDM approach reduces wiring complexity compared to separate analog-to-digital converters for each microphone while maintaining timing synchronicity between the microphone channels during multichannel data acquisition. The microphones have a ±1 dB sensitivity tolerance, eliminating the need for individual cali-
bration of each element in the array [35]. Integrated analog front-end signal conditioning circuits and 24-bit sigma-delta analog-to-digital converters (ADCs) in each microphone provide calibrated and low-noise digitized outputs [35].
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**Figure 4.** Overview of the connections between daisy-chained MEMS microphones and microcontroller. (a) System block diagram of digital pin connections for an array of MEMS microphones; (b) Teensy 3.6 boards’ connection for multiple arrays of a maximum of 16 MEMS microphones each, with the first Teensy 3.6 board as a control (master) with an activation switch and the subsequent Teensy 3.6 boards as slaves. Grey represents the ground connection, and blue represents the interconnection of digital pin 4 (SDA2).

3.1.2. Microcontroller and BLE

The MEMS microphone [35], with its proprietary in-built ADC signal condition and power management, is soldered to a printed circuit board (PCB) with a voltage regulator to convert the 5 V to 3.3 V. Similarly, the microcontroller is soldered onto a PCB, which is utilized for the activation of the array of MEMS microphones to capture acoustic lung signals. The multichannel data acquisition microphone array is interfaced to a 32-bit Teensyduino Teensy 3.6 microcontroller, featuring a 180 MHz ARM Cortex-M4 core. The microcontroller synchronizes the sampling process across the microphone array by coordinating the frame sync signals used in the TDM digital interface. The 32-bit microcontroller was selected to interface with the TDM microphone array due to its compact design suited to wearable applications. The microcontroller offers flexibility for customized programming, parameter adjustment, and algorithm updates. It was soldered to a printed circuit board with a voltage regulator, as shown in Figure 3a, to provide a stable 3.3 V supply to the microphone array. A 100 kΩ pull-down resistor at the serial data (SD) discharges the output line during the microphone’s tri-state logic on the data bus.

Wireless connectivity can be achieved using an nRF52832 (Nordicsemi, Oslo, Norway) BLE system-on-chip. The nRF52832 has multirole support, such as peripheral and central, and is implemented by the Nordic SoftDevice—a precompiled and linked
binary software implementing a BLE protocol stack. Hence, the nRF52832 BLE chip can be programmed to function as either a central or peripheral device to provide a wireless universal asynchronous receiver–transmitter bridge. The nRF52832 interfaces with the universal asynchronous receiver–transmitter Serial 1 port on the Teensy microcontroller, which consists of receiving and transmitting signal, as illustrated in Figure 3a. For gateway applications to a computer, a second Teensy 3.6 with a central/master role integrated with a nRF52832 add-on can be utilized to receive and forward data wirelessly [36]. The gateway Teensy can simply read the incoming data off its own universal asynchronous receiver–transmitter lines connecting to the nRF52832 and simultaneously write this data out over USB to a computer [36,37].

nRF52832 has a 1 to 2 Mbps data rate, a 2.4 GHz radio transceiver, and −96 dBm sensitivity, which can be integrated into the Teensy 3.6 microcontroller. The BLE system operates at 1.7 V to 3.6 V, within the voltage required for the microcontroller and MEMS microphone. The BLE module has also been rigorously implemented with the selected microcontroller in prior works [36]. Timeslots of 1 ms can also be allocated to avoid dropout due to packet loss [36,37]. The microcontroller synchronizes the sampling across the TDM microphone array by coordinating the frame sync signals. A 128-bit AES encryption can also be applied on the wireless link for data security and privacy.

The acoustic signals can be collected in real-time on the patient’s computer for signal filtering and then transmitted to the doctor’s computer through the cloud platform for lung signal and image processing and conditioning. From the received lung signals through the cloud platform-specific software or equipment, the authorized doctor or clinicians can optimize respiratory therapy through real-time adjustments of parameter settings, in particular for high-frequency chest wall oscillation devices.

3.1.3. Data Acquisition System Design

The microphones are synchronized using a word select (WS) signal to ensure simultaneous sampling across the array. A delay is added to the WS signal startup to allow the microphone circuits to initialize before beginning data acquisition. The microphones are daisy-chained, with one microphone’s WS output connected to the next WS input. The microcontroller supplies the WS signal to the first microphone. The first timeslot in the TDM frame outputs data from the first microphone, the second timeslot outputs data from the second microphone, and so on. The microphones output 24-bit data words in the most significant bit first, two’s complement format. With 5–8 microphones in the array, the serial clock frequency is 256 × WS frequency $f_{WS}$, typically around 8 kHz. The microphone array enables lung function assessment through acoustic imaging of the multichannel sound data, similar to techniques used in other modalities.

The microphones have low ±1 dB sensitivity tolerance, eliminating the need for per-element calibration. The package integrates signal conditioning, ADCs, filters, and power management. Synchronized sampling enables accurate array signal processing for beamforming and imaging. In summary, the daisy-chained TDM microphone array with synchronized sampling and integrated signal conditioning provides a configurable platform for multichannel lung sound acquisition and analysis. The programmable microcontroller coordinates the array sampling to achieve simultaneous, calibrated inputs without per-sensor calibration.

3.2. Software Design

The following sub-sections illustrate the software data acquisition module, signal processing module, and acoustic lung image processing from the acquired lung signal.

3.2.1. Data Acquisition Software Design

The software architecture centers around data acquisition from the microphone array, and the acoustic signal processing and analysis can be performed through MATLAB R2023a. The microcontroller can be interfaced with a computer over a wireless connection as shown
in Figures 1–3. The proposed system’s microcontroller waits for a data transmission command from the computer to initiate acoustic signal collection using the array of MEMS microphones. As the digital microphone data stream in, the microcontroller buffers it in internal flash storage. The buffered data can be logged to a file in XLS spreadsheet format, with separate columns containing the data samples from each microphone in the array. This facilitates subsequent processing and analysis of the synchronized multichannel inputs. The configurable software data collection process enables acoustic capture tailored to study requirements.

3.2.2. Signal Processing Denoising Module

The system applies a multi-stage software filtering pipeline to process and condition the raw microphone inputs, as shown in the signal flow diagram (see Figure 5). The lung sounds are digitized at an 8000 Hz sampling rate \( F_S \) based on the microphone’s internal proprietary sigma-delta ADC technology, which operates at a high oversampling ratio [35]. An integrated proprietary digital low-pass filter [35] in each microphone suppresses high-frequency noise. The in-built filter characteristics scale with sampling frequency \( F_S \). For example, the microphone’s lower cutoff frequency is set to 50 Hz, while the high cutoff frequency is a fraction of the 8 kHz sampling rate given as the formula \( 0.417 \times F_S \) in the MEMS microphones datasheet [35], providing a passband from 50 Hz to 3336 Hz [35] covering typical lung sounds. This takes advantage of the high oversampling ratio of the microphone’s ADC.
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**Figure 5.** Proposed system’s input and output flow of the acoustic signal. (a) The proposed system’s software process flow chart; and (b) the proposed system’s acoustic signal processing flow chart.

First, the integrated digital low-pass filter in each microphone removes high-frequency noise above the range of typical lung sounds and converts the analog to digital signal internally, as shown in Figure 5b. Next, from Figure 5b, a wavelet-domain denoising algorithm leveraging empirical Wiener filtering further reduces ambient and electronic noise while retaining desired auscultation features. This configurable conditioning provides filtered multichannel data ready for additional analysis and processing algorithms. The
software filtering aims to improve the SNR and normalize the microphone array data to generate clean inputs that retain the relevant respiratory acoustic components. The parameters of each stage can be tuned to optimize noise reduction versus bandwidth for different lung sound-sensing needs. The pipeline takes advantage of integrated microphone filtering before applying more advanced wavelet techniques to balance noise removal with preserving subtle acoustic signatures needed for diagnosis. This multi-stage approach implemented in software enhances the array data quality while providing flexibility.

A key challenge in lung sound denoising is removing ambient noise while retaining subtle auscultation features indicative of respiratory conditions. Basic filters like FIR designs may inadequately address this, cancelling useful signal components. To overcome this, a wavelet-based denoising method that combines empirical Wiener filtering with wavelet thresholding is implemented, as presented in Figure 5b. The pseudocode (see Algorithm 1) of the denoising algorithm is presented below.

**Algorithm 1. WATV-Wiener denoising algorithm [38]**

**Input:** Noisy data \( y \); Number of vanishing moment \( k_m \); Regularization parameter \( \lambda_j \); TV parts \( \beta \); Step size \( \mu \); Number of iterations \( n_{iter} \); Threshold function \( \theta \); Wavelet transform \( W \); Wavelet coefficient \( \omega_c \)

**Output:**
1. Initialization: \( \omega_c = Wy \)
2. Identifying an estimated wavelet coefficient \( \hat{\omega}_t \) by iteratively minimizing with respect to \( \omega_c \) and \( u \) with variable splitting and augmented Lagrangian approach.
3. \( u = \omega_t; \ d = \omega_t; \ c = 0; \)
4. Iteration till convergence between \( \omega_c \) and \( u \).
5. For \( i = 1:n_{iter} \)
6. \( p_{j,k} = \frac{[Wy + \mu(u - d)]}{1 + \mu} \)
7. Finding the wavelet coefficient \( \omega_c \) for all \( j, k_m \) with the input from \( \theta, p, \lambda_j, \mu, a_j = 1/\lambda_j \)
8. \( \omega_{c(j,k)} = \theta\left( p_{j,k}; \lambda_j/(1 + \mu) ; a_j \right) \)
9. \( c = d + \omega_c \)
10. Total variation denoising \( (tvd) \) requires data input from \( c \), length of the data in put \( N \) and TV parts
11. \( d = W \left[ W^{-1}v_t - tvd(W^{-1}c; N; \beta/\mu) \right] \)
12. \( u = c - d \)
13. \( d = d - (u - \omega_t) \)
14. end For
15. Denoised wavelet coefficient \( \hat{\omega}_t \), where the signal \( \hat{x}_t = W^{-1}\hat{w} \)
16. Empirical Wiener filter design for smoothing: \( H \)
17. \( H = \hat{\omega}_t^2 / (\hat{\omega}_t^2 + \sigma^2) \)
18. Smooth denoised output: \( \hat{x}_a = W^{-1}HW\hat{x}_t \)

This technique leverages pilot coefficient estimation and inverse filtering to smooth the signal and minimize mean squared error. The approach attenuates noise while retaining desired lung sounds by adjusting control parameters. It has been previously validated on real patient recordings in noisy clinical environments. The algorithm models the captured microphone signal as containing the desired lung sound plus ambient and electronic noise components. It then applies the wavelet filtering to estimate the noise-free lung sound signal. The dual-stage technique balances noise reduction with preserving the acoustic signatures needed for diagnosis. The tunable parameters provide optimization for different background noise levels and auscultation targets. This selective denoising improves signal quality for respiratory sound analysis. Refer to studies in [11,38–41] for detailed denoising filter implementation. The denoising filter approach and the implementation are summarized below.
The captured signal \( y(n) \) from the sensor contains the desired signal \( x_a(n) \) and noise \( v(n) \), such as the ambient noise and the inherent noise from electronic devices, as shown in (1),

\[
y(n) = x_a(n) + v(n),
\]

where \( n \) is the sample index \( n = 1, 2, 3, \ldots, N \), and the total number of samples \( N \) is given as \( N = F_S T \), where \( F_S \) is the sampling frequency and \( T \) is time.

Before attempting to achieve a sufficient denoised signal coefficient from the lung sounds, WATV is first utilized to lessen the interference noise, achieving adequate denoised signal coefficients by adjusting a control parameter \( 0.95 \leq \eta < 1 \). The control parameter \( \eta \) influences the total variation parts \( \beta \) and the regularization parameter \( \lambda_j \), where \( \beta \) and \( \lambda_j \) control the pilot estimation of the denoised wavelet coefficients in the denoising algorithm [38,39]. Following the pilot estimation, the estimated signal coefficient is sent into the empirical Wiener filter for smoothing by minimizing the denoised signal’s overall mean square error through inverse filtering.

3.2.3. Image Processing

The acquired multichannel lung sound data transmitted from the patient’s computer through the cloud platform can be processed into acoustic images \( Q \) for analysis on the doctor’s computer, where the MEMS microphone outputs are normalized arrays of digital amplitude values similar to commercial digital stethoscopes. The signals are then put into an array (MATRIX) form in MATLAB R2023a for signal analysis and imaging processing. The signal intensity \( P \) at each microphone location \( i \) in an \( x \)- and \( y \)-axis coordinate plane is computed by accumulating the sensor readings over a time \( t \) interval of \( t_1 \) to \( t_k \),

\[
\bar{P}(x, y, t_1, t_k) = \sum_{t=t_1}^{t_k} P_i(t)^2
\]

The acoustic lung imaging \( Q \) projected from lung signals is then the following,

\[
Q(\bar{P}, h) = \sum_{t=t_1}^{t_k} P_i(t)^2 h(i).
\]

where \( Q(\bar{P}, h) \) comprises the acoustic signal \( \bar{P}(x, y, t_1, t_k) \) and interpolation function \( h(i) \), with \( i \) containing the sensor position in the \( (x, y) \) coordinate plane.

An interpolation function \( h(i) \) is applied to estimate the acoustic intensity between the discrete microphone positions, generating a spatial mapping of sound levels across the chest area. Hermite polynomial interpolation is used for its accuracy, given the limited number of physical sensors placed on the body [26]. Refer to [26] and its reference therein for the Hermite interpolation function the in-depth analysis, computation, and application in acoustic lung imaging. A cone-based lung shape is applied to (3) to output an esthetic and intuitive appearance for the end-users in the lung function assessment.

The interpolated intensity map is rendered as a colormap image, with maroon, grey, and white indicating the highest, intermediate, and lowest acoustic levels, respectively. This imaging process transforms the discrete multichannel audio data into a continuous acoustic-level visualization of the spatial respiration characteristics. The software reconstruction aims to provide insights into regional lung functionality and localization of anomalous sounds. The configurable processing can be tailored to optimize the tradeoff between sensor density, interpolation accuracy, and image resolution for different respiratory monitoring needs.

4. System Evaluation and Comparative Analysis

The quality of our proposed system’s captured lung sound signals was benchmarked against two commercially available digital stethoscopes—the Littmann 3200 and Thinklabs One models. The Littmann 3200 [10] and Thinklabs One [11] were chosen due to their
optimized designs impacting sound transmission and the utilization of advanced denoising technologies [10,11] for precision acoustic measurements. Benchmarking the proposed system’s signal acquisition unit against these state-of-the-art devices provides insights into how well our system design acquires accurate lung sound signals and localizes anomalies.

Hence, the key metrics chosen in this study for evaluating signal quality and noise resilience include RMSE, SNR, and acoustic imaging representation. The modular sub-system validation aims to build towards complete evaluation with clinical populations remotely in future work. The performance metrics quantify the fidelity of captured lung sounds, ambient noise suppression, and regional assessment capabilities compared to commercial systems [10,11]. By benchmarking RMSE, SNR, and acoustic images, the aim is to validate that the proposed system’s signal acquisition unit can collect and transmit accurate lung signals for the remote assessment of lung function across key factors of signal accuracy, ambient noise reduction, and respiratory mapping. Furthermore, an experiment was conducted to validate the detection of airway obstruction in terms of nidi length. The resulting output from the proposed system and the two digital stethoscopes were characterized and analyzed using MATLAB R2023a.

4.1. Acoustic Signals Acquisition and Setup

The following sub-sections describe the simulation and experimental setup for acquiring acoustic lung signals and lung imaging in this study.

4.1.1. Acoustic Signals Acquisition

A lung sound simulator was used to provide repeatable test signals for evaluating noise performance when comparing multiple acquisition systems, as shown in Figure 6. This enables consistent benchmarking that is not subject to variability between real patient recordings [19,40]. The simulator played back digitized lung sounds from a respiratory disease database [42]. Ten recordings containing crackles and wheezing from patients with asthma or COPD were chosen [42] to represent abnormal sounds. Ten additional samples from healthy patients provided normal breath sounds [42]. The shortlisted lung sounds contained 15 s audio samples that were output at realistic auscultation amplitudes [19,43] with the simulator and had a frequency of interest in the range of around 200 Hz to 400 Hz. Playing back the same calibrated test signals through different acquisition systems allows for a standardized comparison of their noise robustness in detecting known pathologies.
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*Figure 6.* The setup for acquiring lung sound signals. (a) The lung sound simulator and its block diagram; and (b) the capturing of resampled lung sound signals flow chart.

The 20 lung sound samples (10 healthy and 10 unhealthy) were selected from a large respiratory database using the following process, similar to the literature in [19]:

- Recordings collected from the posterior chest were chosen as the region of interest.
- Samples were separated into healthy and unhealthy groups based on annotated labels.
- Unhealthy sounds lacking clinician labels for crackles/wheezing were excluded. Similarly, healthy sounds with annotated anomalies were omitted.
Ten recordings were randomly chosen from each group for the final selection. Frequency analysis with MATLAB R2023a showed a frequency of interest at 255 ± 60.53 Hz for healthy samples and 349 ± 52.39 Hz for unhealthy samples, agreeing with the literature ranges [7,44]. The screening process above aimed to provide a non-biased and accurate test set representing normal and adventitious respiratory sounds.

The following setups were applied to simulate the actual recording in the experiment studies. The lung sound simulator used a 15 mm silicone layer (Baoblaze, Houston, TX, USA) resembling human tissue over an S1 Pro portable Bluetooth speaker system (BOSE, Framingham, MA, USA) representing the chest cavity. The speaker has a 62 Hz to 17 kHz response covering typical lung sound bands and resembles a typical adult chest wall in terms of its overall size [7]. The speaker system has a flat frequency response ranging between 150 Hz and 1000 Hz [45] despite the reported large frequency response bandwidth. Experimental testing occurred in 59 ± 0.54 dBA background noise resembling clinical environments [46], with a reference microphone—an omnidirectionally sensitive and high-SNR MP34DT04 MEMS microphone (STMicroelectronics, Plan-les-Ouates, Switzerland) monitoring ambient noise levels. ICU noise [47] was played through a secondary JBL Xtreme 3 speaker (Harman, Stamford, CT, USA) about 1 m adjacent to the lung sound simulator, and the SNR was maintained from −20 to 20 dB, with 5 dB intervals relative to calibrated lung sounds, similar to studies in [19,38,39,41,43]. The setup allowed for a direct comparison between the proposed and commercial systems across lung sounds and noise conditions. The adjustable noise and repeatable phantom recordings enabled standardized benchmarking of the proposed system and digital stethoscope performance in recording lung sound signals in a simulated clinical environment. Digital stethoscopes, such as the 3 M Littmann and Thinklab Ones, are also used to record the lung sound signals emitted from the customized chest simulator for system benchmarking purposes.

The maximum bandwidth settings were utilized on the Littmann 3200 and Thinklabs One commercial digital stethoscopes in order to provide a fair comparison of their noise-filtering capabilities relative to the proposed system. The Littmann 3200 was set to “Extended Mode”, which provides an amplified frequency response from 20 Hz to 2000 Hz. This mode also enhances the low-frequency response in the 50 Hz to 500 Hz [10] range of typical lung sounds, similar to the spectrum provided by a diaphragm but with additional gain for the important low-frequency components. The digitally filtered sounds are recorded by the accompanying computer software for the Littmann device. For the Thinklabs One stethoscope, “Filter Mode 5” was chosen, a wideband setting that passes frequencies between 20 Hz and 2000 Hz [11,48]. This mode provides broad spectral coverage without additional gain tuning. The recorded lung sounds are transmitted to the paired mobile device by the Thinklabs stethoscope. The 20 Hz to 2000 Hz bandwidth configured on both commercial devices covers the frequency ranges of interest for the test sounds, which contained spectral peaks at 255 ± 60.53 Hz for healthy samples and 349 ± 52.39 Hz for unhealthy samples. Selecting these extended response modes allowed the Littmann 3200 and Thinklabs One to capture the crucial frequency content needed for analysis and comparison. This aimed to provide a reasonable best-case acquisition benchmark to evaluate if the multi-microphone approach could further enhance noise filtering and detectability.

To enable a valid and aligned analysis between the three systems, the sampling rate mismatch was addressed through resampling (see Figure 6b) the test sounds as follows. The 10 healthy and 10 unhealthy lung sound samples utilized for broadcast had an original sampling rate of $F_s = 44,100$ kHz based on their source in the respiratory sound database. To align with the native sampling rates of the commercial stethoscopes and proposed system, these sounds were resampled prior to being played through the simulator. The Littmann 3200 records at 4000 Hz, so the 44,100 kHz shortlisted respiratory sounds were resampled down to 4000 Hz for a fair comparison. The Thinklabs One and proposed system both operate at 8000 Hz; thus, the sounds were resampled to 8000 Hz before being acquired. Resampling the calibrated test sounds avoids distortion to the key spectral content and
allows the analysis to focus specifically on the noise robustness of each system. Since the crucial frequency information is below 500 Hz, the process of resampling down to 4000 Hz or 8000 Hz does not significantly impact the audible components [7,44]. By comparing each system’s recorded sounds to the appropriately resampled inputs, the detection accuracy can be assessed and analyzed in a standardized way. This aims to isolate the effects of ambient noise interference and analog front-end filtering from sampling rate mismatches. Each system is benchmarked using aligned digitized inputs containing identical critical frequency information. This helps characterize the robustness of noise and pathology identification capabilities.

4.1.2. Acoustic Imaging Generation

To emulate an airway obstruction in a controlled manner, water-filled bags of various diameters were placed on the right middle section of the lung sound simulator, as depicted in Figure 7. The water bag presents an acoustic damping effect that models the sound attenuation caused by a pulmonary nidus in actual airways [27,28,49]. Using a phantom obstruction allows for standardization versus variability between human subjects. The healthy lung sound sample played through the simulator provides a baseline reference for comparison. Testing on the phantom simulator aims to demonstrate the proposed system’s ability to detect and spatially localize the obstruction through translated acoustic lung images, before progressing to evaluations on patients with confirmed respiratory diseases.

Figure 7. The experimental set for the acquisition of lung signals and imaging. (a) The schematic diagram of the experimental setup for capturing lung sound signals and nidus detection in the airways with waterbags. x denotes the positions of the acoustic sensors, such as MEMS microphones and digital stethoscopes. The blue circular block presents an obstruction in the airways. (b) Binarized acoustic imaging is used to analyze experimental results, and the control (healthy) is shown for comparison purposes.

The MEMS microphone array and the two commercial digital stethoscopes independently acquired lung sound data by positioning their sensors sequentially in an identical array layout without overlap, as depicted in Figure 7a. This ensured that recordings were obtained from equivalent spatial locations between the systems to allow for an aligned comparison. The multi-sensor microphone array system acquired simultaneous readings at each point, while the single-sensor stethoscopes acquired sequential temporal readings.

The lung sound data recorded by the microphone array and stethoscopes were converted into acoustic images using a mapping and interpolation algorithm based on techniques reported in the prior acoustic imaging literature. Separate healthy lung sound reference images were constructed individually for the microphone system and each stethoscope by obtaining baseline measurements without an obstructing water bag. Figure 7b shows an example healthy reference image—the results from the three systems appear visually similar for the homogeneous phantom case. Comparing images generated for the obstructed case to these healthy baselines helps highlight the system’s capability to detect and localize introduced attenuations caused by the water bag nidus.
Since commercial digital stethoscopes are inherently single-sensor devices, the breathing cycle [50,51] information was leveraged to reconstruct a simulated spatial array of lung sounds for generating acoustic images [28,29,52]. This aimed to evaluate obstruction localization using temporal features to emulate a multi-sensor imaging system. The respiration phase detection approach [51] has been shown to achieve accuracy within 0.2 s in prior studies, even with noisy lung sound inputs. A fifth-order FIR bandpass filter [51] with cutoff frequencies of 150 Hz and 1400 Hz was applied to extract predominant airway sounds by removing heart sounds, muscle noise, and aliasing components. Next, the Hilbert transform was used to obtain an analytic envelope of the filtered signal. Minima and maxima points of the envelope signify transitions between the inspiration and expiration phases of the breathing cycle. It provides phase synchronization cues to simulate spatial array data from the single stethoscope sensor timeline, as shown in Figure 8.

![Figure 8. Synchronization of an array of lung signals captured at different times via the breathing phase. Blue denotes the asynchronous lung signals captured due to single point data. Red represents the synchronized lung signals via the breathing phase.](image)

**4.2. Signal Acquisition and Identification of Nidi Performance Index**

The following sub-sections present the performance metrics for the acquired signal quality and identification of nidi length through imaging translated from the received lung signals.

**4.2.1. Signal Acquisition Performance Index**

Two quantitative metrics, RMSE and SNR, were used to evaluate signal accuracy and noise robustness. In this work, RMSE compares the normalized digital amplitude of the acquired signal \( r \) to the reference input signal \( x \). It is calculated as the root mean square of the error between \( r \) and \( x \), as shown in (4). A lower RMSE indicates better signal acquisition fidelity, where 0 indicates exact similarity. SNR measures the ratio between the desired signal and noise components in this work. SNR is computed by taking the logarithmic
ratio of the normalized signal amplitude $r$ and noise amplitude $a_n$ in decibels, as shown in (5). A higher SNR indicates more robust noise suppression.

\[
\text{SNR} = 20 \log_{10} \left( \frac{r}{a_n} \right), \tag{5}
\]

where $a_n$ is the digital amplitude of the collected noise signals without the lung sound.

### 4.2.2. Acoustic Imaging Performance Index

Nidus detection through imaging was compared by analyzing the size and location of obstructed regions. The acquired acoustic images were converted into binary maps by using (2) and (3), presented in Figure 8. High-intensity data areas are indicated as 1 s, while obstructed zones with low-intensity data areas are represented as 0 s in the binary image with locally adaptive image thresholding [33]. By comparing the binary pixel differences between healthy $\eta$ (control) and unhealthy images $\mu$, the missing area $(\eta - \mu)$ provides an estimate of the nidus length using prior pixel-area correlation methods given as

\[
L_n = \frac{2 \rho (\eta - \mu)}{\pi},
\]

Smaller localization length differences versus ground truth obstructed sizes represent more accurate imaging. This analysis aims to quantify how precisely introduced attenuations and airway blockages are identified from the microphone and stethoscope recordings.

### 5. Results and Discussion

The sub-system performance, for example, the acquired signal quality between our system data acquisition and digital stethoscopes, is presented in Section 5.1. The identification of nidi through translating the acquired signals into imaging is shown in Section 5.2, and a general discussion and limitations of this work are presented in Section 5.3.

#### 5.1. Signal Accuracy and Noise Robustness

Figure 9a presents the average RMSE results across the systems. RMSE evaluates signal accuracy by measuring the error between the acquired signal and reference input. A lower RMSE indicates better preservation of the key lung sound components, while higher values suggest distortion introduced by filtering or other effects. An ideal system balances noise suppression, shown by higher SNR, with minimizing signal errors as measured by lower RMSE. Unlike the commercial stethoscopes, the proposed microphone array system demonstrated both higher SNR and lower RMSE. The optimized denoising approach attained 0.15 better RMSE on average compared to the Littmann 3200 0.42 (0.02) and Thinklabs One 0.43 (0.02). This shows that the microphone array architecture using the configurable denoising algorithm can more accurately capture the relevant lung sound signatures while still rejecting noise.

Figure 9b displays the estimated signal-to-noise ratio (SNR) values averaged across all trials, lung sound samples, and background noise conditions for each system. SNR represents the ratio between the desired signal and unwanted noise components. Lower SNR values indicate more contamination from noise, resulting in poorer signal quality. Higher SNR values suggest the system has suppressed ambient interference and acquired the key lung sound signal components accurately. As shown in Figure 9b, all three systems demonstrated noise resilience in terms of preserving the SNR of the input signals, aligning with trends reported in prior works [19]. The commercial Littmann 3200 and Thinklabs One digital stethoscopes incorporate proprietary filtering techniques [10,11,38] to reduce noises from sources like ambient interference and body movement. The proposed microphone
array system implements a configurable denoising algorithm to reject noise. Average SNRs (standard deviation) of around 25 (0.11) dB, 18 (0.07) dB, and 18 (0.08) dB were achieved by the proposed system, Littmann 3200, and Thinklabs One, respectively. The proposed system provided optimization of the denoising [38,39] approach for the highest SNR performance.

![Figure 9](image_url)  
**Figure 9.** The captured signal quality with commercial digital stethoscopes as a benchmark. (a) The mean RMSE result between the three sensors capturing lung sound signals in a noisy environment. RMSE is unitless as all three sensors output normalized digital amplitude. (b) The mean SNR performance between various sensors capturing lung sound signals in a noisy environment.

Figure 10 presents the time-domain performance of the proposed system and the commercial digital stethoscopes. The output waveform of the acquired lung sound signals in the time domain showed similar trends consistent with the known respiratory signals, as shown quantitatively in the RMSE results. All three systems provided consistent amplitude (intensity) without introducing significant variations that could distort the lung sound signals.

The comparable time domain output, SNR, and RMSE from Figures 9 and 10 provide evidence that the proposed system demonstrates equivalent signal acquisitions compared to the commercial digital stethoscopes’ benchmark across relevant respiratory sound frequencies. In summary, the addition of the optimized denoising technique enabled the proposed system to surpass the commercial stethoscopes in both noise robustness, as measured by higher SNR, and signal accuracy, as measured by lower RMSE. This demonstrates the potential of the programmable multi-microphone array approach to balance noise suppression and lung sound fidelity through tailored filtering algorithms.
(3) was applied to the acquired signals as the commercial digital stethoscopes do not natively.

- Artifacts were introduced into the acquired signals to simulate real-life conditions. The proposed system was able to suppress these artifacts to a higher degree than the commercial stethoscopes.

Figure 10. Recorded digital amplitude in relation to the respiratory sound spectrum of the recorded lung signals. (a) Thinklabs One time-domain respiratory signals’ output, (b) Littmann 3200 time-domain respiratory signals’ output, (c) proposed system time-domain respiratory signals’ output, and (d) the frequency of interest for the three devices.

5.2. Acoustic Imaging

Figure 11 shows the binarized acoustic images representing obstructed airways for the proposed system and commercial stethoscopes. The imaging algorithm presented in (2) and (3) was applied to the acquired signals as the commercial digital stethoscopes do not natively output images. Water bags of 50 to 80 mm in diameter simulated airway obstructions.

Figure 11. Acoustic imaging of obstructed airway translated from acquired lung signals with 50 mm nidus length via the waterbag simulation, where the encircled dotted line indicates the actual waterbag size. (a) Thinklabs One, (b) Littmann 3200, and (c) the proposed system.

An imaging system was demonstrated in the context of IoT, as shown in Figures 2 and 3, where the patient wears the wearable sensor module consisting of the MEMS microphone array, microcontroller, and Bluetooth module, and the acoustic data can be transmitted over the cloud for the doctor’s analysis, and eventually, images can be formed.
after the lung signals’ analysis and conditioning on the doctor’s computer. The acquired lung sound signals can then be transmitted wirelessly via BLE to a gateway device like a smartphone or tablet. The gateway device then securely transmits the filtered data from the patient’s computer over the internet or a cloud server to the doctor’s computer and executes the signal processing and acoustic imaging algorithms.

To preserve the image and data quality for lung function assessment by the clinicians, the signal and image processing are recommended to be performed on a computer, as shown in Figures 2 and 3. The signal data are about 8.64 MB for a sampling frequency of 8000 Hz and 3 bytes (24-bit MEMS microphone output) per sample, assuming 24 MEMS microphones and a recording duration of 15 s to enable real-time imaging through signal data transmission to the computer. More sensors can be deployed for higher resolution requirements, for example, increasing to 1000 sensors [12] with the same sampling rate and duration would produce approximately 360 MB of data. The higher throughput could be supported by 5G networks, enabling even more detailed real-time acoustic signals transmitted to the doctor’s computer for lung signal and image processing and analysis. Low-latency transmission from the 5G/6G capabilities can facilitate remote respiratory assessment with dense sensor arrays and allow for large acoustic data to be streamed continuously for real-time analysis and adjustment of therapy.

Figure 12 illustrates the relationship between sensor number and detectable obstruction size. The accuracy of the measured nidus length \( L_n \) compared to the known nidus length \( L_t \) is defined and shown in (6),

\[
L_n(\text{accuracy}) = \left(1 - \frac{|L_n - L_t|}{L_t}\right) \times 100\%.
\]

![Figure 12. Comparison between the proposed system and digital stethoscopes in detecting a nidus through acoustic imaging with (a) 18 and (b) 30 sensors.](image)

As shown in Figures 11 and 12, the proposed system achieved a 91% mean accuracy in detecting the true nidus length from the microphone array signals. The stethoscopes had an 85% mean accuracy. This suggests that multi-sensor noise resilience provides higher fidelity imaging and reliable signals that translate to more accurate acoustic representations [12-14,52]. The results in Figures 11 and 12 demonstrate the potential for frequent regional lung assessments and targeted therapy via imaging. Thus, the reported MEMS microphone array system can be widely used in the IoT or IoMT-driven remote monitoring system for continual monitoring of the respiratory signals, which vastly reduces the frequency of contact between patients and doctors/clinicians and the transportation risk as described in Sections 1 and 2.
5.3. General Discussion and Limitations

The study area of focus is the utilization of an array of MEMS microphones to record accurate acoustic lung signals to identify obstructions in the lung and improve the SNR with a wavelet-based denoising algorithm, minimizing the circuitry to make the proposed system more compact and wearable with applications in continual remote monitoring and IoT. The array of MEMS microphones offers a design guideline for developing acoustic imaging to assess airway obstructions. The MEMS microphones displayed accurate and good-quality captured acoustic signals in terms of RMSE and SNR. The wearable system also demonstrates similar trends to the commercial digital stethoscopes in terms of frequency and time-domain waveform.

The telemedicine approach addresses the limitations of current HFCWO practices by providing personalized, real-time feedback and facilitating dynamic therapy optimization based on the patient’s unique response. However, the system’s performance may be influenced by factors such as network connectivity, latency, and bandwidth constraints, which could impact the real-time transmission and visualization of acoustic images or videos for remote respiratory assessments. Ongoing improvements to network infrastructure will enable more immersive and effective telemedicine capabilities.

The proposed system’s sensor nodes are based on a MEMS microphone array, and the recorded data can be transmitted to a computer or mobile terminal via Bluetooth, as illustrated in Figures 1–5. Adequate sensor geometry is needed [7,12–14,26–28,52,54] for reliable imaging despite per-sensor placement flexibility. Single sensors cannot localize obstructions, but the minimum 12-sensor array could detect an 80 mm nidus based on the acoustic field of view modeling [12–14]. Heart sound separation was not addressed since the focus was external noise rejection and accuracy in obtaining lung sound signals. Heart sound separation could be considered in future work to provide full lung exam capabilities.

Furthermore, the current study did not specifically address the challenge of filtering out signals generated from internal organs, which could potentially interfere with the accurate analysis of lung sounds. Internal organ noises, such as those from the heart, digestive system, and other physiological processes, can introduce false positives or inaccuracies in the lung sound analysis. Future work could explore advanced signal processing techniques to effectively isolate and remove these unwanted signal components, ensuring the quality of lung sound data provided to clinicians.

The current manuscript lacks a thorough discussion of the ethical considerations and patient data privacy implications associated with such a system. This is an important limitation that must be addressed to ensure the responsible development and deployment of the technology. A strong emphasis on incorporating robust ethical frameworks and data privacy protocols into the design and implementation of the remote lung monitoring system can be included in future work, which will help to address the evolving ethical challenges and ensure the responsible deployment of the technology.

Variations in system performance are expected due to differences in physical design, architecture, and filtering approaches. The proprietary noise reduction methods of the commercial stethoscopes were utilized without additional processing. In contrast, the proposed system implements an adaptive denoising algorithm to suppress noise while retaining lung sounds. Furthermore, the microphone array provides uniform sensitivity versus a 10 dB drop towards the edges for the stethoscopes, likely due to transducer design tradeoffs. Overall, the proposed system combines specialized hardware and signal processing to enhance noise robustness and fidelity. While the experimental noise conditions aimed to simulate typical busy clinic levels, real-world environments contain unpredictable non-additive noise that may impact performance. Further testing in live clinical settings could provide additional insight.

The intention is not to definitively rank these systems based solely on the metrics presented. Rather, the goal is to benchmark the proposed array-based system against established digital stethoscopes and demonstrate feasibility for frequent regional lung assessments remotely via translated acoustical imaging. Without extensive clinical validation,
the results should not be overinterpreted as direct evidence of diagnostic capabilities. The stethoscope models were chosen as representative cases, not as a comprehensive evaluation. The variations in noise response highlight differences in design approaches rather than overall quality.

6. Conclusions and Future Work

The continual monitoring of lung function through acoustic imaging, where the data are transmitted from the patient’s computer to the doctor’s computer for analysis, is presented in this study for the first time, using an array of MEMS microphones and a remote monitoring platform based on IoT. Acoustic signals collected from the array of MEMS microphones are transmitted via a Bluetooth module, and the signals are analyzed using MATLAB. The proposed system showed good acoustic sensing area sensitivity, high noise resolution in terms of SNR, and the accurate output of acoustic signals. Acoustic signals are uploaded to the cloud, enabling remote patient lung function monitoring and enabling the patient’s optimal respiratory therapy experience. Simulation studies were conducted using our proposed system and benchmarked with commercial digital stethoscopes to monitor acoustic lung signals from healthy patients and patients with respiratory diseases. The proposed system correlated with the actual lung signals. The feasibility of the proposed system for the continual remote assessment of lung function through acoustic imaging has been demonstrated from the measurement results, and it demonstrated potential in real-time monitoring and early detection of the worsening of respiratory disease conditions. Furthermore, the proposed system presented good potential usage as a lung imaging system in wearable healthcare applications due to the cost and straightforward fabrication (upscale) options.

As part of future work, the proposed solution can be evaluated further via end-to-end systems (i.e., from the patient to doctor wirelessly) using upcoming 6G-related platforms. While 6G’s potential for telemedicine, in general, is promising, specific applications for lung acoustic imaging are still emerging at the time of writing as the technology is still in its early stages. However, based on the anticipated capabilities of 6G, there are some possibilities through ultra-high-fidelity lung auscultation. 6G’s high bandwidth could transmit intricate acoustic data without compression, allowing for a nuanced analysis of breath sounds, wheezing, crackles, and other abnormalities that might be missed with stethoscopes or lower-fidelity transmission. Another possibility exists through AI-powered lung analysis. With 6G’s immense data processing power, AI algorithms could analyze lung sounds and ultrasound images in real-time, providing doctors with insights and potential diagnoses during remote consultations. This could expedite diagnosis, improve accuracy through close to real-time digitalization, and potentially even enable the early detection of lung diseases.
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