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Abstract: Large-scale photovoltaic (PV) electricity production plants rely on reliable operation and maintenance (O&M) systems, often operated by means of supervisory control and data acquisition (SCADA) platforms aimed at limiting, as much as possible, the intrinsic volatility of this energy resource. The current trend is to develop SCADAs that achieve the finest possible control of the system components to efficiently and effectively cope with possible energy delivery problems. In this study, we investigated an innovative design of an IoT-based SCADA specifically tailored for large PV systems in which data transmission overheads are reduced by adopting lightweight protocols, and reliable data storage is achieved by means of hybrid solutions that allow the storage of historical data, enabling accurate performance analysis and predictive maintenance protocols. The proposed solution relies on an architecture where independent functional microservices handle specific tasks, ensuring scalability and fault tolerance. The technical approaches for IoT-SCADA connectivity are herein described in detail, comparing different possible technical choices. The proposed IoT-based SCADA is based on edge computing for latency reduction and to enhance real-time decision making, enabling scalability, and centralized management while leveraging cloud services. The resulting hybrid solutions that combine edge and cloud resources offer a balance between responsiveness and scalability. Finally, in the study, a blockchain solution was taken into account to certify energy data, ensuring traceability, security, and reliability in commercial transactions.
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1. Introduction

The control and management of any industrial or service process is generally based on a supervisory control and data acquisition (SCADA) system [1]. Its function is to acquire in real time the process data and transfer them all to a central, remote system where they are recorded and analyzed using, in general, a proper graphic interface so that the process can be in turn more finely tuned by means of specific management instructions. The rapid development of the Internet of Things and of the related data communication and management technologies is deeply changing, in any industrial sector, the SCADA architecture that more and more relies on artificial intelligence tools to extract the process-relevant information that is useful for improving management operations and reducing the human role to minimal supervising activities [2]. As far as the photovoltaic (PV) industry is concerned, it has been only very recently, in fact only in the last half decade, that industrial production has reached a well-defined standardization level. As a result, for large PV utilities, an increasing use of SCADA systems to improve the operation and management (O&M) process efficiency has been observed [3]. As a matter of fact, because of the continuous decrease in the fixed costs of photovoltaic system installation, those related to O&M are becoming increasingly relevant in determining the final cost of the produced...
photovoltaic electricity, a trend that is expected to become more marked in the years to come [4,5]. A PV SCADA is therefore mainly conceived to analyze data coming from one or even more PV systems simultaneously, minimizing the O&M costs and at the same time maximizing the overall financial earnings. Monitoring a PV system involves tracking and analyzing the performance of the various system components to ensure it is optimally operating.

In this respect, machine learning (ML) methods are more and more usually employed in every aspect of modelling, optimization, and forecasting tasks related to PV plant operation [6–8]. In this respect, the huge amount of data readily available by means of an IoT-SCADA can be very useful. Up to now, commercially available PV SCADAs mostly rely on data produced by grid connection point, inverters, electric transformers, storage system (if any), strings electric data, local weather stations, and local radiation measuring equipment, and they use external data, mainly weather, for O&M analysis. It is worthwhile to stress that such a SCADA fully complies with the recommendations for the management of large PV systems as per the IEC 61724-1:2021 “Photovoltaic System Performance-Part 1: Monitoring” [9]. Nevertheless, the increasing need to improve the accuracy of PV utility energy forecasts and of the plant fault predictions has rapidly led to the development of the concept of an IoT-SCADA for photovoltaic systems. Voicu et al., in [10], clarified the essential differences between a classic SCADA and an IoT-SCADA for the photovoltaic case. Operatively, the IoT approach offers three key benefits. First, it enables the monitoring of the individual photovoltaic module, which is the basic energy generating unit of the PV plant. This is a very critical issue for a large PV system normally consisting of several tens thousands of interconnected modules since the fault of any of them can affect the performance of several modules; second, it allows for a better integration of on-site and external data (e.g., weather) to minimize energy-forecasting errors that can be a critical issue in terms of energy trading; finally, an IoT-SCADA architecture can be conceived to be more prompt for other data sources to be integrated. An IoT-SCADA designed to implement these three issues optimizes the O&M management through predictive maintenance, therefore maximizing the overall economic gain and the photovoltaic energy delivery reliability.

Although offering many benefits, an IoT-based SCADA has some obvious drawbacks, mainly related to the security aspects of such a solution type. The following taxonomy Table 1, provides a high-level overview of the benefits and challenges associated with integrating IoT with SCADA systems in the context of photovoltaic energy management. The pros are mainly related to the advancements in data processing, communication, and system scalability, while the cons mainly focus on the potential performance cost issues and security concerns related to this type of system. It is important to consider these factors when designing a SCADA solution for photovoltaic applications.

Table 1. Pros and Cons of IoT-based SCADA.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Acquisition</td>
<td>Real-time monitoring of performance metric</td>
<td>Additional sensors and data acquisition hardware needed</td>
</tr>
<tr>
<td>Remote Management</td>
<td>Ability to diagnose and troubleshoot issues remotely</td>
<td>Vulnerability to cyberattacks if not properly secured</td>
</tr>
<tr>
<td>Scalability</td>
<td>Easy integration of additional sensors and modules for pervasive monitoring</td>
<td>Increased complexity as the system scales</td>
</tr>
<tr>
<td>Alerting and Notification</td>
<td>Timely alerts for system faults, performance drops, or maintenance needs</td>
<td>Potential overload from excessive alerts</td>
</tr>
</tbody>
</table>
Further details and/or useful suggestions about benefits or drawbacks about this type of SCADA solution can be found in [11–13]. A further issue that should be also considered in implementing an IoT-SCADA is the more complex mathematical framework that needs to be used for providing the analytical tools and methods necessary to extract insights from vast amounts of data made available by the technique in terms of data analysis, machine learning, signal processing, data optimization, and finally, security algorithms such as block-chain, as discussed in [14].

As is known, the IoT paradigm is structured in five different layers [15]: connectivity, information, knowledge, forecast, and autonomy. As discussed above, this work is focused on the connectivity layer. It details how the various parts of a large PV utility can be connected so that data produced from and flowing to the plant can be reliably used to obtain the information required for the status of the plant to be known in terms of both its performance and its external demands. Section 2 reports the relevant literature of the sector; in Section 3, the general structure of the PV IoT-SCADA is shown; Sections 4, 5, and 6 describe the three basic modules a PV IoT-SCADA according to the approach proposed. Finally, in Section 7, the proposed general architecture is discussed, also highlighting the main drawbacks of an IoT-SCADA, especially regarding security, and finally, conclusions are presented in Section 8.

### 2. Literature Review

Classic SCADAs for photovoltaic applications were widely discussed in the recent review by Hazrat and coauthors in [16], mainly for plant management and optimization. Hoarca and Valcea examined instead, in [17], the essential parameters that characterize a classic SCADA for PV. The main parameters the work refers to are the system efficiency and its performance ratio, the two basic indicators that allow insight into the PV system’s operation and management. Aghenta and Iqbal in their work [18] proposed the use of IoT devices and related methodologies to monitor the operating status of a photovoltaic system. The work refers, however, to small photovoltaic systems, and they show that, even in that limited case, IoT application has the advantage of making the plant management independent of any inverter control systems. The proposed methodology can be also generalized to large systems, and similar studies have been performed by one of the authors on PV systems connected to the grid [19,20]. The use of IoT systems serving simple SCADA systems has been very often proposed, especially for small photovoltaic systems. For example, Tran Thanh Son and coauthors showed a simple IoT-SCADA that relies for its operation on wireless power sensors using a set of small rooftop photovoltaic arrays in Vietnam as test site [21]. In [22], Quays and coauthors presented an IoT-SCADA for a mixed-generation small system composed of photovoltaic, wind, and batteries, where wireless sensors are used for real-time monitoring of current and voltage. Again, Aghenta and Iqbal in [23] examined in detail the basic structural elements of a generic IoT-SCADA.
in terms of usable IoT protocols, proposing and testing possible photovoltaic system hardware configurations designed for small PV applications. In all cases, open-source solutions were preferred. It is worth noting that the literature never reports, however, IoT-SCADAs conceived for large utilities, which is one of the original contributions of this paper.

3. The General Structure of a PV IoT-SCADA

From the O&M point of view, a large photovoltaic utility can be considered as an industrial system with a large and even increasing number of elements to control. The system may be using multiple network data transfer protocols, different logics, and different functional domains, and it may rely on a considerable number of sensors: in the order of tens of thousands if each single PV module is to be continuously monitored. This is a quite peculiar structure of a PV-SCADA, leading to highly frequent bursts of data from multiple sources, flowing to and from the PV plant at rates mainly depending on the requirements of specific applications. Therefore, a PV IoT-SCADA has to be characterized by a modular and scalable structure that allows the plant to be fully controlled at the finest granularity level, but it also has to be designed to obtain a continuously refreshed simple digital representation of the plant status to allow a control room operator to easily check any one of the operating field devices. This calls for the adoption of an open, extensible, scalable, and adaptable architecture such as that provided by the development of a cloud application based on a microservice architecture [24,25].

In Figure 1, a schematic representation of the PV IoT-SCADA structure and of the operating modules on which it relies, as proposed in this paper, is shown.
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*Figure 1. A schematic structure of the PV IoT SCADA investigated in this paper with the three basic operative modules: the data module, the operation and maintenance module, and the blockchain module. It consists of three modules: The data module (DM) and the operation and maintenance module (OM) are mainly related to operations at the IoT-SCADA connectivity level, while the third module, the blockchain module (BM), is conceived to connect the PV plant to the external world mostly in terms of energy transactions management, with their relevance in terms of the IoT-SCADA status being related to providing feedbacks on plant operation (for instance, battery storage can be activated or not, according to the energy market requirements) and, eventually, to certifying plant operation status. More in detail, the data module (DM) is devoted to the seamless integration of any IoT device and of any type of sensor deployed across the photovoltaic plant. The module acts as a central hub for collecting and processing data from these devices, easing the remote monitoring [26] and management of the plant in order to enhance its operational*
efficiency and reliability. It has to be designed and realized to support a wide range of IoT devices and transmission protocols, to perform real-time data collection and processing for immediate insights, and finally, to assure the most reliable and safe data transmission and storage to protect sensitive information.

The operation and maintenance module (OM) [27] is designed for the plant operations to actually meet the expected target performances, preventing faults and minimizing operation downtimes. It sets the plant operational parameters, such as the PV array configuration, the inverter settings, and the actuation of any other automatic operation that can be performed on the plant. It has to be characterized by the capacity for real-time monitoring of the plant’s configuration changes and by a full integration with the hardware for automatic configuration update. Moreover, it is the module dedicated to providing information to forecast energy production in the short and long term and also to carry on the plant’s predictive maintenance operations. The OM module may be equipped with a console and a centralized dashboard, where the real-time PV plant status and the collected plant performance metrics, coming from the PV equipment, are aggregated, analyzed, and compared to the set targets. The dashboard can alert system administrators to the occurrence of deviations, and it also provides contextual information and actionable insights the administrators can use to troubleshoot and face plant issues. The OM module focuses on analyzing the solar plant energy output and its efficiency in order to identify areas for operation improvement and, finally, to suggest recommendations for optimizing energy production. The module has to be characterized by comprehensive analytic tools for performance evaluation, by a tool for the immediate visualization and easy interpretation of performance metrics, by a tool for PV plant alerts for immediate notification of performance deviations, and finally, by a tool for historical data recording and analysis for trend identification and long-term planning, even using other PV plants as comparative benchmarks.

Finally, a blockchain module (BM) must also be conceived to implement blockchain technology for energy data certification, assuring the traceability, security, and reliability of the commercial transactions [28–30]. Its main functions are the certification of the energy data since the blockchain records in an immutable and transparent manner the production feeding into the grid and the external energy demand; data traceability since blockchain transactions trace production data along the entire supply chain, allowing the point source of the energy to be identified; security, as blockchain guarantees data integrity and transaction security, preventing fraud and tampering; and finally, it may provide real-time feedback on the external world energy market status on the PV plant operation [31,32]. The BM architecture is based on a private blockchain infrastructure derived from Ethereum, implementing a proof of authority (PoA) or similar consensus algorithm to ensure the security and efficiency of the network while maintaining “closed” write access to the registry [33,34]. In the following paragraphs, the three modules are more deeply discussed.

4. The Data Module

The IoT-SCADA operation relies on data [35–37] obtained by means of a number of different devices:

1. Wireless Sensors: Solar module sensors providing detailed data on voltage, current, temperature, or even module defects, if some continuously air- or ground-running monitoring equipment is made to operate in the plant, are generally based on wireless operation since wired connection could be very cumbersome to adopt in this case due to the very high number of objects to monitor. Air or grounded drones for plant surveillance may be also in general operating with this same protocol;
2. Local Weather Stations: These provide real-time data on factors like wind speed, solar irradiance, and ambient temperature, allowing for better prediction of energy generation and potential issues. They can operate both wireless and wired;
3. Other Connected Devices: Strings of modules, combiner boxes, inverters, and electric transformers as well as smart meters to monitor grid connection and power quality in real time are typically wire-connected. For large utility plants, the same occurs for plant surveillance cameras, sky cameras offering images with high temporal and spatial resolutions, and PV plant soiling monitoring equipment, which is now more and more frequently used. Energy storage equipment is also to be considered in this category, although its use in large PV plants is still not usual.

4. Web Data: These are satellite data, mainly weather and solar forecasts, often obtained by means of dedicated REST API service, but are also economic and commercial data related to the energy market;

5. Energy Market Data: These are Blockchain data related to the transactions being operated on a specific PV plant energy production. Such data may be considered to operatively affect the PV plant production.

All these heterogeneous data have to be handled in an efficient way, allowing an easy and effective interoperation between different sensors. This also should take into account data from field devices that may take advantage of proprietary servers not always allowing access in a programmatic and/or open way. The communication protocols used for data collection [38] by the IoT-SCADA systems may generally fall into two main categories, namely the sensor-specific protocols and the network-specific protocols:

1. Sensor-specific protocols:
   - SDI-12: This low-power, low-cost protocol is commonly used for environmental sensors such as temperature, humidity, wind speed, and rainfall. It operates at layers 1 and 2 of the OSI model, focusing on reliable data transmission within a single physical link [39,40];
   - Proprietary protocols: Some sensors, especially monitoring/inspection cameras, utilize vendor-specific protocols for communication. These protocols can significantly depend on the manufacturer.

2. Network communication protocols:
   - Modbus: This widely adopted protocol is often used for sensors measuring electrical parameters such as current, voltage, and power. It can operate over various physical layers, including RS-485 and Ethernet (with TCP/IP) [41];
   - IEC 61850: This newer standard is gaining traction in PV systems due to its object-oriented approach and support for Ethernet communication. It can be used for a broader range of sensors, including those measuring electrical data, environmental conditions, and inverter performance [42].

In order to manage such an heterogeneous and heavy data payload, an industrial device/router, often called Smart Logger, must be installed in the PV plant in order to collect data from sources 1 to 3 (wireless sensor data, local weather data, and other connected devices data) and send them to the cloud IoT-SCADA through a 4G mobile network to be fused with web data and blockchain-processed [43–45]. In this respect, the best possible solution seems, at present, to be an industrial device/router equipped with RutOS, a Linux-based operating system, targeting embedded devices. The equipped OpenWrt tool, the base of RutOS, provides a fully writable filesystem with package management that allows customization of the device through the use of suitable packages for any required application. The Smart Logger is a versatile device that supports a wide range of network protocols. These include common protocols like TCP, UDP, IPv4, IPv6, and ICMP as well as application-level protocols like HTTP, HTTPS, SFTP, FTP, SMTP, and others (some details are listed in Table 2 highlighting the corresponding ISO/OSI level). It also supports protocols for managing network connections, such as DHCP, Telnet, SSH, and VPN protocols (PPP and PPPoE). Additionally, the Smart Logger can be programmed using various languages. This includes scripting languages like Busybox v.1.30.1 shell and Lua, compiled languages like C and C++, an interpreted one such as Python v.3.9.16, and
even the bytecode-compiled Java (available through a package manager). This flexibility allows developers to tailor the Smart Logger to specific needs, especially in edge-computing scenarios where data pre-processing is crucial. In Figure 2, a draft of the conceived data module is shown.

Figure 2. A schematic view of the data module. Data from the PV plant are collected for further processing by an industrial router, the Smart Logger.

The Smart Logger main functions are as follows:
1. To collect all data and establish a common format for further transmission;
2. Define a common timestamp;
3. Resample and/or filter data to reduce the amount of data to be sent to the cloud;
4. Data quality assurance for anomaly detection or data normalization;
5. Local data storage to handle network failures, avoiding data loss with automatic synchronization with a centralized storage solution on the cloud.

Pre-processing/analysis of data at the edge [46] has the major benefits in reducing data transmission (mainly in in terms of data size) to optimize the transfer time required and to provide fast proactive alerts by employing machine learning (ML) methods on edge devices to detect anomalies.

Table 2. Protocols commonly used in PV system for data transmission to synchronize the local database with the remote one, grouped by their layer in ISO/OSI Model.

<table>
<thead>
<tr>
<th># OSI Layer</th>
<th>Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>MQTT, AMQP, WebSocket, HTTP/2, CoAP</td>
</tr>
<tr>
<td>3</td>
<td>LoRaWPAN</td>
</tr>
<tr>
<td>2</td>
<td>LoRaWAN, NB-IoT, ZigBee, 6LoWPAN, SigFox, LTE, Wi-Fi</td>
</tr>
<tr>
<td>1</td>
<td>SigFox, LTE, Wi-Fi, LoRa</td>
</tr>
</tbody>
</table>

Data transmission for PV plants located in commercial/residential or industrial environments is usually not of concern, and the protocols commonly adopted, acting at layer 1/2, are Wi-Fi or LTE, while in more isolated environments such as plants in desert regions, protocols like LoRaWAN or SigFox can be a valid solution. In Table 3, each protocol is discussed in terms of its specific features.
Table 3. Transmission protocols and features commonly adopted in data transmission by PV systems.

<table>
<thead>
<tr>
<th>OSI Layer</th>
<th>Protocol</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>MQTT, AMQP, WebSocket,</td>
<td>- Flexible and efficient for various data types;</td>
</tr>
<tr>
<td></td>
<td>HTTP/2, CoAP</td>
<td>- Support real-time and non-real-time communication;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Secure options available (e.g., TLS with MQTT, AMQP).</td>
</tr>
<tr>
<td>3</td>
<td>6LoWPAN</td>
<td>- Enables IPv6 addressing and routing for resource-constrained devices in PV systems;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Low overhead compared to full IPv6 implementation.</td>
</tr>
<tr>
<td>2</td>
<td>LoRaWAN, NB-IoT, ZigBee, 6LoWPAN,</td>
<td>- Low power consumption, suitable for battery-powered sensors;</td>
</tr>
<tr>
<td></td>
<td>SigFox, LTE, Wi-Fi</td>
<td>- Offer varying ranges and data rates depending on the protocol;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Some offer security features (e.g., LoRaWAN, NB-IoT);</td>
</tr>
<tr>
<td>1</td>
<td>SigFox, LTE, Wi-Fi, LoRa</td>
<td>- Wide range of options with varying capabilities;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- LTE and Wi-Fi offer high data rates for specific applications;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- LoRa and SigFox offer long-range, low-power communication.</td>
</tr>
</tbody>
</table>

The choice of the optimal data transmission protocol can vary according to the specific condition, but limiting the analysis to layer 4 of ISO/OSI model, MQTT (message queue telemetry transport) is the most widely adopted choice, although the slightly less common alternative, AMQP (advanced message queuing protocol), could suit, too. MQTT is designed for lightweight communication [47] with resource-constrained devices, and it is commonly used in Internet of Things (IoT) applications, so it can be considered a de-facto standard. It prioritizes simplicity, low bandwidth usage, and efficient battery utilization. AMQP is designed for robust and reliable messaging in industrial applications, offering a richer feature set for complex message routing, security, and message guarantees. In a design of a PV IoT-SCADA where, as previously described, a device is devoted to data gathering, AMQP could be a better solution, while MQTT is to be preferred if the single specific sensor transmits data directly over the internet. AMQP also shows some advantages in terms of data transmission security [48]. In fact, MQTT supports the following:

- Basic Authentication: MQTT offers basic username and password authentication for identifying clients and restricting unauthorized access. This provides a rudimentary level of security but is susceptible to brute-force attacks and eavesdropping;
- TLS/SSL Encryption: While not part of the core MQTT specification, MQTT can be secured using transport layer security (TLS) or secure sockets layer (SSL) encryption. This encrypts data in transit, protecting it from eavesdropping on unsecured networks;
- While MQTT itself does not natively support M2M (machine-to-machine) OAuth2 authentication, it is possible to achieve this functionality using Auth0 or similar identity providers.

AMQP offers an even larger set of security features, as it supports the following:
- SASL (simple authentication and security layer): This provides various authentication mechanisms beyond basic username/password, including token-based and certificate-based authentication, offering stronger security;
- TLS/SSL Encryption: Like MQTT, AMQP can leverage TLS/SSL for data encryption in transit;
- Message Signing and Verification: AMQP allows digitally signing messages, ensuring message integrity, and preventing unauthorized modification during transmission;
- Access Control Lists (ACLs): These enable fine-grained control over user and application access to specific queues and exchanges, enhancing security by restricting unauthorized access to sensitive data.

Another feature to be considered for an IoT-SCADA is the data serialization format that is critical for an efficient and interoperable data exchange. The most common solutions are JSON, Avro, and Protocol Buffers [49]. Table 4 provides a quick comparison of such data exchange formats.

Table 4. Comparison of JSON, Avro, and Protocol Buffers as data exchange formats.

<table>
<thead>
<tr>
<th>Feature (JavaScript Object Notation)</th>
<th>JSON</th>
<th>Avro</th>
<th>Protocol Buffers (Protobuf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>Key-value pairs representing data objects</td>
<td>Efficient binary format with schema evolution capabilities</td>
<td>Language-neutral, binary format known for its efficiency and performance</td>
</tr>
<tr>
<td>Structure</td>
<td>Easily readable by humans without additional tools</td>
<td>Schema-based, defines data structure before transmission</td>
<td>Schema-based, defines data structure before transmission</td>
</tr>
<tr>
<td>Readability</td>
<td>Larger file size due to text nature</td>
<td>Requires additional tools for interpretation if schema is unknown</td>
<td>Requires additional tools for interpretation if schema is unknown</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Limited data validation and type checking</td>
<td>Smaller file size compared to JSON due to binary format</td>
<td>Extremely compact and efficient binary format</td>
</tr>
<tr>
<td>Data Validation</td>
<td>Limited support for schema changes</td>
<td>Schema enforces data validation and type safety</td>
<td>Schema enforces data validation and type safety</td>
</tr>
<tr>
<td>Schema Evolution</td>
<td>Simpler to implement, no schema definition required.</td>
<td>Supports schema evolution for backward and forward compatibility.</td>
<td>Supports schema evolution for backward and forward compatibility.</td>
</tr>
<tr>
<td>Development Complexity</td>
<td>Widely supported by various programming languages and libraries</td>
<td>Requires defining Avro schemas, adding initial complexity</td>
<td>Requires defining Protobuf schemas, adding initial complexity</td>
</tr>
<tr>
<td></td>
<td>Human-readable, text-based format resembling JavaScript objects</td>
<td>Supported by most major programming languages</td>
<td>Supported by many programming languages, with potential for code generation in various languages</td>
</tr>
</tbody>
</table>
Although JSON is the most commonly employed data exchange format for an IoT-SCADA, a solution like Protobuf could be an optimal alternative mainly for its efficiency.

The last issue characterizing the data module is the data storage. The proposed architecture needs to fulfill the following requirements:

1. It must store data that are mainly time-series data, i.e., data that are collected and indexed over regular and/or irregular time intervals. This means each data point has two important components: the data value itself, which represents the actual measurement or observation being recorded, and the timestamp, which indicates the specific point in time at which the data value was captured;
2. The data must come from different sources with different sampling rates;
3. The principal data source is related to data from an MQTT broker;
4. It must have the capability to handle other data sources, such as weather forecasting providers; this is usually performed using the REST API service provided by the different providers;
5. It must handle the huge amount of data that also needs geo-referencing;
6. It must address the privacy concern for some sensitive fields;
7. It must have good scalability and availability;
8. It must avoid data explosion.

As already mentioned, the optimal storage solution is commonly described as a "hybrid storage solution" empowered with edge-computing functionalities. This means storing data at a finer granularity/sampling on the edge device available at the PV site and synchronizing data averaged automatically on the edge device with the data storage cloud solution. This approach reduces the amount of data to be sent over the internet, allows data safety in case of no cloud connectivity, and reduces the growth rate of data on remote servers receiving, in this way, only averaged data. In this scenario, although any database (DB) solution could be employed, solutions such as NoSQL DB, e.g., MongoDB, or time-series DB [50], developed exclusively to treat time-series data, such as InfluxDB, could be the optimal solutions able to fulfill all the requirements above [51].

5. The O&M Module

As discussed above, the O&M module is devoted to managing all the IoT-SCADA data flow [52]. It allows operators to monitor system performance in real time, visualize data by dashboards, and eventually to interact with the system (e.g., adjust settings, acknowledge automatic alerts, and send control commands).

The core software of SCADA provides the following functionalities/services:

1. Handling of data flow, alarms processing, and ML and providing access to data for the HMI and other applications;
2. Reporting for generating reports to analyze data trends and to identify potential issues and/or anomalies detection and to show real-time data;
3. Implementing various security measures like user authentication, authorization, data encryption, and network security protocols to protect against unauthorized access and cyberattacks;
4. System management to manage system configuration, user accounts, system backups, and system health monitoring to ensure smooth operation and timely response to potential issues;
5. Forecasting PV system power production using ML models gathering real-time data from remote systems as well as weather forecasts from commercial providers;
6. Detecting PV systems anomalies and/or obtain insight into plant conditions for predictive maintenance.

Currently, all functionalities listed above are not provided by open-source (OS) solutions, while many options are available to provide some of the functionalities listed above. For this reason, a new ad hoc software solution needs to be implemented by writing a proprietary code to encapsulate each service described above and integrating OS available
solutions when useful. This module is characterized by a human–machine interface (HMI), a web front-end that will expose all functionalities by interacting with back-end services for each of the tasks listed above. For this architecture, a well-suited solution could be implemented using a micro-service architecture [53,54] deployed using Google Kubernetes [55]. Opposite to traditional monolithic applications that are self-contained pieces of software where all functionalities reside within a single codebase/project that can become cumbersome to scale as the application grows, a microservice-based architecture is a software development style that structures the application as a collection of small, independent services with the following characteristics [56]:

- **Loosely Coupled:** They communicate with each other through well-defined APIs (application programming interfaces) and rely minimally on shared resources;
- **Fine-grained:** Each service focuses on a single business capability or functionality;
- **Independently Deployable:** Services can be developed, deployed, and scaled independently without affecting other parts of the application.

Microservice-based architecture is therefore a more flexible and scalable alternative that is particularly valuable in the case of an IoT-SCADA, as it is characterized by specific advantages:

1. **Agility and Speed:** Independent development and deployment cycles enable faster development and updates for individual services;
2. **Scalability:** Services can be scaled independently based on their specific needs, optimizing resource utilization;
3. **Resilience:** Failure in one service has minimal impact on others, enhancing overall system robustness;
4. **Technology Heterogeneity:** Different services can leverage the most suitable programming languages and technologies;
5. **Improved Maintainability:** Smaller codebases are easier to understand, test, and maintain compared to monolithic systems.

A PV IoT-SCADA can be realized using a microservice architecture, as each microservice can provide one definite service. For instance, a microservice can be assigned to provide weather forecasting data taken from an external provider, another could handle reads and writes of data from PV plants (data provided by the MQTT broker) to the central database, another the outputs of trained ML models that forecast power production of each plant, and so on. For the case in consideration, points 4 and 5 are extremely important, and probably, they cannot even be pursued using a monolithic solution.

On the other hand, microservice architecture also exhibits some drawbacks:

1. **Increased Complexity:** Managing a distributed system with multiple services requires more complex orchestration and communication mechanisms;
2. **Coordination Challenges:** All microservices need to talk each other and transfer data in a synchronized way, and this adds to the complexity and usually requires specific patterns as API gateway;
3. **Debugging and Troubleshooting:** Issues can arise from interactions between services, making debugging and troubleshooting more challenging;
4. **Testing Challenges:** Testing distributed services with complex interactions requires a more comprehensive testing strategy;
5. **Potentially Higher Infrastructure Costs:** Running and managing multiple independent services might incur higher infrastructure costs compared to a monolithic approach.

In the IoT-SCADA solution outlined above, since the MQTT broker [57–60] acts as the central collection point for the data generated by the monitored PV system, a deployment with an ad hoc integration cluster is by far the most efficient solution. At present, the Kubernetes operator is probably the best integration solution for a PV IoT-SCADA. Kubernetes (K8s) is an open-source system for automating the deployment, scaling, and
management of containerized applications [61]. It groups containers, which are light-weight, self-contained units of software, into logical units called pods. Pods are managed by Kubernetes by means of a cluster of machines, ensuring efficient resource utilization and high availability.

Microservices integration within Kubernetes means the following:

- **Containerize Microservices**: Each microservice must be packaged in its own container image, including the necessary dependencies and runtime environment. This ensures isolation and portability across different environments. Docker is a widely used solution for this purpose;
- **Define Kubernetes Manifests**: This means creating YAML files, called manifests, for each microservice deployment. These manifests specify details like container image, resource requirements (CPU, memory), replicas (number of instances to run), and environment variables;
- **Deploy to Kubernetes Cluster**: A Kubernetes cluster needs to be configured using a solution based on virtual machines or physical servers.

Figure 3 shows an example of such a solution provided by EMQX [62,63]. In this figure, the MQTT service is exposed to the outside clients (MQTT client in the figure) by a load balancer (in the figure, load balance distributes network traffic across multiple instances of an application running in a K8S cluster) using a Kubernetes cluster with three pods, the basic container unit in K8s. The solution depicted in Figure 3 is a K8s complete solution with storage and monitoring services, the latter consisting of Prometheus [64] for monitoring and alerting tasks and Grafana for a graphical dashboard. The EMQX operator allows simplified deployment of EMQX cluster service and automated operations and maintenance for EMQX, including cluster upgrades, runtime data persistence, updating Kubernetes resources based on the status of EMQX, etc.

![Figure 3. Integration of MQTT brokers by EMQX into K8s.](image-url)

There are many benefits using Kubernetes for a microservice-based architecture:

1. **Simplified Deployment and Management**: It automates deployment, scaling, and rollback processes for all microservices through a single platform;
2. **Scalability and Availability**: It can easily scale individual microservices or the entire application up or down based on traffic and resource requirements. Kubernetes ensures high availability by automatically restarting failed pods and rescheduling them on healthy nodes;

3. **Resource Optimization**: Kubernetes efficiently allocates resources (CPU, memory) to pods based on their defined requirements, preventing over-provisioning and optimizing resource utilization;

4. **Service Discovery and Communication**: Built-in service discovery eliminates the need to manually manage IP addresses or service locations, simplifying communication between microservices.

By effectively utilizing Kubernetes, is then possible to gain significant advantages in managing and deploying a microservices architecture, promoting scalability, efficiency, and high availability for the whole solution.

6. **BC Module**

The blockchain module is designed to take into account scalability, efficiency, and compliance. It has to be modular and easily scalable so as to manage a high volume of transactions, even in the event of significant growth in the number connected devices. The distributed architecture and the use of sharding technologies make it possible to increase processing capacity and transaction speed without sacrificing security and decentralization of the system. The module architecture has been optimized to minimize costs and energy consumption, and the use of efficient consensus algorithms and data aggregation technologies will reduce the number of transactions and network management costs. Furthermore, optimizing the transaction validation process and efficient data storage will improve the overall efficiency of the system. Finally, the module has to comply with current energy and privacy regulations and also to take into account data security and privacy requirements, ensuring the protection of sensitive information and respect for user rights. The module architecture is based on a private blockchain infrastructure derived from Ethereum [33], implementing a proof of authority (PoA) or similar consensus algorithm [34] to guarantee the security and efficiency of the network. The interaction between the blockchain module and data and O&M modules involves the exchange of files for various purposes. The data module and O&M module collect and process data from various sources, including sensors, weather stations, and other connected devices. These data may need to be processed by the blockchain module for certification and traceability purposes. The blockchain module thus receives files from both the modules through secure communication protocols such as MQTT or AMQP. The files exchanged between the modules may include data on energy production, efficiency, and other relevant factors that contribute to the overall performance of the PV plant. Once the blockchain module receives the files, it processes the data for certification and traceability purposes, and vice versa, when an energy request has to be performed, it is certified by means of the same BC module and sent to the O&M module for practical implementation. This involves recording the data in an immutable and transparent manner, ensuring the security and reliability of the commercial transactions related to the energy data. The blockchain module then provides certified and traced data back to the data module and O&M module for further analysis and optimization of energy production. The interaction between the blockchain module and the other modules is essential for the efficient and effective operation of the PV plant.

7. **Discussion**

7.1. **General Design of the IoT-SCADA**

Over the last 5–10 years, a plant for photovoltaic electricity production has become an industrial product characterized by well-defined technical and construction standards. The operation and management part of these structures presents peculiarities compared to any other electricity production plant, connected, in particular, to the high number of
power generation units (the photovoltaic modules) and to the need to have frequent control of their electrical parameters as well as of the remaining components of the PV plant. Furthermore, monitoring must exhibit highly flexible characteristics to take into account the replacement of one or more components and the maintenance requests of the system. The solution proposed in this work is based on the addressing of the data produced by the PV plant to specific industrial routers where pre-processing operations are possible, essentially aimed at limiting the amount of data that must be transmitted to the cloud (or in any case to a dedicated server) and to make more readily available the data needed for machine learning applications. MQTT is suggested as the transmission protocol since it exhibits a series of operational advantages linked to its widespread use, which ensures a high reliability. The data produced must be appropriately serialized, preferably through JSON exchange format, and finally, for the storage part, although there are no specific requests except for the need to have NoSQL databases, the optimal choice could be to use a database that can effectively handle time-series data, e.g., DB such as InfluxDB. The data packaged in this way are transferred to the unit that manages and controls the system and also by the creation of a specific human–machine interface. The most effective technical solution proposed in this paper for this part of SCADA is the transmission of data upon activation of specific microservices managed by an orchestration system such as Kubernetes. In this work, the introduction to the SCADA of a data processing module that uses the blockchain protocol was also suggested. For large systems, security in the management of external transactions and requests from outside is an element of an increasing level of criticality as a result of the growing demand of photovoltaic energy volumes. In this work, the blockchain operative Ethereum infrastructure was proposed, which now has high-reliability characteristics as an operational element of the blockchain that can be also used as an element of certification of the data produced by the system for internal control purposes.

7.2. IoT-Based SCADA Security Concerns

As previously stated, the overall design architecture so far illustrated aims to develop a comprehensive SCADA solution [65] that leverages many new technologies to optimize every choice in order to fully take advantage of the benefits of the technologies adopted. Table 5 summarizes some cyberattacks affecting microgrids and consequently IoT-SCADA systems.

<table>
<thead>
<tr>
<th>Attack Type</th>
<th>Target</th>
<th>Impact</th>
<th>How Mitigate</th>
</tr>
</thead>
<tbody>
<tr>
<td>False Data Injection (FDI)</td>
<td>SCADA systems, sensors</td>
<td>Manipulate energy production, mislead operators</td>
<td>Data integrity check, anomaly detection</td>
</tr>
<tr>
<td>Main-in-the-middle network communication</td>
<td>Alter data between devices</td>
<td>Use encryption</td>
<td></td>
</tr>
<tr>
<td>Denial-of-Service (DoS)</td>
<td>Control systems</td>
<td>Overloads systems that become unresponsive</td>
<td>Implement intrusion detection and prevention systems (IDS/IPS)</td>
</tr>
<tr>
<td>Malware</td>
<td>Inverters, controllers</td>
<td>Steal data or disable devices</td>
<td>Keep software updated, patch vulnerabilities</td>
</tr>
<tr>
<td>Under-Load Tap Changing (ULTC)</td>
<td>Targeting specific equipment</td>
<td>Disrupt power flow, Cause outages</td>
<td>Monitor critical equipment, segment network</td>
</tr>
</tbody>
</table>

In this paper, blockchain is mainly described as a technology to assure data integrity for energy data transactions from the PV plant. However, its adoption as a basic tool of
the IoT-SCADA also has potential benefits for mitigating cyber-attacks for its intrinsic features:

- **Immutability**: Data stored on a blockchain cannot be altered after it is added, making it tamper-proof and reducing the risk of false data injection;
- **Transparency**: All participants on the network can see the data, promoting trust and accountability;
- **Decentralization**: There is no single point of failure, making it harder for attackers to take down the entire system.

Nonetheless, introducing blockchain for every data transmission introduces complexity and latency in data transmission that need to be carefully considered for data analytics operations [70,71].

8. Conclusions

In the context of large photovoltaic utilities, the adoption of the IoT paradigm is a necessity linked to the peculiar structure of the plants. In this research work, the fundamental components for establishing the connecting layer of an IoT-based supervisory control and data acquisition (SCADA) system specifically tailored for the operation and management optimization of large photovoltaic (PV) plants are discussed. The proposed SCADA design architecture, as outlined in the paper, represents a preliminary concept directly focused on handling the ongoing operational challenges faced by large PV utilities, mainly in terms of real-time monitoring, fault detection, and predictive maintenance. One crucial aspect is data efficiency. The IoT-SCADA was designed in order to minimize the data transmitted from the monitored PV plants while still capturing essential information to effectively implement the steps of knowledge extraction and development of forecasting algorithms. This selective data transmission ensures efficient utilization of network resources. Additionally, the proposed design is functional for the development of new tailored forecasting algorithms for PV power production. These algorithms leverage historical data, real-time measurements from PV plants, and meteorological data from weather service providers to predict energy generation, equipment operation, and potential issues (predictive maintenance). However, the proposed solution also has potential downsides, a major one being related to data security: Any breach in the system could allow hackers to manipulate the plant’s operations or monitoring. Additionally, the reliance on constant connectivity raises concerns about what happens during outages, a problem that is further amplified by the expected huge amount of data that could easily come with IoT-based SCADA. In this respect, edge data processing and/or data storage, as outlined in previous sections, is suggested as a possible reliable solution. Future work will include the in-field testing and validation of the actual implementation of the proposed SCADA system as an O&M tool in a 5 MW PV grid-connected utility plant located in the Apulia region, mainly in terms of evaluating the reliability, security, and efficiency of the proposed design.
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