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Abstract: Solar energy is an important renewable energy source, and the efficiency of solar panels is crucial. However, tiny cracks and dark spots, defects of panels, can significantly affect power generation performance. To solve the defect identification problem of solar panels, an intelligent electroluminescence (EL) image classification method based on a random network (RandomNet50) is proposed. The randomly connected network module is designed by combining dropout and feature reuse strategies. Feature reuse in random networks optimizes the network structure and improves the feature utilization efficiency. The network model uses geometric transformation and the deep convolution generative adversarial network (DCGAN) method to enhance few-shot EL images (400) with different states. The comparison experiment shows that the RandomNet50 has a good classification effect on the enhanced images. The accuracy of the CIFAR-10/EL dataset (96.15%/88.23%) is better than the residual and dense networks. The method has high classification accuracy and provides strong technical support in the field of solar cells.
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1. Introduction

With the rapid development of society, global energy consumption has intensified, and environmental pollution caused by nonrenewable fossil energy has become increasingly severe. The demand for the development of clean energy is increasing, and new energy generation technology is increasingly sought after by countries worldwide [1]. Solar cells, as a new energy product, have become a popular photovoltaic (PV) market leader in recent years [2]. With the increase in photovoltaic installations, the demand for rapid evaluation of solar panel performance in the construction and operation of photovoltaic power stations has increased.

With the continuous advancement of technology, a variety of innovations have emerged in the field of solar cells to optimize the performance of silicon solar cells, including the methods of heterojunction with intrinsic thin layer (HIT) [3], tunnel oxide-passivated contact (TOPCon) [4], metal wrap through (MWT) [5], interdigitated back contact (IBC) [6], passive emitter and rear cell (PERC) [7], etc. Different types of silicon solar cells can produce electroluminescent images under appropriate test conditions to detect internal defects. These images can provide important information about the internal quality of the cell, helping manufacturers optimize the production process and improve the efficiency and reliability of the cell.

Defect areas can be quickly located by analyzing the brightness degree of each region in electroluminescence (EL) images [8]. The principle of EL technology involves applying a forward bias voltage to both ends of the silicon solar cell, leading to unbalanced carrier...
recombination and infrared light emission. The luminescence intensity distribution in the EL images corresponds to the presence of material defects of solar cells, indicating fewer/higher defects in higher intensity areas and lower intensity areas [9]. EL technology can detect both internal and external defects in solar cells and distinguish the types of defects. EL images can be efficiently captured using either charge-coupled device (CCD) cameras or professional shortwave infrared cameras, providing high-resolution imagery. This method of acquisition is characterized by its speed and has been widely implemented in both production settings and laboratory environments. The primary defects of solar cells include dark spots, cracks, scratches, etc. These problems may occur after the initial field operation or when the solar panels are affected by electrical and thermal stresses. Due to its low cost, high accuracy, and linearity, EL image detection of solar cell modules has become an effective detection method in the production of cell modules. Several defect-recognition techniques have been proposed for solar panels in recent years. EL imaging is widely used in defect and crack analysis. Ji et al. [10] proposed a method for measuring the electric field distribution and an image processing algorithm based on the EL effect. There are three main steps: spraying an epoxy coating mixed with ZnS, depositing a Cu electroluminescent powder on the insulator surface, obtaining photoluminescence images under different voltages, and determining the electric field distribution via the proposed image processing algorithm. Fioresi et al. [11] proposed a deep learning-based semantic segmentation model that identifies and segments defects in EL images of silicon PV cells, which utilizes a segmentation Deeplabv3 model with a ResNet50 backbone.

Deep learning methods, such as computer vision, automatic drive, and voice recognition, have gained considerable attention in various fields [12,13]. Along with open-source deep learning software frameworks (TensorFlow 2.6.2 [14] and PyTorch 2.0.0 [15]), an explosion in the availability of high-performance computing infrastructures (especially GPUs [16]), new network architectures [17], and training techniques [18] means that neural networks can be trained much deeper. The latest advances in deep learning techniques based on convolutional neural networks have led to significant progress in object localization and recognition under natural conditions, such as regions with convolutional neural network (R-CNN) features [19], spatial pyramid pooling networks [20], fast region convolutional neural networks [21], faster region CNN [22], single shot multibox detectors [23], you only look once [24], region-based fully convolutional networks (FCN) [25], and other extended variants of networks [26,27]. For example, an intelligent algorithm utilizing both a high-resolution network (HRNet) and self-fusion network (SeFNet) for automatic defect identification of PV modules using EL images has been proposed, demonstrating enhanced feature fusion and classification accuracy for superior defect recognition performance [28].

Korovin et al. [29] introduced SeMaCNN for the automatic detection, classification, and anomaly detection of EL images to assess solar cell quality, achieving 95.8% accuracy and a 92.5% F1 score for binary classification. Xie et al. [30] introduced an attention-based transfer learning approach with a class-aware domain discriminator to enhance the effect of knowledge transfer for defect detection in EL images, improving the F1 score by 0.2631, recall by 84.70%, and precision by 90.15%. Zhang et al. [31] proposed a novel lightweight high-performing model for automatic defect detection in PV cells of EL images, utilizing the neural architecture search and knowledge distillation for deploy ability, achieving 91.74% accuracy under online data augmentation.

Conventional image classification algorithms rely on the manual delineation of features, which is inefficient and requires researchers to sufficiently understand specific tasks [32]. The CNN proposed by researchers has overcome this bottleneck. However, convolutional neural networks pose another problem. Theoretically, if the depth or width of the network is increased during feature extraction, the extracted details and abstraction capability will be richer. Due to the mathematical properties of the backpropagation algorithm when updating the network weight, the problem of gradient explosion or gradient dispersion occurs when the layer quantity of the neural network increases. Traditional solutions, such as normalized initialization and batch normalization, solve the gradient
problem but degrade network performance. Researchers have proposed a residual network to overcome the disadvantage of neural network performance degradation due to the increase in depth, inspired by the highway network. The integration of “shortcuts” and “skip connections” between the initial and subsequent layers enhances the flow of gradients during the training process, thereby enabling the successful training of deep CNNs. This is a key feature of the ResNet [33] architecture, which is illustrated in Figure 1a.
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**Figure 1.** The samples of the network model: (a) ResNet block; and (b) DenseNet block.

Inspired by the architecture of ResNet, researchers have developed densely connected convolutional networks (DenseNet) [34]. These networks employ a similar foundation of skip connections, as seen in ResNet. DenseNet has a more compact design with a significantly reduced number of parameters, as opposed to the hundreds or thousands of layers found in other networks. This streamlined approach enhances the flow of features and gradients, simplifying the training process. It also helps to mitigate overfitting and decreases computational requirements. The structure of DenseNet is shown in Figure 1b.

The feature reuse significantly improves the detection accuracy. Feng. et al. [35] introduced a fast segmentation network model called the feature reused network (FR-Net), which improves the detection of small defects and enhances real-time detection performance in the strip steel surface quality inspection process. In FR-Net, a feature fusion module is used to construct a feature reuse fusion bypass to improve the segmentation accuracy for small defects. Souaidi et al. [36] proposed an innovative SSD model, a densely connected single-shot multibox detector (DC-SSDNet), which is a DenseNet-based architecture that significantly improved the detection of small polyp regions, achieving an mAP of 93.96% and F1 score of 90.7%. Xie et al. [37] proposed a multiconnection pattern for a stochastic neural network, which defined the random network generator. Firstly, the network generator produces a general graph (based on the sense of graph theory). A set of nodes and edges connecting the nodes is generated without restricting the correspondence between the graph and the neural network (allowing the use of any general graph generator freely in graph theory). Once a graph is obtained, it is mapped to a computable neural network. Then, the classic random graph model is used to generate the random connection graphs of the network. Most state-of-the-art neural network models are hand-designed, ranging from simple chain models to structures with multiple paths. For example, the effectiveness of ResNet and DenseNet is largely attributed to their innovative network architectures.

To further explore the effect of feature reuse in the network, a random connection network is proposed, combining the idea of dropout and feature reuse. The feature reuse
characteristic in random networks makes it possible that different random parameter settings determine the network’s structure and feature repetition rate. Higher random parameter settings result in deeper network models with a higher feature repetition rate, reducing error without adding many weights and biases. This paper proposed a method for classifying defective solar panels leveraging random connectivity. This method utilizes multiscale and multilevel object information to perform comprehensive image-to-image predictions, effectively identifying low-level edges, boundaries, and the contours of targets.

2. Materials and Methods

2.1. Proposed Model

An EL image classification method based on a random connection network is proposed. The network includes four random blocks, five convolutional layers, three pooling layers, one activation layer, and one fully connected layer. Batch normalization is added between the convolutional layer and the activation layer to speed up the training process, reducing the sensitivity to initialization and acting as a regularization function to avoid overfitting. The improved exponential linear unit (LeakyReLU) function is used for activation. The overall procedure of the proposed approach is illustrated in Figure 2.

The concepts of dropout and feature reuse are combined. In the network, the features of the current layer are randomly mapped to subsequent layers based on random rules. With feature reuse, features are repeatedly mapped from the front to the back layer; the network architecture contains dense connections, similar to the DenseNet framework. Additionally, the dropout technique is integrated. As a regularization method that randomly disconnects network connections to prevent overfitting, dropout optimizes the training process and enhances the depth of the network and the ability to extract features efficiently by using random skips. The fusion of high-level and low-level features contributes to a robust anti-overfitting capability, significantly improving the performance of the network.

The core module of the random connection network is random block \( R \), whose skip setting determines the network’s structure and feature repetition rate. Higher random parameter settings result in deeper network models with a higher feature repetition rate, reducing error without adding many weights and biases. This paper proposed a method for classifying defective solar panels leveraging random connectivity. This method utilizes multiscale and multilevel object information to perform comprehensive image-to-image predictions, effectively identifying low-level edges, boundaries, and the contours of targets.
model’s generalization ability. Additionally, dropout is incorporated in the fully connected (FC) layer to further improve the robustness of the network.

Four convolutional layers are set in the random block model, and the convolution kernel $R$ contains the quantity of skips $N$ and the length of skips $L$, as shown in Figure 3.

$$N = \{ N \in \mathbb{N}^* | N_{\text{min}} < N < N_{\text{max}} \}$$ (1)

$$L = \{ L \in \mathbb{N}^* | 0 < L < L_{\text{max}} \}$$ (2)

where $N_{\text{min}} = \left[ \frac{n-i}{2} \right]$, $N_{\text{max}} = n - i$, $L_{\text{max}} = n - i$, $n$ is the total number of layers, $i$ is the current layer, and $\lbrack \rbrack$ is the integral function up. Thus, the random matrix $R$ is mathematically represented as an upper triangular matrix.

![Random block](image)

**Figure 3.** Random block structure of four convolutional layers. Notes: the matrix $R$ is an example of Formula (5), generated by a random function.

Each current layer skips to the following layer through module $R$. In Figure 3, $Y_1$ skips to $Y_2, Y_3, \text{ and } Y_5$; $Y_2$ skips to $Y_4$; and $Y_3$ skips to $Y_4$.

The random block output layer formula is as follows:

$$P = R^T Y + Q$$ (3)

$$\begin{bmatrix}
  y_2 \\
  y_3 \\
  \vdots \\
  y_{n-1} \\
  y_n
\end{bmatrix} = R^T
\begin{bmatrix}
  f(y_1) \\
  f(y_2) \\
  \vdots \\
  f(y_{n-2}) \\
  f(y_{n-1})
\end{bmatrix} +
\begin{bmatrix}
  F(y_1, w_1) \\
  F(y_2, w_2) \\
  \vdots \\
  F(y_{n-1}, w_{n-1}) \\
  F(y_n, w_n)
\end{bmatrix}$$ (4)

where $P$ is the output matrix, $R = \begin{bmatrix}
  y_2 \\
  y_3 \\
  \vdots \\
  y_{n-1} \\
  y_n
\end{bmatrix}$. The matrix $R$ is generated by the random function $(N_{\text{max}}, N_{\text{min}}, L_{\text{max}}, L_{\text{min}})$, the element has a value of 0 or 1, $R$ is a lower triangular matrix, $Y$ is the dimensional transformation matrix, and $Y = \begin{bmatrix}
  f(y_1) \\
  f(y_2) \\
  \vdots \\
  f(y_{n-2}) \\
  f(y_{n-1})
\end{bmatrix}$. $Q$ is the convolution.
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The change in the dimension function $f(x)$, the dimensional transformation function for skipping from $y_1$ to $y_2$ is $f(y_1)$, the convolutional layer transformation function is $F(y, w)$, and the output of the $w_1$ and $w_2$ operations is $F(x, (w_1, w_2))$.

For example, in Figure 3, each output layer is expressed as:

$$
\begin{bmatrix}
 y_2 \\
 y_3 \\
 y_4 \\
 y_5
\end{bmatrix} =
\begin{bmatrix}
 1 & 1 & 0 & 1 \\
 0 & 0 & 1 & 1 \\
 0 & 0 & 1 & 0 \\
 0 & 0 & 0 & 1
\end{bmatrix}^T
\begin{bmatrix}
 f(y_1) \\
 f(y_2) \\
 f(y_3) \\
 f(y_4)
\end{bmatrix} +
\begin{bmatrix}
 F(y_1, w_1) \\
 F(y_2, w_2) \\
 F(y_3, w_3) \\
 F(y_4, w_4)
\end{bmatrix}
$$

(5)

$$
y_1 = x
$$

(6)

$$
y_2 = f(y_1) + F(y_1, w_1)
$$

(7)

$$
y_3 = f(y_1) + F(y_2, w_2)
$$

(8)

$$
y_4 = f(y_2) + f(y_3) + F(y_3, w_3)
$$

(9)

$$
y_5 = f(y_1) + F(y_4, w_4)
$$

(10)

2.2. Data Enhancement Model

A public EL image dataset consisting of 8-bit grayscale EL images of 300 × 300 pixels was used. It contains images of defects in different severity levels, such as images with dark spots, cracks, scratches, and defect-free images. A total of 200 defective and defect-free EL images were randomly selected from this dataset, respectively. To ensure the effectiveness of model training, we effectively partitioned the dataset, with 70% used for training and 30% for validation. Examples of EL images are shown in Figure 4.

![Figure 4. The partial samples of the EL images dataset: (a) dark spots; (b) cracks; (c) scratches; and (d) defect-free.](image)

Deep learning methods often achieve good results on datasets, while relying on large amounts of data and computing resources. When defect-free and defect images are trained in the same network, a serious convergence phenomenon occurs, affecting the recognition ability of the network. Therefore, under limited public datasets, it is necessary to expand the dataset through a series of data enhancement methods. The purpose of image enhancement is to enhance the information that is beneficial for pattern recognition, suppress the information that is unfavorable, and expand the feature differences between different objects in the image by processing part of the information in the image. Therefore, this paper adopts deep convolution generative adversarial networks (DCGANs) [38] to enhance the data quality.
The DCGAN model is mainly composed of a generative network and discriminant network. The generative network is used to generate a series of images for the discriminant network. The discriminant network mainly identifies the real image and a series of generated images from the generative network and discriminates the real image as “1”/“0”. Then, the generative network also adjusts itself through the results of the discriminant network, generating more similar images to the real image for deceiving the discriminant network. In this way, the generation level and discrimination level of the two networks are finally balanced through continuous mutual optimization. After reaching this equilibrium state, the process of extracting a large quantity of images from the generative network is used to enhance the ground truth image dataset, forming an enhancement strategy in data augmentation. The principle is that the generated composite image has a high degree of realism, and it is actually indistinguishable from real data samples when evaluated by a discriminative trained network.

The DCGAN structure mainly includes the generator network on the left and the discriminator network on the right, which has four DeConv and Conv layers, respectively. The structure of DCGAN is shown in Figure 5.

![Figure 5. The deep convolution generative adversarial network structure. Note: 4 × 4 × 512 represents 512 feature maps with a size of 4 × 4.](image-url)

3. Experiments

3.1. Experimental Configuration

The programming project was developed using Python 3.8 in the PyCharm 2022.3 Integrated Development Environment (IDE). TensorFlow2x is the primary framework for software implementation launched by Google. Combining an NVIDIA graphics card, CUDA, and a GPU provided a platform for parallel computing, which improves the calculation speed.

3.2. Data Enhancement

There is a serious phenomenon of image convergence between defect-free images and defective images in the same network when the original dataset is used for network training, which affects the diversity of defect images, without reflecting good generalization performance by the classification model. To overcome the challenges of classification and imbalance of neural network data and avoid biased learning, augmenting the training dataset is a critical step in enhancing the model’s performance and robustness. Image augmentation is achieved by artificially generating training images. Processing can be performed through various processing methods or combinations, such as random rotation,
shift, clipping, and flipping. By increasing the number of datasets, the quality of the datasets should also be enhanced. To address these limitations, we employed a geometric transformation technique to augment the dataset. Additionally, the DCGAN was leveraged to enhance the quality of the data. This dual approach expands the dataset and improves the richness or diversity of the data, which are essential for training robust and high-performing deep learning models. A portion of the image after data enhancement is shown in Figure 6.

Figure 6. The samples of EL image data enhancement: (a) original image; (b) symmetric flip about the X-axis; (c) symmetric flip about the Y-axis; (d) symmetric flip about the X-axis and Y-axis; (e) DCGAN data enhancement (the first line 1 epoch, the second line 100 epochs, the third line 300 epochs, and the fourth line 500 epochs).

3.3. Evaluation Indicator

The architecture of the deep random connection network is shown in Table 1.
Table 1. The structure of the feature extraction network.

<table>
<thead>
<tr>
<th>Input Name</th>
<th>Activations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input layer</td>
<td>224 × 224 × 3</td>
</tr>
<tr>
<td>Convolution</td>
<td>7 × 7, 64, /2</td>
</tr>
<tr>
<td>Batch normalization</td>
<td>112 × 112, 64</td>
</tr>
<tr>
<td>Max pooling</td>
<td>56 × 56, 64</td>
</tr>
<tr>
<td>Block1</td>
<td>1 × 1, 64 × 2</td>
</tr>
<tr>
<td>Block2</td>
<td>1 × 1, 128 × 4</td>
</tr>
<tr>
<td>Block3</td>
<td>1 × 1, 256 × 4</td>
</tr>
<tr>
<td>Block4</td>
<td>1 × 1, 512 × 2</td>
</tr>
</tbody>
</table>

The hyperparameters of the deep random connection network are selected as follows: the batch size is 32 and the initial learning rate is 0.001; when the loss value is unchanged, the learning rate is reduced to the original 0.1, the loss function is binary cross-entropy, the activation function is sigmoid, and the LeakyReLU and Adam optimizers are used to optimize the model.

The loss function binary cross-entropy is used to evaluate the gap between the input and output, as shown in (12).

\[
\text{Loss} = -\frac{1}{\text{outputs}} \sum_{i=1}^{\text{outputs}} y_i \cdot \log \hat{y}_i + (1 - y_i) \cdot \log (1 - \hat{y}_i) \quad (11)
\]

The activation function in this work adopted the sigmoid function and LeakyReLU function, which are shown in (13) and (14), respectively.

\[
\text{Sigmoid} = \frac{1}{1 + \exp^{-x}} \quad (12)
\]

\[
\text{LeakyReLU} = \begin{cases} 
  ax, & x > 0 \\
  x, & x \leq 0 
\end{cases} \quad (13)
\]

The optimization function in this work adopts adaptive moment estimation (Adam), a variant of the gradient descent method, to update the weight of the neural network, and the default values are used.

\[
m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t \quad (14)
\]

\[
v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2 \quad (15)
\]

\[
\hat{m}_t = \frac{m_t}{1 - \beta_1^t} \quad (16)
\]

\[
\hat{v}_t = \frac{v_t}{1 - \beta_2^t} \quad (17)
\]

\[
\theta_{t+1} = \theta_t - \frac{\eta}{\sqrt{\hat{v}_t} + \epsilon} \hat{m}_t \quad (18)
\]
where \( \eta = 0.001, \beta_1 = 0.09, \beta_2 = 0.009, \epsilon = 10^{-8} \), \( \eta \) is the learning rate, \( \beta_1 \) and \( \beta_2 \) are numbers close to 1, and \( g_t \) is the gradient. \( m_t \) and \( \nu_t \) are used for deviation correction, \( \theta_t \) is used for parameter update, and \( \epsilon \) is used to prevent division by 0.

### 3.4. Evaluation Criteria

For binary classification, the accuracy is the ratio of correctly predicted observations to the total number of events. True values are correctly predicted observations.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

where \( TP \) represents true positive values, \( FP \) represents false positive values, \( TN \) represents true negative values, and \( FN \) represents false negative values.

### 3.5. Results Analysis and Discussion

The experiments include three parts: (1) Five types of traditional conventional CNN models, classifier 1 [39], classifier 2 [40], and the developed random network are used for model validation on the CIFAR-10 dataset. (2) Based on section (1), two models with high accuracy are selected and compared with developed random network models on the EL dataset by using the data enhancement method. (3) Influence on random networks with different network structures.

We chose a 50-layer network structure (RandomNet50) from the common network models (18, 34, 50, 101, 152, etc.). After entering the image data, the convolutional layer, batch normalization layer, activation layer, and maximum pooling layer in the RandomNet50 structure are first passed, followed by four random block modules and then passed through the global average pooling and fully connected layers.

To compare the performance of the models, we selected several commonly used models and the proposed RandomNet50 model for testing on the CIFAR-10 dataset. RandomNet50 was compared with several common classification models, AlexNet, VGG11, VGG19, ResNet50, classifier 1 [39], classifier 2 [40], and DenseNet50, as shown in Figure 7.

![Figure 7](image-url)

**Figure 7.** Comparison of the classification results on the CIFAR-10 dataset.

As shown in Figure 7, the accuracy of the AlexNet network is low, and the accuracy of the VGG11 and VGG19 networks is 92.61% and 93.65%, respectively. The accuracy of the ResNet50 network is almost the same as that of the DenseNet50 network and reaches 95.48%.
The AlexNet network is highly sensitive to changes in the corresponding parameters. When AlexNet was originally proposed, the input images from the dataset had dimensions of 227 × 227, and we used the CIFAR-10 dataset with an image resolution of 32 × 32. Then, we modified the size of the first convolutional layer’s kernel to 3 × 3 and reduced the network’s pooling value. These modifications were necessary to adapt the AlexNet architecture to the new dataset. We found that increasing the number of training epochs had a significant impact on the accuracy of the network. After 200 training epochs, the accuracy reached 78.81%. However, the parameters of the DenseNet50 network are much smaller than the RenNet50 network. The accuracy of the RandomNet50 network is 0.67% higher than the ResNet50 network, and the parameters of the RandomNet50 network are fewer than those of ResNet50. This shows that a neural network is not necessarily a hierarchical structure. A layer in the network can depend not only on the features of the immediate upper layer but also on the features learned by the earlier layer. The results show that the accuracy of the RandomNet50 network is superior to AlexNet, VGG11, VGG19, ResNet50, and DenseNet50 on the CIFAR-10 dataset.

Through the comparison of previous experiments, three models with higher accuracy were selected for training on the EL dataset, and the performance of the results was observed. Figure 8 shows each method’s accuracy and loss curve from Table 2. The RandomNet50 network achieves high accuracy in EL image recognition, which is 0.77% greater than the DenseNet50 network and 5.08% greater than that of the ResNet50 network. The network structure will lead to new breakthroughs when different network structures are obtained through random network models in the same space with reduced constraints.

![Accuracy and Loss Analysis](image)

**Figure 8.** Accuracy and loss analysis of RandomNet50, DenseNet50, and ResNet50.

**Table 2.** Comparisons of the classification results on the EL dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Loss</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>RandomNet50</td>
<td>88.23%</td>
<td>0.34</td>
<td>15.2 × 10^6</td>
</tr>
<tr>
<td>ResNet50</td>
<td>83.15%</td>
<td>0.41</td>
<td>21.3 × 10^6</td>
</tr>
<tr>
<td>DenseNet50</td>
<td>87.46%</td>
<td>0.35</td>
<td>7.0 × 10^6</td>
</tr>
</tbody>
</table>

The loss of the RandomNet50 network in EL image recognition is close to the DenseNet50 network and 0.07 lower than the ResNet50 network. Moreover, interference and noise in the image background can lead to a high loss value of the network. We used the EL dataset with a high gray value in the background. Under EL imaging, defects appear black, and the noise interference in the image background is relatively high. Overlearning the background noise interference affects the relationship between the real input and output. Figure 8 also shows that the loss of the RandomNet50 network is very high at the beginning and decreases relatively quickly.

The 50-layer network is composed of four convolution blocks. The conventional convolution block is composed of three convolution layers, and the random block can be applied to the third layer or above. Therefore, a 50-layer network was selected, and
the influence of different convolution blocks on network performance is discussed. For the combination of four layers of convolution blocks, the numbers of convolution layers contained in the convolution blocks are [2,4,4,2], [2,4,5,2], and [4,3,3,4] (see Table 3).

Table 3. Different network structures of RandomNet50.

<table>
<thead>
<tr>
<th>Block Name</th>
<th>Activations-1</th>
<th>Activations-2</th>
<th>Activations-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Block1</td>
<td>[1 \times 1, 64] \times 2</td>
<td>[1 \times 1, 64] \times 2</td>
<td>[1 \times 1, 64] \times 4</td>
</tr>
<tr>
<td>Block2</td>
<td>[1 \times 1, 128] \times 4</td>
<td>[1 \times 1, 128] \times 4</td>
<td>[1 \times 1, 128] \times 3</td>
</tr>
<tr>
<td>Block3</td>
<td>[1 \times 1, 256] \times 4</td>
<td>[1 \times 1, 256] \times 5</td>
<td>[1 \times 1, 256] \times 3</td>
</tr>
<tr>
<td>Block4</td>
<td>[1 \times 1, 512] \times 2</td>
<td>[1 \times 1, 512] \times 2</td>
<td>[1 \times 1, 512] \times 4</td>
</tr>
</tbody>
</table>

Table 4 shows that the three network structures have little impact on the network, and the accuracy is almost the same, showing the stable and robust nature of the network structure. Moreover, it can be concluded that random blocks can be inserted into the middle part of the neural network structure, which can improve the accuracy and stability of the network.

Table 4. Comparisons of the three structures on the EL dataset.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activations-1</td>
<td>88.23%</td>
</tr>
<tr>
<td>Activations-2</td>
<td>88.15%</td>
</tr>
<tr>
<td>Activations-3</td>
<td>88.06%</td>
</tr>
</tbody>
</table>

To further demonstrate the performance superiority of the model, we compared it with studies using the same dataset. The comparison results are shown in Table 5. The proposed method achieved 88.23% accuracy, which is 5.79% higher than that of the SVM method and almost the same as that of the CNN method under resource-constrained conditions, specifically with a limited dataset and a fixed number of training epochs of 200.

Table 5. Comparison results with existing methods.

<table>
<thead>
<tr>
<th>Resources</th>
<th>Methods</th>
<th>Accuracy</th>
<th>Sample Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>[41]</td>
<td>SVM (KAZE/VGG features)</td>
<td>82.44%</td>
<td>2624</td>
</tr>
<tr>
<td>[41]</td>
<td>CNN (Transfer learning)</td>
<td>88.42%</td>
<td>2624</td>
</tr>
<tr>
<td>[42]</td>
<td>CNN</td>
<td>93.02%</td>
<td>2624</td>
</tr>
<tr>
<td>[28]</td>
<td>SeF-HRNet</td>
<td>94.90%</td>
<td>2624</td>
</tr>
<tr>
<td>Ours</td>
<td>RandomNet50</td>
<td>88.23%</td>
<td>400</td>
</tr>
</tbody>
</table>

4. Conclusions and Future Work

The proposed new model (RandomNet50) integrates dropout and feature reuse strategies to construct an adaptable and computationally efficient structural framework. Data enhancement is used to process EL images in small sample scenes. The training and testing results on defective solar panel classification show that RandomNet50 is better than
other test networks, and the accuracy is 88.23%, higher than ResNet50 and DenseNet50 (5.08% and 0.77%, respectively). The proposed method RandomNet50 had the highest accuracy (96.15%) compared with the accuracy of AlexNet, VGG11, VGG19, ResNet50, and DenseNet50 on the CIFAR-10 dataset. The results also showed that ResNet50 had a slight advantage over DenseNet50, achieving an accuracy of 95.48%. It is suitable for automatically classifying and detecting defective solar panels in EL images and has high robustness and generalizability.

We will continue to focus on improving the performance of our algorithms, including increasing the speed of defect detection and reducing the number of parameters in the network, while expanding the ability to identify different types of defects. At the application level, we plan to apply this method to video detection fields such as automatic detection and intelligent monitoring, in order to solve practical engineering problems.
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