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Abstract: Considering the shortcomings of the current monitoring system for tunnel anchor support systems, a tunnel anchor monitoring system based on LSTM-ARIMA prediction is proposed in this paper to prevent the deformation and collapse accidents that may occur in the underground mine tunnels during the backfilling process, which combines the Internet of Things and a neural network deep learning algorithm to achieve the real-time monitoring and prediction of the tunnel anchor pressure. To improve the prediction accuracy, a time series analysis algorithm is used in the prediction model of this system. In particular, an LSTM-ARIMA model is constructed to predict the tunnel anchor pressure by combining the Long Short-Term Memory (LSTM) model and the Autoregressive Integrated Moving Average (ARIMA) model. And a dynamic weighted combination method is designed based on model prediction confidence to acquire the optimal weight coefficients. This combined model enables the monitoring system to predict the anchor pressure more accurately, thereby preventing possible tunnel deformation and collapse accidents in advance. Finally, the overall system is verified using the anchor pressure dataset obtained from the 21,404 section of the Hulusu Coal Mine transportation tunnel in real-world engineering, whose results show that the pressure value predicted using the combined model is basically the same as the actual value on site, and the system has high real-time performance and stability, proving the effectiveness and reliability of the system.
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1. Introduction

The coal resource is an important core resource for promoting social progress and is a driving force for rapid economic development in the early stages [1]. In order to meet the demand for coal energy, the demand for coal is constantly increasing, and with it come the safety issues brought about by coal mining. In particular, during the mining process of coal mine working faces, the deformation of the rock mass around the tunnel and the change in stress distribution may lead to tunnel deformation, landslides, roof falls, and other disasters [2–4].

The tunnel anchor is a type of support structure widely used in coal mine tunnels. Currently, almost all coal mine tunnels in developed countries use anchor support technology. In China, anchor support accounts for over 75% of the total tunnel support [5,6]. The stress state of the tunnel anchor is a key indicator for measuring tunnel stability and is of great significance for preventing tunnel accidents, ensuring personnel safety, and guiding engineering construction [7]. Therefore, the real-time monitoring and prediction of the stress state of tunnel anchors is an urgent and necessary task. At present, there are many studies using different methods to monitor the pressure of tunnel anchors. Some
researchers [8] install a non-destructive anchor (cable) dynamometer between the anchor tray and the surrounding rock to measure the actual force of the anchor and its change over time. Some researchers [9] propose a method for monitoring the stress of tunnel anchor rods based on grating sensors, which can achieve the real-time monitoring of pressure, displacement, the stress of the tunnel surrounding rock, and the stress of the anchor rods. In addition, a mining fiber grating anchor rod sensor technology for monitoring the stress of the anchor rod body is proposed in [10], which analyzes the stress change law of the rod body and predicts and warns of the fracture of the rod body. In [11], the real-time safety status of the roadway anchor is analyzed by comparing the real-time status of the Fiber Bragg Grating (FBG) anchor sensor with the axial force variation of the anchor in service on the mining roadway. Some researchers [12] independently develop an anchor FBG stress sensor based on FBG sensor technology, revealing the safety status and evolution law of the anchor in service on the mining roadway. In terms of anchor pressure prediction, the anchor support state is predicted based on multi-parameter input and output Gaussian process regression in [13]. Some researchers [14] established two coupling models and derived the constitutive equations of the models and the change formula of effective pre-stress, verifying the rationality and accuracy of the segmented prediction model. However, there are still some problems in the monitoring and prediction of anchor pressure in tunnels. In terms of monitoring, traditional monitoring methods mainly rely on manual or wired transmission, which is inefficient, costly, and susceptible to various interferences. In addition, existing monitoring methods mainly focus on hardware monitoring and lack effective integration with real-time systems. In terms of prediction, many current monitoring systems do not have the ability to predict the trend in anchor pressure changes, and most of the existing prediction methods use mathematical modeling methods for prediction, which are not combined with artificial intelligence. The prediction effect is not ideal, and the accuracy needs to be improved.

In order to make up for the shortcomings of the existing tunnel anchor monitoring system and prediction, a tunnel anchor monitoring system based on LSTM-ARIMA prediction is designed and developed in this paper. The system formats and stores the collected data through a set software interface to achieve the real-time monitoring of the anchor stress condition. In addition, the LSTM-ARIMA combined algorithm is used in this system to predict the trend in anchor pressure changes.

2. System Design
2.1. System Function Design

The main functions of the system can be divided into four modules, as follows: tunnel management, equipment management, monitoring center, and prediction center.

(1) Tunnel management module: this module can manage the relevant information about underground tunnels, including setting the information about allocated tunnels and the number of anchors installed in the tunnels, as well as setting the current tunnel theme to ensure that the data between sensors in different tunnels do not conflict with each other.

(2) Equipment management module: This module includes equipment mapping and an equipment data list. Equipment mapping can set the correspondence between the actual ID of the downhole sensor and its position in the tunnel. The overall process is shown in Figure 1. The equipment data list is used to display the data of all sensors and can be filtered, viewed, queried, etc. At the same time, historical pressure data can be exported in different formats at different times. Its interface is shown in Figure 2.

(3) Monitoring center module: users can view the historical monitoring data and status information of each device in real time through bar charts, line charts, and pie charts.

(4) Prediction center: as shown in Figure 3, this module analyzes and models historical monitoring data to predict the future stress state of the equipment.
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2.2. System Architecture Design

The overall system architecture adopts a layered design, which includes the data collection layer, the data transmission layer, the data storage and logic processing layer, and the front-end application display layer from bottom to top, as shown in Figure 4.
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(1) Data acquisition layer: This layer is the foundation of the entire system and is the source of data acquisition. This layer integrates sensors, concentrators, and long-distance wireless communication networks to form a complete data acquisition and transmission system. The on-site installation method is shown in Figure 5.

(2) Data transmission layer: The data transmission layer plays a key role in connecting the upper and lower layers. The concentrator can effectively and accurately transmit data in a timely manner to the upper layer through the industrial ring network. The industrial ring network can ensure continuous data transmission and the stable operation of the system even in the event of equipment failure or network interruption. This design not only improves the real-time accuracy of data, but also enhances the stability and reliability of the system.

Figure 4. Overall architecture of the system.
(3) Data storage and logic processing layer: This layer is the core component of the system and mainly includes a data storage module, a logic processing module, and a data prediction module. To be specific, the data storage module is responsible for storing data. The logic processing module is responsible for performing various complex data processing and analysis tasks. The data prediction module performs predictive analysis on real-time data and sends the prediction results to the data storage module for storage.

(4) Application display layer: this layer is used for the visual display of real-time monitoring data and prediction data, as shown in Figure 6.

Figure 5. On-site installation of concentrators and sensors.

Figure 6. Visual monitoring screen.

3. Data Collection and Transmission

3.1. Concentrator Design

The concentrator mainly includes modules such as a control panel, a display screen, a switch, and a Long-Range Radio (LoRa) gateway. Figure 7 shows the overall design framework of the concentrator. The WAN port of the LoRa gateway is connected to the switch through a network cable. The switch is connected to the lane base station through a network cable or optical fiber and transmits data to the system server through an industrial ring network. In order to enhance the transmission distance of the LoRa wireless network,
the concentrator is equipped with a LoRa directional antenna with a frequency band of 433 MHz and a gain of 6 dBi (Figure 8). The directional antenna sets a specific frequency transmission rate. After testing, the maximum transmission distance of LoRa can reach 1 km under the same network.

Figure 7. Concentrator overall design framework.

Figure 8. Concentrator gain antenna.

3.2. Sensor Installation and Collection

Figure 9 shows the sensor installation and data collection method. The sensor is installed between the anchor nut and the tray, as shown in Figure 9a. The sensor converts the pressure received into an electrical signal and transmits it to the data collector through the data line. Figure 9b shows the installation method of the sensor on a section of the tunnel. A total of seven sensors are installed on a section.
In the tunnel monitored in the actual project, the installation method is shown in Figure 10. A row of sensors is installed in every six sections, and the distance between two monitoring sections is about 7.2 m.

Figure 10. Schematic diagram of actual tunnel sensor installation.

3.3. Data Transmission

In the 500 m installation range of the tunnel, the concentrator and antenna are installed in the middle of the range to maximize the data reception of each row of collectors, as shown in Figure 11. The overall transmission mode of the tunnel sensor is shown in Figure 12. Each collector sends data to the concentrator through the LoRa network, and the concentrator sends data to the cloud platform server through the industrial ring network using the Message Queuing Telemetry Transport (MQTT) protocol. This design framework and layout ensure that the stress monitoring data in the coal mine tunnel can be stably and accurately transmitted to the ground system server, providing reliable data support for coal mine safety production.

Figure 11. Concentrator installation diagram.
4. Prediction Model

4.1. Long Short-Term Memory Network (LSTM)

The LSTM neural network is an improved architecture of the recurrent neural network (RNN). RNNs are a type of neural network model with feedback connections. They can combine previous time series information to generate output information for the next moment. They are a neural network specifically used to process sequential data [15]. Its structure is shown in Figure 13.

The RNN model has advantages in processing sequence data and time correlation, but it has short-term memory problems and gradient vanishing and exploding problems. To solve the above problems, Schmidhuber et al. first proposed LSTM in 1997 [16]. LSTM introduces a gating mechanism, including a forget gate, an input gate, and an output gate [17]. The gate unit controls the retention and forgetting of information, which can effectively solve the long-term dependence of information and avoid gradients vanishing or exploding [18]. The LSTM network is composed of multiple LSTM cells. Figure 14a shows the structure of the LSTM cell, and Figure 14b shows how to construct a complete LSTM network through the connection between multiple LSTM cells.
In addition, in order to increase the ability of LSTM cells to capture information in the long term, $C_t$ is added to the cell as a new internal state. The calculation formula for the forget gate is as follows:

$$ f_t = \sigma(W_f \cdot x_t + W_f \cdot h_{t-1} + b_f) $$  \hspace{1cm} (1)$$

$$ \sigma(x) = \frac{1}{1 + e^{-x}} $$  \hspace{1cm} (2)$$

Among them, the role of the sigmoid activation function, $\sigma(x)$, is to filter information so that LSTM cells can maintain a long-term memory of information. The calculation formula for the input gate is as follows:

$$ i_t = \sigma(W_i \cdot x_t + W_i \cdot h_{t-1} + b_i) $$  \hspace{1cm} (3)$$

$$ \tilde{c}_t = \tanh(W_c \cdot x_t + W_c \cdot h_{t-1} + b_c) $$  \hspace{1cm} (4)$$

$$ \tanh(x) = 2\sigma(2x) - 1 $$  \hspace{1cm} (5)$$

Among them, the sigmoid activation function is used to update the cell state, and its calculation process is as follows:

$$ C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{c}_t $$  \hspace{1cm} (6)$$

$$ o_t = \sigma(W_o \cdot x_t + W_o \cdot h_{t-1} + b_o) $$  \hspace{1cm} (7)$$

$$ h_t = o_t \cdot \tanh(C_t) $$  \hspace{1cm} (8)$$

Figure 14. LSTM cell structure diagram and neural network unfolding diagram.
Among them, $h_t$ is the output of the LSTM cell, which is calculated using the sigmoid activation function and the $\text{tanh}$ activation function.

4.2. Autoregressive Moving Average (ARIMA)

The ARIMA (Autoregressive Integrated Moving Average) model is one of the more commonly used time series prediction methods [19]. The model can handle linear trends and seasonal changes well. At present, the prediction and comprehensive analysis model combining ARIMA and other methods with neural networks has achieved good results in the prediction work in the field of mining engineering [20]. The ARIMA $(p, d, q)$ model can perform $d$-order difference transport on non-stationary time series. The goal of the difference is to transform the non-stationary series into a stationary series [21, 22]. The mathematical expression of the ARMA model is:

$$X_t = C + \omega_t + \sum_{i=1}^{p} q_i x_{t-i} - \sum_{i=1}^{q} B_i q_{t-i}$$ (9)

Among them, $p$ represents the autoregressive part (autoregressive). The specific mathematical form is as follows:

$$Y_t = c + \phi_1 Y_{t-1} + \phi_2 Y_{t-2} + \ldots + \phi_p Y_{t-p} + \epsilon_t$$ (10)

Among them, $Y_t$ is the time series after stabilization, $\epsilon_{t-1}, \epsilon_{t-2}, \ldots, \epsilon_{t-q}$ is the model parameter, $c$ is a constant, and $\epsilon_t$ is white noise. The moving average model establishes a relationship between the current value and the past white noise. The specific mathematical form is as follows:

$$Y_t = \mu + \theta_1 \epsilon_{t-1} + \theta_2 \epsilon_{t-2} + \ldots + \theta_q \epsilon_{t-q}$$ (11)

Among them, $Y_t$ is the time series after stabilization, $\theta_1, \theta_2, \ldots, \theta_q$ is the model parameter, $\epsilon_t$ is the white noise of the current period, and $\epsilon_{t-1}, \epsilon_{t-2}, \ldots, \epsilon_{t-q}$ is the white noise of the past. The order $q$ of this equation determines the amount of white noise in the model.

The selection of $p$, $d$, and $q$ values in the ARIMA model is mainly based on the Akaike Information Criterion (AIC) [23]. It is generally believed that the smaller the AIC value, the better the prediction effect of the model will be.

4.3. LSTM–ARIMA Combined Forecasting Model

In terms of processing time series data, LSTM can learn the patterns and trends in data by training historical anchor pressure data, handling long-term dependencies and nonlinear data, and predicting the results of future anchor pressure, which is more advantageous than ARIMA. The pressure data collected from the same anchor for 10 days are shown in Figure 15. It can be seen that the anchor pressure also shows a seasonal trend, but the LSTM model does not have a good advantage in processing data with seasonal trends. In contrast, the ARIMA model is a time series prediction model based on linear regression, which can handle linear trends and seasonal changes well. Therefore, the ARIMA model can effectively make up for the shortcomings of the LSTM model in processing seasonal trend data. In order to achieve the goal of accurately predicting anchor pressure data, a combined prediction method of LSTM and ARIMA is presented in this paper, which can simultaneously utilize the advantages of the two models. No matter what trend or pattern the data presents, the combined model can capture the law of anchor pressure data and improve the accuracy of the prediction. In addition, the combined model can reduce the risk of overfitting a single model, thereby improving the prediction ability of the overall model on unknown data. Therefore, combining these two models for prediction can make full use of their respective advantages and improve the stability of the model. At the same time, in terms of combination, a dynamic weighting method based on confidence is adopted to further improve the accuracy of the combined model prediction. The following is the main process of the combination:
First, the LSTM and ARIMA models are used to predict the time series anchor pressure data, respectively, to obtain their respective prediction results. In order to measure the reliability of the prediction results of each model, its prediction error is calculated, and the inverse of the error is used as the confidence to evaluate the model.

Root Mean Square Error (RMSE) is a commonly used error measurement method that can effectively measure the difference between the predicted value and the actual observed value. RMSE gives a greater penalty for large errors, and it is particularly suitable for situations where large prediction errors are desired to be avoided. Therefore, RMSE is used to measure the difference between each predicted value and the actual observed value of the LSTM and ARIMA models. A smaller RMSE value means that the model’s prediction at that point in time is more accurate and therefore has a higher confidence level. Its calculation formula is:

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$$  \hspace{1cm} (12)

Among them, $y_i$ is the true value, and $\hat{y}_i$ is the predicted value. According to RMASE, the LSTM model error, $e_{LSTM}$, and ARIMA error, $e_{ARIMA}$, can be calculated. Thus, the confidence of LSTM and ARIMA can be further obtained, and the calculation formula is:

$$conf_{LSTM} = 1/e_{LSTM}$$  \hspace{1cm} (13)

$$conf_{ARIMA} = 1/e_{ARIMA}$$  \hspace{1cm} (14)

Among them, $conf$ is the confidence of the model. According to the model confidence, the weight of each model can be obtained. The calculation formula is:

$$w_{LSTM} = \frac{conf_{LSTM}}{conf_{LSTM} + conf_{ARIMA}}$$  \hspace{1cm} (15)

$$w_{ARIMA} = \frac{conf_{ARIMA}}{conf_{LSTM} + conf_{ARIMA}}$$  \hspace{1cm} (16)

Among them, $w_{LSTM}$ and $w_{ARIMA}$ are the weights of LSTM and ARIMA. After obtaining the weights, the prediction results of the LSTM and the ARIMA model are weighted to obtain the final prediction results. The calculation formula is:

$$\hat{y}_{final} = w_{LSTM} \hat{y}_{LSTM} + w_{ARIMA} \hat{y}_{ARIMA}$$  \hspace{1cm} (17)

Among them, $\hat{y}_{LSTM}$ and $\hat{y}_{ARIMA}$ are the prediction results of the LSTM and the ARIMA models, respectively, and $\hat{y}_{final}$ is the prediction result of the combined model.

In the combined model, the model will calculate the error of each model based on the first 100 predicted values and true values to dynamically adjust the weights. This dynamic weight adjustment strategy can adaptively allocate weights based on confidence, so the
model with better performance occupies a larger proportion in the combination. In this way, the advantages of the LSTM and ARIMA models can be better utilized to improve the accuracy of predictions.

5. System Function Verification

5.1. Real-Time Analysis

First, the delay of data acquisition and transmission is analyzed in detail. The location of data acquisition is considered and the timestamps of data acquisition and transmission in the actual project are recorded, these are compared with the time when the actual system receives the data to evaluate the system’s performance in terms of real-time performance. In addition, the location of data acquisition also needs to be considered. The transmission distance between different locations will affect the real-time performance of the system. When the transmission distance is longer, the data transmission time usually increases, resulting in an increased delay. For different data acquisition locations, the test results are shown in Table 1.

Table 1. Real-time performance test results of monitoring system.

<table>
<thead>
<tr>
<th>Testing Frequency</th>
<th>Transmission Distance (m)</th>
<th>Sending Timestamp</th>
<th>Receive Timestamp</th>
<th>Delay (s)</th>
<th>Theoretical Delay (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1000</td>
<td>18:23:36:346</td>
<td>18:23:36:867</td>
<td>0.521</td>
<td>0.428</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>18:23:46:353</td>
<td>18:23:46:846</td>
<td>0.493</td>
<td>0.428</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>18:23:55:867</td>
<td>18:23:56:356</td>
<td>0.489</td>
<td>0.428</td>
</tr>
<tr>
<td>4</td>
<td>1200</td>
<td>18:29:09:427</td>
<td>18:29:10:065</td>
<td>0.638</td>
<td>0.594</td>
</tr>
<tr>
<td>5</td>
<td>1200</td>
<td>16:29:10:112</td>
<td>16:29:10:804</td>
<td>0.692</td>
<td>0.594</td>
</tr>
<tr>
<td>6</td>
<td>1200</td>
<td>16:29:19:894</td>
<td>16:29:20:565</td>
<td>0.671</td>
<td>0.594</td>
</tr>
<tr>
<td>7</td>
<td>1500</td>
<td>16:37:26:395</td>
<td>16:37:27:279</td>
<td>0.884</td>
<td>0.813</td>
</tr>
<tr>
<td>8</td>
<td>1500</td>
<td>16:37:36:218</td>
<td>16:37:37:103</td>
<td>0.865</td>
<td>0.813</td>
</tr>
<tr>
<td>9</td>
<td>1500</td>
<td>16:37:47:102</td>
<td>16:37:47:993</td>
<td>0.891</td>
<td>0.813</td>
</tr>
<tr>
<td>12</td>
<td>2000</td>
<td>16:58:01:139</td>
<td>16:58:02:631</td>
<td>1.492</td>
<td>1.324</td>
</tr>
</tbody>
</table>

The delay is calculated as follows:

\[ T_{total} = T_{trans} + T_{prop} \]  \hspace{1cm} (18)

Among them, \( T_{trans} \) is the transmission delay, which is calculated as \( L/B \). \( L \) is the size of the MQTT protocol data packet (including the request header, data, topic, etc.), and \( B \) is the link bandwidth. \( T_{prop} \) is the propagation delay, which is calculated as \( d/s \); \( d \) is the transmission distance; and \( s \) is the signal propagation speed.

In actual tunnels, the distance between the data collector and the concentrator is usually within 500 m, and the distance between the concentrator and the server is about 1000 m. As can be seen from Table 1, when the transmission distance is less than 1500 m, the average delay is 0.88 s, the error is controlled within 1 s, and the data collector sends data every 30 min. Therefore, a delay of 1 s can meet the real-time requirements, which verifies the real-time performance of the monitoring system in the monitoring of bolt support in coal mine tunnels.

5.2. Reliability Analysis

This study uses the method of simulating network interruptions to verify the reliability of the system. The system’s ability to respond to a data transmission interruption is evaluated by artificially interrupting the connection during data transmission to simulate a network failure. The simulation was interrupted 50 times, and the results showed that the network could be reconnected normally and data transmission could be maintained stably after the network was restored. As shown in Figure 16, the system is able to quickly
detect the transmission interruption and re-establish communication after the connection is restored to ensure data integrity and continuity. This verifies that the system can effectively respond and maintain reliable monitoring when faced with data transmission interruptions.

Figure 16. System reliability test.

In addition, the stability and performance of the system in processing large amounts of data were evaluated through the high-frequency data collection and transmission of nearly 400 sets of sensors in the actual project. As shown in Figure 17, this is the log of data received in the actual system project. It can be seen that the system can continuously receive 2–3 sets of data per second, which means the system can effectively handle high-frequency data reception, maintain stable operation, and provide accurate monitoring results. This proves that the system can still maintain reliability under high load conditions and has good processing capabilities.

Figure 17. System receives pressure information log.
5.3. Prediction Model Validation

The LSTM–ARIMA-based tunnel anchor pressure prediction experiment was implemented on the dataset of anchor pressure in the transport tunnel of the Hulusu Coal Mine. There are 23,124 data records in the selected dataset, and the data collector sends pressure data every 30 min.

For the ARIMA model, the autocorrelation and partial autocorrelation plots of the training set are first drawn, as shown in Figure 18a,b. According to the Autocorrelation Coefficient (ACF) image, it is observed that the ACF decays rapidly and is obviously truncated when the lag order is 1, the time series has basically stabilized, and the difference part (d) can be set to 0. According to the PACF image, it is observed that the order (p) of the autoregressive part is tailed when the lag order is 1 or 2. This shows that the order (p) of the autoregressive part is 1 or 2. Finally, the ARIMA (1,0,1) model is selected as the ARIMA prediction model after analysis and comparison combined with the AIC.

Based on the extracted anchor pressure data, the anchor pressure prediction model is obtained after data training, and then the test set is predicted. The errors of the two models and their weights during the prediction process are shown in Table 2. The prediction results are shown in Figure 19, where the horizontal axis represents the number of times every 30 min. Figure 19a shows the prediction result of the RNN model; Figure 19b shows the prediction result of the LSTM model; Figure 19c shows the prediction result of the ARIMA model; Figure 19d shows the prediction result of the LSTM–ARIMA combination model without dynamic weighting; and its weight is the fixed weight calculated for the first 100 times. Figure 19e shows the dynamic weighted prediction result of the LSTM–ARIMA combination model, and Figure 19f shows the error comparisons of the RNN, LSTM, ARIMA, and LSTM–ARIMA combination models without dynamic weighting and dynamic weighting prediction.
Table 2. Two model errors and their weights.

<table>
<thead>
<tr>
<th>Number of Predictions</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM RMSE</td>
<td>0.823</td>
<td>0.817</td>
<td>0.817</td>
<td>0.821</td>
<td>0.820</td>
<td>0.809</td>
<td>0.822</td>
<td>0.821</td>
<td>0.820</td>
<td>0.814</td>
</tr>
<tr>
<td>ARIMA RMSE</td>
<td>0.844</td>
<td>0.839</td>
<td>0.839</td>
<td>0.844</td>
<td>0.843</td>
<td>0.831</td>
<td>0.840</td>
<td>0.838</td>
<td>0.835</td>
<td>0.826</td>
</tr>
<tr>
<td>LSTM Weights</td>
<td>0.506</td>
<td>0.507</td>
<td>0.507</td>
<td>0.507</td>
<td>0.507</td>
<td>0.507</td>
<td>0.507</td>
<td>0.507</td>
<td>0.507</td>
<td>0.504</td>
</tr>
<tr>
<td>ARIMA Weights</td>
<td>0.494</td>
<td>0.493</td>
<td>0.493</td>
<td>0.493</td>
<td>0.493</td>
<td>0.493</td>
<td>0.493</td>
<td>0.493</td>
<td>0.495</td>
<td>0.496</td>
</tr>
</tbody>
</table>

Figure 19. Cont.
The error comparisons of the five models as the number of predictions increases are shown in Table 3.

Table 3. Comparisons of prediction errors among four models.

<table>
<thead>
<tr>
<th>Number of Predictions</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM–ARIMA dynamic weighting prediction error (KN)</td>
<td>0.28</td>
<td>0.19</td>
<td>0.10</td>
<td>0.21</td>
<td>0.15</td>
<td>0.33</td>
<td>0.16</td>
<td>0.04</td>
<td>0.28</td>
<td>0.22</td>
</tr>
<tr>
<td>LSTM–ARIMA fixed weighting Forecast error (KN)</td>
<td>0.18</td>
<td>0.33</td>
<td>0.06</td>
<td>0.22</td>
<td>0.39</td>
<td>0.53</td>
<td>0.25</td>
<td>0.14</td>
<td>0.36</td>
<td>0.32</td>
</tr>
<tr>
<td>LSTM Prediction Error (KN)</td>
<td>0.20</td>
<td>0.45</td>
<td>0.11</td>
<td>0.09</td>
<td>0.89</td>
<td>0.81</td>
<td>0.29</td>
<td>0.19</td>
<td>0.96</td>
<td>0.23</td>
</tr>
<tr>
<td>ARIMA Prediction Error (KN)</td>
<td>0.15</td>
<td>0.59</td>
<td>0.02</td>
<td>0.24</td>
<td>0.71</td>
<td>0.66</td>
<td>0.42</td>
<td>0.07</td>
<td>0.77</td>
<td>0.40</td>
</tr>
<tr>
<td>RNN Prediction Error (KN)</td>
<td>0.42</td>
<td>0.83</td>
<td>0.82</td>
<td>1.56</td>
<td>2.24</td>
<td>0.71</td>
<td>2.02</td>
<td>0.44</td>
<td>2.06</td>
<td>0.56</td>
</tr>
</tbody>
</table>

The error results in Table 3 show that the average error of the single RNN model is 1.17 KN, and its maximum pressure error is 2.24 KN. The average error of the single
LSTM model is 0.42 KN, and its maximum pressure error is 0.96 KN. The average error of the single ARIMA model is 0.41 KN, and its maximum pressure error is 0.77 KN. The average error of the LSTM–ARIMA fixed weighted combination algorithm is 0.28 KN, and its maximum pressure error is 0.53 KN. The average error of the LSTM–ARIMA dynamic weighted combination algorithm is 0.20 KN, and its maximum pressure error is 0.33 KN. The LSTM–ARIMA dynamic weighted combination algorithm has the smallest error and a relatively gentle trend, which further shows that the prediction accuracy of the algorithm is better than that of the other four methods. The error of the LSTM–ARIMA dynamic weighted combination algorithm is controlled within 0.5 KN. In actual projects, the anchor pressure is within the normal range of 140–400 KN. At the same time, due to the complex environment of underground tunnels, the pressure value measured using the sensor may fluctuate due to environmental conditions, equipment accuracy, and other factors. In actual measurements, the pressure value fluctuates by 1 KN, which is within the normal range. Therefore, an error of 0.5 KN meets the anchor pressure prediction requirements and verifies the effectiveness of the proposed model in the prediction of anchor support forces in coal mine tunnels.

6. Conclusions

Aimed at the current problems with the stability monitoring of the anchor support system in underground coal mine tunnels, a tunnel anchor monitoring system is constructed, and an LSTM–ARIMA dynamic weighted prediction model is established based on confidence, achieving the real-time monitoring and prediction of anchor pressure.

(1) The LSTM–ARIMA dynamic weighted combination model based on confidence can capture the dynamic patterns and changing trends in the time series data and improve the accuracy of prediction results compared with the single model and the LSTM–ARIMA fixed weighted combination model.

(2) The prediction results of anchor pressure in the tunnel show that the average error of anchor pressure prediction is 0.20 KN, and all anchor pressure prediction errors are less than 0.5 KN during the whole prediction process, which effectively meets the needs of tunnel monitoring and verifies the effectiveness of the proposed LSTM–ARIMA method.

(3) The reliability and robustness of the system are proven by testing on datasets obtained from actual projects. The system can respond and handle various abnormal situations in a timely manner and maintain stable operation and accurate monitoring results, which provides a reliable guarantee for the practical application of the system in coal mine tunnel bolt support monitoring and ensures the reliability and accuracy of the monitoring data.
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