Application of Virtual Reality in Developing the Digital Twin for an Integrated Robot Learning System
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Abstract: Robotics includes complex mathematical calculations and coordinate transformations in forward and inverse kinematics, path planning, and robot dynamics. Students may experience a high cognitive load and lose learning motivation because robotics can be complex and challenging to understand. This study applied virtual reality (VR) technology in robotics education to simplify and visualize complex robot kinematics, aiming to increase learning motivation and reduce cognitive load. This study incorporated real and virtual robot control to develop an integrated robot learning system. This system enables learners to control the digital twin of a physical robot and observe the synchronized motion of both the virtual and physical robots. Users can operate the virtual robot to achieve the target position by setting joint parameters or using values calculated from inverse kinematics. They can also understand the principle of digital twins by observing the synchronous motion of both robots. A teaching experiment was conducted to explore the performance of applying VR in robotics education and its impacts on cognitive load and learning motivation. The system was improved based on user responses to facilitate subsequent promotional activities. VR can transform complex robotics into easily understandable learning experiences and provide an interactive user interface, making the system a suitable learning tool for STEM education.
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1. Introduction

According to the International Organization for Standardization (ISO), robots are automated, position-controllable, multifunctional machines capable of executing complex actions. These machines, characterized by multiple axes, can process materials, parts, tools, and special devices to perform various tasks [1]. In general, robots encompass mechanical entities that simulate human behavior or thinking and are analogs of other biological beings. However, various classification methods and controversies exist regarding the narrow definition of robots, as some computer programs are also considered robots. In modern industry, robots refer to artificial devices capable of performing tasks autonomously, and their goal is to replace or assist human labor [2].

The applications of robots are diverse, extending from daily life to various industries such as production, service, mining, construction, agriculture, healthcare, and aerospace exploration. Examples include Honda’s ASIMO, introduced in 2000 [3], TOSY Robotics’ TOPIO [4], and industrial robots and swarm robots that operate collectively [5]. Discussions on robots are also prevalent in science fiction films, and their scope even extends to nanorobots [6]. Robots find extensive applications in manufacturing, assembly, transportation, surgery, weaponry, and laboratory research. Specifically, they are well suited for dirty, dangerous, or tedious tasks [7].
Virtual Reality (VR) is a technology that creates a simulated environment, allowing users to interact with a three-dimensional space using special equipment, such as Head-Mounted Displays (HMDs), providing an immersive experience that can mimic or transcend real-world settings [8]. VR is highly useful in robotic simulation for several reasons, e.g., enhancing both the development and operational aspects of robotics. This study utilized VR technology to create a Cyber-Physical Robot Learning System (CPRLS), enabling users to manipulate a virtual robot and observe the results of robot kinematics execution on both robots. Users can understand how a robot completes tasks by setting joint parameters to achieve the target position and avoiding collisions with obstacles through path planning. They can gain insights into VR technology and applications of digital twins by observing the synchronous motion of virtual and physical robots. This experience effectively enhances the understanding of robot kinematics and digital twins. Therefore, it is a suitable assistance tool for promoting robotics education.

The limited capacity of working memory can affect learning, especially the understanding of complex robot kinematics. Sweller et al. [9] defined cognitive load as the load placed on an individual’s cognitive system when engaged in learning activities, and the difficulty of teaching materials is closely related to cognitive load. This theory identifies three types of cognitive loads. Intrinsic cognitive load refers to the innate difficulty of the material being learned, influenced by learners’ background knowledge and the material’s complexity. Extraneous cognitive load is the unnecessary mental effort by the way information is presented, often due to poor instructional design. Germane cognitive load is the beneficial mental effort dedicated to processing, understanding, and integrating new information with existing knowledge, facilitating the construction of schemas. Effective instructional design seeks to reduce extraneous load while managing intrinsic load and enhancing germane load to optimize learning.

Artino [10] explored the impacts of instructional strategies or presentation formats on learners’ cognitive load during the learning process, identifying instructional designs that can effectively reduce the cognitive burden on working memory. Following Artino’s suggestion, this study utilized VR technology to simplify and visualize complex robot kinematics, aiming to reduce learners’ cognitive load and enhance their learning motivation. To reduce cognitive load, the objective of this study is to develop an integrated robot learning system, the CPRLS, to provide an immersive and interactive environment for learning robotics. The learning content includes forward kinematics, inverse kinematics, and path planning. Traditional methods for teaching robotics focus on mathematical calculation and coordinate transformation, which may lead to lower learning motivation and higher cognitive load due to difficulties in understanding robotics.

Traditional methods of teaching robotics often rely heavily on mathematical calculations and coordinate transformations, which can be difficult for students to understand. This often leads to lower learning motivation and a higher cognitive load. There is a need for more effective teaching tools that can simplify complex concepts and make learning more engaging and accessible. While VR technology has been explored in various educational fields, its application in robotics education, specifically in the context of an integrated learning system like CPRLS, remains underexplored.

This study aims to fill this gap by investigating whether VR technology can enhance learning outcomes and motivation and reduce cognitive load in robotics education. More precisely, this study used VR technology to simplify and visualize robot kinematics by creating a digital twin to synchronize with the physical robot. A teaching experiment was conducted to explore students’ learning effectiveness, learning motivation, cognitive load, and attitudes toward the application of VR in robotics education. The research questions in this study are listed as follows:

- Does the CPRLS improve students’ learning achievement in robotics compared to traditional teaching methods?
- Does the CPRLS enhance students’ motivation to learn robotics more than traditional teaching methods?
• Does the CPRLS incur less cognitive load in learning robotics compared to traditional teaching methods?
• What is the students’ level of satisfaction after using the CPRLS for learning robotics?

By addressing these research questions, this study aims to provide comprehensive evidence on the benefits and challenges of using VR in robotics education, potentially leading to more effective and engaging teaching methods.

2. Literature Review

In this section, a literature review is conducted, including topics related to robots and STEM education, digital twins, virtual reality, and its application in learning robotics. This review aims to establish the stage for the current research by connecting it with existing knowledge and identifying the problems for investigation.

2.1. Robots and STEM Education

Robotics is a multidisciplinary field that focuses on designing, building, operating, and applying robots. It integrates various disciplines, such as electrical engineering, mechanical engineering, control engineering, electronics, software engineering, computer engineering, mathematics, and bioengineering [11]. Robotics has gained momentum with the advances in precision mechanical technology, industrial automation, and wireless remote control, following rapid progress in the electronics industry. Generally speaking, robots are suitable for tasks characterized by high repeatability [12], and they are commonly used as teaching aids in STEM education [13].

STEM education is a cross-domain, integrated teaching approach focusing on science, technology, engineering, and mathematics. Unlike traditional cramming education or unidirectional knowledge transfer, STEM education guides students to think critically by combining knowledge and skills across disciplines to solve real-world problems. It aims to cultivate individuals who enjoy active learning and encourages children to explore autonomously and find answers to problems [14]. Therefore, STEM education can significantly enhance learners’ interest, motivation, and learning outcomes [15]. The application of robots in STEM education can increase creativity and improve hands-on skills. For example, students must design the structure of a robot and its control programs to accomplish designated tasks, but they may also encounter unexpected problems, thereby encouraging critical thinking and improving problem-solving skills.

The four industrial revolutions involve coal, gas, electronics, nuclear, the internet, and renewable energy, and they have significantly changed human life and global landscapes. The first industrial revolution harnessed the power of hydraulics and steam as energy sources to overcome the limitations of human and animal labor. The second industrial revolution utilized electricity to support mass production, realizing machines producing machines. The third industrial revolution employed electronic devices and information technology to reduce human influence by enhancing the precision and automation of industrial manufacturing. Industry 4.0, the fourth industrial revolution, focuses on integrating artificial intelligence (AI) with sensing and control systems.

High levels of automation allow the proactive elimination of production obstacles while utilizing the Internet of Things (IoT) to create an intelligent industry environment. A smart factory with adaptability, resource efficiency, and human-machine collaborative manufacturing connects the supply chain with workplace automation and customer demand. This leads to product-service hybrids and customized supply capabilities [16]. In modernized industries, the combination of robot control systems with intelligent awareness allows the testing and training of robots in automated workplace environments. The industry can use this approach to strengthen production efficiency and work effectiveness while driving innovation and promoting sustainable growth.
2.2. Digital Twins and AI Robots

This study utilized VR technology to simplify and visualize the complex principles of robot kinematics to increase learning motivation and reduce cognitive load. It combines the sensors and control systems of real robots to provide learners with an integrated virtual and real environment for robot training. Industry 4.0 leverages digital twin technology to enable information sharing and collaboration among automated equipment, industrial robots, and human workers in a factory. They can obtain real-time data from dynamic processes to prevent unexpected shutdowns and ensure workplace safety [17].

Digital twins refer to dynamic digital representations or counterparts of workflows, services, and physical devices. Digital twins can be applied based on analyzed data in a work environment, allowing for the assessment and operation of physical products [18]. It is a mechanism for the fusion of virtual and real worlds to constitute an integrated work environment. Essentially, digital twins use real-world data to create simulated environments through computer programs to predict the operation of products or processes. When combined with the IoT, AI, and software tools, digital twins can enhance production efficiency and reliability as well as product quality [19].

AI, also known as machine intelligence, is the manifestation of human intelligence in machines created by humans, and it typically involves the use of computer programs to demonstrate human-like cognitive functions. AI is a machine or computer that simulates human thinking and cognitive functions with the capability to learn and solve problems. As an area of computer science, AI perceives its environment and makes decisions to enhance task success rates. It can learn from past experiences, make rational decisions, and respond rapidly to stimuli or inputs [20]. The goals of AI researchers include constructing meaningful reasoning methods or developing computer programs to understand the surrounding environments and generate corresponding approaches to address societal challenges and enhance human welfare. The main components of AI are as follows:

- Perception: The ability to gather data from the environment through sensors such as cameras, microphones, and other devices.
- Reasoning and Decision-Making: The process of interpreting data, making inferences, and deciding on actions based on algorithms and models.
- Learning: The capability to improve performance over time through various forms of learning, such as supervised, unsupervised, and reinforcement learning.

In AI-related research, problem-solving methods rooted in symbolic and logical reasoning are essential. When it comes to problems that individual actions cannot solve, the focus shifts to finding a series of steps to achieve the goal. Path planning for mobile robots is an example of AI solutions to such problems, and search algorithms are commonly used to find a suitable path in the state space. Generally, these algorithms fall into two categories: uninformed search and heuristic search. In addition, a high-order polynomial may be required to define the continuity of acceleration in a robot’s moving path.

The development of AI robots includes two stages: (1) basic robots with sensing, recognition, understanding, judgment functions, etc., and (2) advanced robots with the ability to learn from experience. Basic intelligent robots can be widely seen, while advanced robots with learning capabilities are still experimental. The development of intelligent robots has the potential to change future lifestyles [21]. The ultimate goal is to perform an in-depth analysis of large amounts of data, from production line robots to real-time monitoring of factory operations for remote troubleshooting. These applications exemplify the characteristics of Industry 4.0, which focuses on developing AI systems through big data and machine learning to advance their understanding and capabilities [22]. A robot vision system is developed in this study to identify the shape, color, and position of an object, enabling the AI robot to locate and grab it automatically.

2.3. Virtual Reality

This study combined virtual reality with robotics to enhance learners’ motivation and help them understand how robots are applied in industries and household chores. Virtual
Virtual reality provides an immersive environment created through 3D visualization, utilizing human senses and special devices like HMDs to simulate real-life scenarios. In the virtual world, users can see, hear, and interact with virtual objects just like they were in the real world. When users change their positions, the computer immediately performs complex calculations and transmits simulated visual images to the display to generate a sense of presence [23]. Virtual reality combines computer graphics, simulation and modeling, AI, positional sensing, and 3D display, constituting a real-time system developed from modern immersive technology for simulating various situations.

Virtual reality has attracted the attention of researchers in various fields, such as science, engineering, healthcare, education, and entertainment. A virtual and realistic simulation can achieve lifelike effects without facing potential hazards in real environments [24]. Dalgarno and Hedberg [25] proposed that VR has three attractive features: (1) simulating three-dimensional visual effects in the real world, (2) placing learners in meaningful cognitive environments to help them construct useful knowledge through human senses, and (3) allowing learners to observe at different scales or viewing angles. In the virtual world, users can manipulate objects to achieve higher-level cognition and understanding of surrounding contexts, making VR a powerful learning tool.

Burdea and Coiffet [26] described virtual reality as a real-time interactive system that integrates computers and peripheral devices, characterized by Immersion, Interaction, and Imagination (3I). VR uses human senses to simulate micro, macro, or real-world scenarios that are difficult to achieve, allowing users to interact with virtual objects and situations [27], which makes it suitable for applications in science education. VR can simulate real-world scenarios in a 3D space for users to visualize abstract concepts, principles, or experimental processes. Therefore, it plays a significant role in conveying information and provides students with an effective learning environment [28].

Traditionally, students passively obtain knowledge in the classroom, making it difficult to experience realistic situations. When applied in education, virtual reality provides an excellent human-computer interface to facilitate the construction of comprehensive concepts and useful knowledge through interactive exploration and active participation [29]. With the development and application of VR technology, this study created an integrated virtual and physical environment for learners to interact with robots, assisting them in learning the principles of robot kinematics and digital twins to enhance their readiness for careers in related fields and practical applications.

Virtual reality offers several benefits for learning scientific concepts, for example, using virtual experiments as learning scaffolds to construct scientific knowledge [30]. It can simulate invisible phenomena for observation and make abstract concepts tangible. Students can repeat virtual experiments to understand complex principles and concepts [31]. VR allows learners to change viewing angles and scales to understand molecular structures, enhancing spatial reasoning ability, learning effectiveness, and satisfaction [32]. Virtual experiments offer effective practice to improve experimental skills, reduce waiting times and implementation costs, and minimize errors during the explorative process. VR technology has potential applications in various disciplinary fields. Research results have shown significant improvements in learning achievement, learner engagement, and learning motivation. Therefore, this study utilized VR technology in robotics education to enhance students’ understanding of robot kinematics, path planning, and digital twins through interactive operation and 3D visualization.

Togias et al. [33] proposed a VR approach to control industrial robots through remote operation with the objective of reducing the time and effort required for operators to adjust robot parameters when they are not on-site. Verner et al. [34] investigated how students experienced robot operation through the internet and assessed the impact of VR on learning robot operation. The results indicated that VR can enhance the understanding of robotics and enable integrated thinking patterns in the learning process. Adami et al. studied whether VR could improve workers’ confidence, self-efficacy, mental workload, and situational awareness when operating construction robots remotely [35]. Malik et al. [36]
explored the development of human-centered production systems by creating an integrated environment that combines VR and human-machine interfaces and proposed that it is effective in estimating work schedules and improving robot control procedures.

Heradio et al. [37] systematically reviewed the use of virtual and remote laboratories in robotics education. They analyzed the effectiveness, usability, and technologies used in their development. Tzafestas and Alifragis [38] compared remote and virtual labs in the context of engineering education, with a focus on their application in robotics. They evaluated the benefits and challenges from both educators’ and students’ perspectives. Alimisis [39] explored the integration of educational robotics with virtual labs in higher education by presenting case studies and best practices for enhancing robotics education through virtual environments. Bencomo et al. [40] discussed the design and implementation of virtual labs for robotics education, as well as the technical requirements, user interface design, and pedagogical benefits. Gomes and Bogosyan [41] examined the debate between simulation and remote experimentation in engineering education, with a focus on robotics labs by discussing their advantages and limitations.

In modern workplaces, workers can interact with production equipment and robots using VR simulation programs. Virtual robots can also assist them during the design process, which is useful in reducing risks. VR allows users to learn efficiently and safely, while interactive operation can enhance motivation and motivate them to acquire knowledge. VR is capable of simulating complex coordinate transformations, enabling users to interact with the digital twin of a physical robot to achieve assigned tasks. These features make it suitable for displaying the operating principles of robotics. Therefore, this study applied VR technology in robotics education to visualize complex robot kinematics, aiming to alleviate the cognitive burden and enhance learning motivation.

VR applications in digital twins can enhance the visualization and simulation of physical environments [42]. This integration allows for real-time interaction with digital replicas, improving the understanding and decision-making processes in fields such as construction, manufacturing, and urban planning. VR-based digital twins offer immersive training environments, especially in complex technical fields [43]. These tools provide hands-on experience without the risks associated with physical prototypes, thereby improving learning outcomes and operational safety. VR applications in digital twins facilitate predictive maintenance and operational efficiency by enabling real-time monitoring and analysis of systems [44]. This predictive capability helps preemptively address issues, reducing downtime and maintenance costs.

The interactive nature of VR enhances user engagement and provides a more intuitive understanding of digital twin data [45]. This engagement is crucial for effective decision-making in complex systems, such as smart cities and advanced manufacturing. VR digital twins are used to simulate patient-specific scenarios for diagnosis, treatment planning, and medical training [46]. These applications have the potential to revolutionize personalized medicine, although they also raise ethical and data privacy concerns. Despite these benefits, integrating VR with digital twins presents challenges, including high development costs, the need for robust data integration frameworks, and ensuring the accuracy and reliability of simulations [47]. Addressing these challenges requires interdisciplinary collaboration and ongoing technological advancements.

The integration of VR with digital twin technology is a rapidly growing field with significant potential across various industries. By enhancing visualization, improving training, and increasing operational efficiency, VR applications in digital twins offer substantial benefits. However, challenges such as high development costs and the need for accurate data integration must be addressed to fully realize their potential. Further research and interdisciplinary collaboration will be crucial in overcoming these obstacles and advancing the state of digital twin technology. This study incorporated real and virtual robot control to develop an integrated robot learning system. This system enables learners to remotely control the digital twin of a physical robot and observe the synchronized motion of both virtual and physical robots. Users can operate the virtual robot to achieve the target position.
by setting joint parameters or using the values calculated from inverse kinematics. They can also understand the principle of digital twins by observing the synchronous motion of both robots.

3. Materials and Methods

The objective of this study is to develop an integrated environment for learning robot kinematics and digital twins. The user interface includes options for setting joint parameters in forward kinematics, determining joint parameters according to the target position by inverse kinematics, configuring paths to avoid collisions with obstacles, and observing the motion of the physical robot synchronized with its digital twin. A teaching experiment was conducted in this study to evaluate learners’ achievements, cognitive load, learning motivation, and user satisfaction, and the results can be used to improve the system. The concept map of the instructional design employed in this study is shown in Figure 1. In this concept map, robotic kinematics, including robotic kinematics and path planning, are used for teaching analytics and the control of the digital twin, and the observation of synchronous motion between the physical robot and the digital twin is used for learning analytics.

![Figure 1. Concept map of the instructional design employed in this study.](image)

A robotic arm is a fundamental tool for robots to accomplish tasks such as manipulating and moving objects. Its operation mimics the functionality of a human arm, which is capable of grasping objects and relocating them to designated positions while maintaining correct postures to fulfill task requirements. A robotic arm can rotate the wrist to maintain a predefined orientation and employ specific tools for assigned tasks. With multiple degrees of freedom, a robotic arm can perform actions such as extension, rotation, and elevation. For stable operations in unknown environments, robots also require sensing capabilities. In the context of a robotic grasping system, machine vision provides information on the detection and positioning of target objects. Additionally, it facilitates data transmission to the robot for obstacle avoidance.

The structure of a robotic arm is intricately related to its degrees of freedom and joint functionality. As the degrees of freedom or structural complexity increase, the dynamic analysis of the robotic arm becomes more complex. Robot kinematics encompasses both forward and inverse kinematics [48]. Given all joint parameters, forward kinematics has to calculate the orientation and position of a robot end-effector. In contrast, inverse kinematics involves determining all the joint parameters of a robotic arm, given the orientation and position of its end-effector. Figure 2 shows the joint parameters of the WLKATA six-axis industrial robotic arm manipulator, primarily developed for STEM makers, adolescent education, and higher education purposes. In this study, the Denavit-Hartenberg (DH) [49] parameters and matrices are utilized as a standard way to describe the kinematic chains of robotic manipulators. They simplify the representation of the relative positions and
orientations of robot links and joints and provide a systematic method to model the
gy of a robotic arm to facilitate its analysis and control.

Figure 2. Joint parameters of the WLKATA six-axis robotic arm.

According to the DH parameters and joint coordinate systems of the robotic arm
shown in Figure 3, where coordinate systems with different orientations are shown in
different colors, we can calculate the transformation matrix at each joint as follows:

\[
A_n = \text{Rot}(z, \theta_n) \text{Trans}(0, 0, d_n) \text{Trans}(a_n, 0, 0) \text{Rot}(x, a_n)
\]

\[
= \begin{bmatrix}
c_{\theta_n} & -s_{\theta_n}c_{\theta_1} & s_{\theta_2}a_{\theta_3} & a_\theta c_{\theta_n} \\
c_{\theta_1} & c_{\theta_1} & 0 & a_\theta c_{\theta_1} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

where Rot and Trans are the rotation and translation matrixes for each joint, respectively.

Figure 3. Coordinate systems of the WLKATA six-axis robotic arm.

3.1. Forward Kinematics

Taking the WLKATA robotic arm as an example, the transformation matrix \( T_6 \) of its end-effector is obtained by multiplying matrices \( A_1, A_2, A_3, A_4, A_5, A_6 \) of the six joints:

\[
A_1 = \begin{bmatrix}
c_{\theta_1} & 0 & s_{\theta_1} & 29.69c_{\theta_1} \\
s_{\theta_1} & 0 & -c_{\theta_1} & 29.69s_{\theta_1} \\
0 & 1 & 0 & 127 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
c_{\theta_2} & -s_{\theta_2} & 0 & 108c_{\theta_2} \\
s_{\theta_2} & c_{\theta_2} & 0 & 108s_{\theta_2} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]
3.2. Inverse Kinematics

Adding the squares of Equations (1)–(3): the end-effector is

\[
A_3 = \begin{bmatrix}
\cos\theta_3 & 0 & \sin\theta_3 & 20\cos\theta_3 \\
\sin\theta_3 & 0 & -\cos\theta_3 & 20\sin\theta_3 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad A_4 = \begin{bmatrix}
\cos\theta_4 & 0 & -\sin\theta_4 & 0 \\
\sin\theta_4 & 0 & \cos\theta_4 & 0 \\
0 & -1 & 0 & 168.98 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
A_5 = \begin{bmatrix}
\cos\theta_5 & 0 & -\sin\theta_5 & 0 \\
\sin\theta_5 & 0 & \cos\theta_5 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad A_6 = \begin{bmatrix}
\cos\theta_6 & -\sin\theta_6 & 0 & 0 \\
\sin\theta_6 & \cos\theta_6 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

The default position of the end-effector is calculated by setting \(\theta_n = 0\) for all joints as \(T_6 = A_1A_2A_3A_4A_5A_6 = \begin{bmatrix} 1 & 0 & 0 & 29.69 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 127 \\
0 & 0 & 0 & 1 \end{bmatrix} \) and \(A_2A_3A_4A_5A_6 = \begin{bmatrix} 1 & 0 & 0 & 137.69 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 127 \\
0 & 0 & 0 & 1 \end{bmatrix}\)

\[
A_3A_4A_5A_6 = \begin{bmatrix} 1 & 0 & 0 & 157.69 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 127 \\
0 & 0 & 0 & 1 \end{bmatrix} \quad A_4A_5A_6 = \begin{bmatrix} 1 & 0 & 0 & 157.69 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 127 \\
0 & 0 & 0 & 1 \end{bmatrix} \quad A_5A_6 = \begin{bmatrix} 1 & 0 & 0 & 157.69 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 127 \\
0 & 0 & 0 & 1 \end{bmatrix}
\]

Therefore, the default position of the end-effector is \( [157.69, 0, -41.98] \).

3.2. Inverse Kinematics

Inverse kinematics is used to determine the joint parameters for achieving the target position and posture. This is important in robotics because joint variables are used to control the motion of a robot. From the equations of forward kinematics, as shown above, we have \(T_6 = A_1A_2A_3A_4A_5A_6\) and therefore \(A_1^{-1} T_6 = A_2A_3A_4A_5A_6\) by the derivation below:

\[
\begin{bmatrix} C_1 & S_1 & 0 & -29.69 \\
0 & 0 & 1 & -127 \\
S_1 & -C_1 & 0 & 0 \\
0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} n_x & n_y & n_z & a_x & a_y & a_z & p_x & p_y & p_z \end{bmatrix} = \begin{bmatrix} \vdots & \vdots & \vdots & 108c_2 + 20c_2 + 168.98s_23 \\
\vdots & \vdots & \vdots & 108c_2 + 20c_2 - 168.98s_23 \\
\vdots & \vdots & \vdots & 0 \\
\vdots & \vdots & \vdots & 1 \end{bmatrix}
\]

The first three columns will affect the end-effector’s orientation, so the calculation is performed on the fourth column to derive the following three equations:

\[
C_1 p_x + S_1 p_y - 29.69 = 108c_2 + 20c_2 + 168.98s_23 \quad (1)
\]

\[
p_x - 127 = 108c_2 + 20c_2 - 168.98s_23 \quad (2)
\]

\[
S_1 p_x - C_1 p_y = 0 \quad (3)
\]

We can obtain \(S_1 p_x = C_1 p_y\) from Equation (3), which implies \(\tan\theta_1 = p_y / p_x\) and thus \(\theta_1 = \tan^{-1}(p_y / p_x)\). The following equation (useful for calculating \(\theta_3\)) can be obtained by adding the squares of Equations (1)–(3):

\[
p_x^2 + p_y^2 + p_z^2 - 58.38C_1 p_x + S_1 p_y - 254p_z + 29.69^2 + 127^2
\]

\[
= 108^2 + 20^2 + 168.98^2 + 2 \times 108 \times 20C_3 + 2 \times 108 \times 168.98S_3
\]
By letting $M_1 = p_x^2 + p_y^2 + p_z^2 - 58.38(C_1p_x + S_1p_y) - 254p_z + 29.69^2 + 127^2 - 108^2 - 20^2 - 168.98^2)/216$, it can be simplified as $M_1 = 20C_3 + 168.98S_3$ and thus

$$\theta_3 = \text{Atan}2\left(\frac{M_1 \pm \sqrt{20^2 + 168.98^2 - M_1^2}}{M_1}\right) - \text{Atan}2(20, 168.98) \quad (4)$$

We can obtain $A_3^{-1}A_2^{-1}A_1^{-1}T_{6} = A_4A_5A_6$ from $T_{6} = A_1A_2A_3A_4A_5A_6$ by the derivation of

$$A_3^{-1}A_2^{-1}A_1^{-1} = \begin{bmatrix} C_3 & S_3 & 0 & -20 \\ 0 & 0 & 1 & 0 \\ S_3 & -C_3 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} C_2 & S_2 & 0 & -108 \\ -S_2 & C_2 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} A_1^{-1} \quad \text{and thus}$$

$$A_3^{-1}A_2^{-1}A_1^{-1} = \begin{bmatrix} C_1C_{23} & S_1C_{23} & S_{23} & -29.69C_{23} - 127S_{23} - 108C_3 - 20 \\ S_1 & -C_1 & 0 & 0 \\ C_1S_{23} & S_1S_{23} & -C_{23} & -29.69S_{23} + 127C_{23} - 108S_3 \\ 0 & 0 & 0 & 1 \end{bmatrix} \quad (5)$$

From the fourth column of the above matrix, we can derive the following equation using the parameters of the WLKATA robotic arm in Figure 2 as

$$A_3^{-1}A_2^{-1}A_1^{-1} \begin{bmatrix} n_x \\ n_y \\ n_z \\ 0 \end{bmatrix} = A_4A_5A_6 \begin{bmatrix} \vdots \\ \vdots \\ \vdots \\ 168.98 \end{bmatrix} \quad (6)$$

and then combine Equations (5) and (6) to obtain

$$C_1C_{23}p_x + S_1C_{23}p_y + S_{23}p_z - 29.69C_{23} - 127S_{23} - 108C_3 - 20 = 0$$

After rearranging the above equation by combining the first three terms, we have

$$(C_1p_x + S_1p_y - 29.69)C_{23} + (p_z - 127)S_{23} = 108C_3 + 20$$

By letting $M_2 = (C_1p_x + S_1p_y - 29.69)$, $M_3 = (p_z - 127)$, and $M_4 = (108C_3 + 20)$, we obtain

$$\theta_{23} = \text{Atan}2\left(\frac{M_4 \pm \sqrt{M_2^2 + M_3^2 - M_4^2}}{M_4}\right) - \text{Atan}2(M_2, M_3) \quad (7)$$

Using the value of $\theta_{23}$ obtained from Equation (7), $\theta_2$ can be calculated as $\theta_{23} - \theta_3$. The three rear joints can be used to adjust the orientation of the end-effector on the robotic arm to keep it perpendicular to the platform for grasping an object easily. We have $\theta_5 = - (\theta_2 + \theta_3)$ and use the default value of $\theta_4 = 35^\circ$ to make the end-effector perpendicular to the platform when the WLKATA robotic arm is reset. If the attached tool is a suction cup, the value of $\theta_6$ can always remain unchanged. After calculating the joint parameters, we can move the robotic arm to a specified position according to the forward kinematics while maintaining the required orientation of the end-effector. The above derivations are also implemented in the control programs of the virtual robot.

### 3.3. Path Planning

A robot can move forward as planned using an AI algorithm to control its movement on the right track while avoiding obstacles to reach the target position. If the robot’s path is represented by a cubic polynomial $x(t)$ for a continuous time interval $0 \leq t \leq t_f$, given the
initial position \( x_i = x(0) \) and the end position \( x_f = x(t_f) \), we have the following equations to describe the state variable \( x(t) \) in the path:

\[
x(t) = a_3 t^3 + a_2 t^2 + a_1 t + a_0
\]

\[
\dot{x}(t) = 3a_3 t^2 + 2a_2 t + a_1
\]

\[
\ddot{x}(t) = 6a_3 t + 2a_2
\]

The above equations can be used to calculate each point of \( x(t) \) in the path with primary differential continuity along the path connecting the two segments. Assuming that the speeds of the robot’s starting point and end point are 0, we can calculate the coefficients of the path equation according to the following boundary conditions:

\[
\begin{cases}
  x(t_i) = x_i \\
  x(t_f) = x_f \\
  x(0) = 0 \\
  x(t_f) = 0
\end{cases}
\]

(11)

The four conditions in Equation (11) can be used to solve the four unknown coefficients \( a_0, a_1, a_2 \) and \( a_3 \) in the cubic polynomial

\[
\begin{bmatrix}
  1 & t_i & t_i^2 & t_i^3 \\
  1 & t_f & t_f^2 & t_f^3 \\
  0 & 1 & 2t_i & 3t_i^2 \\
  0 & 1 & 2t_f & 3t_f^2
\end{bmatrix}^{-1}
\begin{bmatrix}
  a_0 \\
  a_1 \\
  a_2 \\
  a_3
\end{bmatrix}
= 
\begin{bmatrix}
  x(t_i) \\
  x(t_f) \\
  x(0) \\
  x(t_f)
\end{bmatrix}
\]

(12)

Multiply both sides of Equation (12) by the inverse matrix of the time parameters

\[
\begin{bmatrix}
  1 & t_i & t_i^2 & t_i^3 \\
  1 & t_f & t_f^2 & t_f^3 \\
  0 & 1 & 2t_i & 3t_i^2 \\
  0 & 1 & 2t_f & 3t_f^2
\end{bmatrix}^{-1}
\begin{bmatrix}
  a_0 \\
  a_1 \\
  a_2 \\
  a_3
\end{bmatrix}
= 
\begin{bmatrix}
  x(t_i) \\
  x(t_f) \\
  x(0) \\
  x(t_f)
\end{bmatrix}
\]

(13)

and we can obtain the coefficients of the cubic polynomial as

\[
\begin{bmatrix}
  a_0 \\
  a_1 \\
  a_2 \\
  a_3
\end{bmatrix}
= 
\begin{bmatrix}
  1 & t_i & t_i^2 & t_i^3 \\
  1 & t_f & t_f^2 & t_f^3 \\
  0 & 1 & 2t_i & 3t_i^2 \\
  0 & 1 & 2t_f & 3t_f^2
\end{bmatrix}^{-1}
\begin{bmatrix}
  x_i \\
  x_f \\
  0 \\
  0
\end{bmatrix}
\]

(14)

We need to use a higher-order polynomial to define the continuity of acceleration in the moving path within \([A, B]\) by the following conditions:

\[
x_A(t^+) = x_A(t^-), \dot{x}_A(t^+) = \dot{x}_A(t^-)
\]

\[
x_B(t^+) = x_B(t^-), \dot{x}_B(t^+) = \dot{x}_B(t^-)
\]

\[
x_A(t^+) = x_A(t^-), \ddot{x}_A(t^+) = \ddot{x}_A(t^-)
\]

\[
x_B(t^+) = x_B(t^-), \ddot{x}_B(t^+) = \ddot{x}_B(t^-)
\]

If the symmetry of the acceleration at the starting and end points is used, it can be reduced from the fifth-order to the fourth-order polynomial, as shown below:

\[
x(t) = a_4 t^4 + a_3 t^3 + a_2 t^2 + a_1 t + a_0
\]

\[
\dot{x}(t) = 4a_3 t^3 + 3a_3 t^2 + 2a_2 t + a_1
\]

\[
\ddot{x}(t) = 12a_3 t^2 + 6a_3 t + 2a_2
\]
In addition to moving the end-effector to the target position, we can perform path planning to simulate the movement of characters or vehicles in computer games, and the goal is to reach the target position from the starting point through continuous actions while avoiding collisions with obstacles during the movement.

### 3.4. Digital Twin

A digital twin is a concept that integrates virtual and physical elements, commonly utilized in simulating the behavior of physical entities in a virtual space. In this study, a 3D model of the WLKATA six-axis robotic arm is developed using Blender 4.0 and Unity3D 2020 and installed on the Meta Quest 3 VR headset as the digital twin. The virtual robotic arm’s appearance and structure resemble the WLKATA six-axis robotic arm. Figure 4 shows the shaded 3D model of the virtual robotic arm created by Blender. After designing the user interface with Unity 3D, the application software is exported to the Meta Quest 3, manufactured by Meta Platforms, Inc. in Menlo Park, California, USA, to provide the user with an immersive operating experience.

![Figure 4. Creating a 3D model of a virtual robotic arm using Blender.](image)

For convenience, the user control panel is incorporated into the virtual platform with buttons and scroll bars for adjusting the angles of the six joints to simulate the operability of a physical robotic arm. When users operate the control panel in the virtual platform, the corresponding joints of the virtual robotic arm will rotate, and the control commands for the real robot can also be obtained. These commands are transmitted via the serial port to the physical robotic arm, ensuring synchronization between the virtual and physical robotic arms to achieve a coherent linkage with each other.

A C# program is used for serial-port communication to establish the connection between the virtual and physical robotic arms. The joint parameters of the virtual robotic arm are obtained from the control panel and transmitted to the serial port of the physical robot to control its motion. For example, sending the command "M21 G90 G01 X0.00 Y-35 Z40 A30 B-90 C0.00 F2000.00" with the coordinate angles of the six joints to the physical robotic arm will move the end-effector to the specified position. The command "$h" is the reset instruction that brings the robotic arm to its default position and orientation.

Using the Meta Quest 3 VR headset, Unity3D, and C# language, this study created a digital twin to simulate the motion of a robotic arm in a real environment. Users can change the angle of any joint by dragging the scroll bar or performing fine-tuning by pressing the ‘plus’ or ‘minus’ button. Serial-port communication with a physical robotic arm connects the virtual and physical environments and allows users to understand the applications of digital twins and their impacts on industries, education, and beyond, enhancing the effectiveness of learning robotics and operational training.

The virtual robotic arm developed in this study can utilize the images received by a robot vision system to obtain the current position and important features of a target object.
Then, the joint parameters can be calculated through inverse kinematics to perform the task of grasping the object. The development of the virtual robotic arm is based on the Microsoft Windows 10 OS environment. This requires the design of C# programs and the utilization of a VR suite to complete the triggering of a virtual object with interactive functions in the virtual world. When the virtual robotic arm is completed, learners can operate it individually (Figure 5) or use it to control the physical robot (Figure 6).

![Figure 5. Developing a digital twin for the WLKATA robotic arm.](image)

![Figure 6. Using the digital twin to control the physical robotic arm.](image)

The external sensors of a robot are mainly used to obtain important information from the work environment, such as the features of an object and its position or the status of whether the object is firmly grasped. Common types of robot sensors include the visual system and tactile sensors. In this study, the virtual robotic arm receives data from the robot vision system to determine the current position and features of an object (Figure 7) and then calculates the joint parameters by the formula of inverse kinematics. After that, both the virtual and physical robots can accurately perform the task of grasping the object. The major technical challenge encountered in the study was to ensure the digital twin’s accuracy, which was overcome after the cooperation of the research team in adjusting the virtual robot’s parameters and fine-tuning the 3D model. Finally, both the virtual and physical robots can move to the same position with the same orientation.

There are three major components in a robot vision system, that is, image acquisition, image processing and analysis, and image output or display. A typical robot vision system also includes a light source, optical imaging module, image capture module for image acquisition and digitization, intelligent image processing module, and control module for...
executing tasks. When playing a chess game, the robot can obtain the chessboard image through the vision system, digitize it to understand the current game status, and then use image processing and decision-making modules to determine the next move and calculate the chess position for movement. Figure 8 shows a flowchart for detecting an object using the robot vision system.

![Flowchart for detecting an object using the robot vision system.](image)

**Figure 7.** Developing a robot vision system for grasping an object.

**Figure 8.** Flowchart for detecting an object using the robot vision system.

The robot vision system reads the image obtained from the camera and uses QR codes to identify the position of an object inside the working area. The image is converted from RGB to HSB format to facilitate segmentation and obtain the features of the object, including its color, shape, and position. After that, the feature data are transmitted to the VR system to create a virtual object as a digital twin of the real object.

4. Teaching Experiment

A quasi-experimental research design with non-equivalent groups was adopted in this study to evaluate the performance of the integrated robot learning system. Seventy-five students (ages 16–18) from a senior high school in Hsinchu, Taiwan, were selected as the research subjects: 40 students as the control group (using the traditional teaching method) and 35 students as the experimental group (using the integrated robot learning system). In this study, the independent variable is the teaching method; learning effectiveness, cognitive load, and learning motivation are dependent variables; background knowledge
of robotics is the covariate; and learning content, learning time, and the instructor are the control variables (Figure 9).

![Research variables in the quasi-experimental research design.](image)

This teaching experiment aims to analyze the impacts of different teaching methods on the learning effectiveness of robotics. Questionnaires were employed to examine the cognitive load and learning motivation of the two groups, as well as the experimental group’s technology acceptance of the integrated robot learning system. Additionally, the researchers gathered the instructor’s opinions after implementing virtual reality for learning robotics, providing valuable insights for system improvement. The research tools in this study include data collection instruments (achievement tests and questionnaires), data analysis software (SPSS 26.0), and learning instruments.

- **Achievement test**

  To compare the learning effectiveness of the two groups, this study created an achievement test based on custom learning content covering industrial robots, forward kinematics, inverse kinematics, digital twins, and robot applications. Science teachers and robotics experts were invited to review and revise the questions for validity and alignment with the study’s learning objectives. The test consists of twelve multiple-choice questions, each with four options (see Appendix A), and each correct answer earns one point, with higher scores indicating better learning achievement.

- **Learning motivation questionnaire**

  To assess differences in learning motivation using various methods, this study revised Wang and Chen’s [50] motivation scale and consulted experts for validity. The questionnaire uses a five-point Likert scale (strongly agree = 5 to strongly disagree = 1) and includes five items with a Cronbach’s $\alpha$ of 0.925.

- **Cognitive load questionnaire**

  To assess the differences in cognitive load from various learning methods, this study used Hwang et al.’s [51] cognitive load scale and consulted experts for validity. The questionnaire employed a five-point Likert scale (strongly agree = 5 to strongly disagree = 1) with five items and Cronbach’s $\alpha$ of 0.836.

- **Technology acceptance questionnaire**

  To assess the experimental group’s attitudes toward the integrated robot learning system, this study designed a satisfaction questionnaire based on the technology acceptance model [52] and validated it with experts. The questionnaire uses a five-point Likert scale (strongly agree = 5 to strongly disagree = 1) and includes thirteen items, with a Cronbach’s $\alpha$ of 0.915.

- **The integrated robot learning system**

  In this study, a 3D model of the WLKATA six-axis robotic arm manipulator was developed using Blender and Unity3D. It was installed on the Meta Quest 3 VR headset as...
a digital twin. The appearance and structure of the virtual robotic arm are the same as those of the WLKATA six-axis robot arm manipulator. Users can control the virtual robotic arm to achieve the designated position by setting the joint parameters or using the parameters calculated from inverse kinematics. They can also understand the principle of digital twins by observing the synchronous motion between virtual and physical robots.

- VR headset

Users can wear the Meta Quest 3 headset to operate the digital twin to complete learning tasks. This advanced VR device with mixed-reality capability offers a highly interactive and immersive experience, allowing users to engage with both virtual and real environments. It is ideal for observing and experiencing scenarios like archaeological sites, science experiments, and cultural events. The Meta Quest 3 headset also features advanced hand tracking, enabling interaction with the virtual world through gestures.

- SPSS software

The SPSS (Statistical Package for the Social Sciences) is a comprehensive software suitable for data management and statistical analysis in social science research. It provides tools for performing a wide range of statistical tests, data manipulation, and visualization and features an intuitive interface, making it accessible to users with varying levels of statistical expertise. SPSS supports various data formats and offers advanced analytical techniques, such as regression, ANOVA, factor analysis, and non-parametric tests, helping researchers and analysts derive meaningful insights from their data. The research tools and statistical methods for the research questions are listed in Table 1.

<table>
<thead>
<tr>
<th>Research Question</th>
<th>Research Tool</th>
<th>Statistical Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Does the CPRLS improve students' learning achievement in robotics compared to traditional teaching methods?</td>
<td>Achievement test</td>
<td>Paired sample ( t )-test and one-way ANCOVA</td>
</tr>
<tr>
<td>Does the CPRLS enhance students' motivation to learn robotics more than traditional teaching methods?</td>
<td>Learning motivation questionnaire</td>
<td>Independent samples ( t )-test</td>
</tr>
<tr>
<td>Does the CPRLS incur less cognitive load in learning robotics compared to traditional teaching methods?</td>
<td>Cognitive load questionnaire</td>
<td>Independent samples ( t )-test</td>
</tr>
<tr>
<td>What is the students' level of satisfaction after using the CPRLS for learning robotics?</td>
<td>Satisfaction questionnaire</td>
<td>Descriptive statistics</td>
</tr>
</tbody>
</table>

5. Experimental Results

This study conducted a teaching experiment to compare learning effectiveness in robotics as well as learning motivation and cognitive load between the two groups to evaluate the integrated robot learning system. Data collected included pre-test and post-test scores, as well as responses to learning motivation, cognitive load, and satisfaction questionnaires. The statistical analysis results are described as follows.

5.1. Learning Effectiveness

As shown in Table 2, the experimental group had a pre-test mean of 3.60, with a standard deviation of 1.70, and a post-test mean of 8.71, with a standard deviation of 2.97. The control group had a pre-test mean of 2.93 with a standard deviation of 1.40 and a post-test mean of 3.75 with a standard deviation of 1.78. The post-test mean of the experimental group is notably higher than that of the control group. Additionally, the post-test scores of the control group have a smaller standard deviation, indicating a more concentrated score distribution compared to the experimental group.

To determine if there is significant progress between the pre-test and post-test scores of the experimental and control groups, a paired sample \( t \)-test was conducted. Table 3 shows that the experimental group had an average difference of \(-5.114\), with a standard deviation of 3.367, while the control group had an average difference of \(-0.825\), with a
standard deviation of 1.893. These results indicate that the experimental group made more progress than the control group.

Table 2. Experimental results of the pre-test and post-test scores for both groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>Pre-Test Mean</th>
<th>Pre-Test S.D.</th>
<th>Post-Test Mean</th>
<th>Post-Test S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>3.60</td>
<td>1.70</td>
<td>8.71</td>
<td>2.97</td>
</tr>
<tr>
<td>Control</td>
<td>2.93</td>
<td>1.40</td>
<td>3.75</td>
<td>1.78</td>
</tr>
</tbody>
</table>

Table 3. Experimental results of paired sample t-test results between the two groups.

<table>
<thead>
<tr>
<th>Source</th>
<th>Mean</th>
<th>S.D.</th>
<th>t</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>−5.114</td>
<td>3.367</td>
<td>8.895</td>
<td>&lt;0.001 ***</td>
</tr>
<tr>
<td>Control</td>
<td>−0.825</td>
<td>1.893</td>
<td>2.756</td>
<td>0.009 **</td>
</tr>
</tbody>
</table>

**p < 0.01, ***p < 0.001.

As shown in Table 3, the t-value for the experimental group before and after treatment is 8.895, with a p-value of less than 0.001, indicating a high level of significance. For the control group, the t-value is 2.756, and the p-value is 0.009, indicating a medium level of significance. These results suggest that both the integrated robot learning system and traditional teaching materials with real robot operations can improve learning effectiveness. However, to determine whether there is a significant difference in learning effectiveness between the two groups, an analysis of covariance (ANCOVA) is required.

Before conducting the ANCOVA, this study used the homogeneity test of regression coefficients to confirm that the variances of both groups are consistent to support the acceptance of the null hypothesis. The test for homogeneity of regression coefficients (F = 0.828, p = 0.366) indicated that the experimental and control groups have consistent regression slopes, allowing for the application of ANCOVA.

This study conducted an ANCOVA with pre-test scores as the covariate, post-test scores as the dependent variable, and learning methods as the independent variable to determine if different learning methods affect learning effectiveness. As shown in Table 4, the difference in learning effectiveness between the two groups is highly significant, with F = 71.868 and p < 0.001. Based on the previous analysis, the experimental group showed more progress than the control group, indicating that the integrated robot learning system is more effective than the traditional method for learning robotics.

Table 4. Comparing the learning effectiveness of the two groups by ANCOVA.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type III Sum of Squares</th>
<th>Freedom</th>
<th>F</th>
<th>Significance</th>
<th>η²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-test</td>
<td>7.501</td>
<td>1</td>
<td>1.301</td>
<td>0.258</td>
<td>0.018</td>
</tr>
<tr>
<td>Group</td>
<td>414.382</td>
<td>1</td>
<td>71.868</td>
<td>&lt;0.001 ***</td>
<td>0.500</td>
</tr>
<tr>
<td>Deviation</td>
<td>415.141</td>
<td>71</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum</td>
<td>3643.000</td>
<td>75</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

***p < 0.001.

Table 5. Mean scores and standard deviations for learning motivation.

5.2. Learning Motivation

In this study, we calculated the response scores for learning motivation and performed an independent samples t-test to determine whether there was a significant difference between the two groups. Table 5 presents the mean scores and standard deviations, where the experimental group has a mean score of 3.994 with a standard deviation of 0.735, while the control group has a mean score of 3.290 with a standard deviation of 0.923. As we can see, the experimental group’s mean score is higher, and their score distribution is more concentrated compared to the control group.
Further analysis revealed $t = 3.621$ and $p < 0.001$, indicating a significant difference in learning motivation between the two groups due to using different learning methods. The integrated robot learning system resulted in higher learning motivation than the traditional method. This is likely because the virtual reality system’s features—immersion, interaction, and imagination—enhanced students’ motivation. A comparison of learning motivation for individual questions between the two groups is shown in Table 6. It can be seen that all questions have achieved a significant difference. Especially, Question 3 “This method can increase my intention in learning robotics” has achieved a high level of significance ($p < 0.001$), supporting the finding that the integrated robot learning system can enhance students’ motivation to learn robotics.

5.3. Cognitive Load

In this study, we calculated the response scores for cognitive load and performed an independent samples $t$-test to determine if there was a significant difference between the two groups. Table 7 presents the mean scores and standard deviations of both groups, where the experimental group has a mean score of 2.149 with a standard deviation of 0.676, while the control group has a mean score of 2.970 with a standard deviation of 0.714. The experimental group’s mean score is higher and their score distribution is more concentrated compared to the control group.

Further analysis revealed $t = -5.094$ and $p < 0.001$, indicating a significant difference in cognitive load between the two groups due to the different learning methods. The integrated robot learning system incurred a lower cognitive load than the traditional method. This is likely because interaction with the digital twin and visualizing synchronous motion between virtual and physical robots can help learners understand robot kinematics and digital twins, which is effective in reducing the cognitive load for the experimental group. A comparison of the cognitive load for individual questions is shown in Table 8. Most questions have achieved a significant difference except Question 3 “I think this learning method cannot reduce the time pressure in learning robotics” ($p = 0.108$), indicating
both learning methods required about the same amount of time in learning robotics. In addition, the first two questions have a high level of significance ($p < 0.001$), supporting the finding that the integrated robot learning system can reduce the cognitive load in learning robotics.

**Table 8.** The mean, standard deviation, and significance of cognitive load for both groups.

<table>
<thead>
<tr>
<th>Evaluation Items</th>
<th>Experimental Group</th>
<th>Control Group</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. I find the forward kinematics of robots difficult to understand.</td>
<td>2.03 0.79</td>
<td>3.20 0.96</td>
<td>0.000 ***</td>
</tr>
<tr>
<td>2. I find the inverse kinematics of robots difficult to understand.</td>
<td>2.11 0.96</td>
<td>3.80 0.84</td>
<td>0.000 ***</td>
</tr>
<tr>
<td>3. I think this learning method cannot reduce the time pressure in learning robotics.</td>
<td>2.20 0.83</td>
<td>2.45 0.80</td>
<td>0.108</td>
</tr>
<tr>
<td>4. I think this learning method cannot reduce the frustration in learning robotics.</td>
<td>2.26 0.70</td>
<td>2.70 0.89</td>
<td>0.014 *</td>
</tr>
<tr>
<td>5. I think this learning method cannot reduce the mental stress in learning robotics.</td>
<td>2.14 0.73</td>
<td>2.70 0.92</td>
<td>0.004 **</td>
</tr>
</tbody>
</table>

$^* p < 0.05$, $^{**} p < 0.01$, $^{***} p < 0.001$.

### 5.4. System Satisfaction Analysis

This study used the technology acceptance model (TAM) to evaluate the experimental group’s attitudes toward the integrated robot learning system. Table 9 shows an overall average satisfaction score of 4.16, with a standard deviation of 0.54, indicating a generally positive attitude. The dimensional mean scores are 4.29 for perceived usefulness, 4.05 for perceived ease of use, and 4.10 for behavioral intention. The average scores of all questions, except Question 10, are greater than 4, indicating the degrees of acceptance are mostly within the range of “strongly agree” and “agree”. According to the score (3.86) and description of Question 10 “I can use virtual robots to complete other tasks even if no one is there to tell me how to do it”, there is still room for improving the system’s “ease of use” by offering more on-demand support.

**Table 9.** TAM questionnaire results for the integrated robot learning system.

<table>
<thead>
<tr>
<th>Technology Acceptance Model</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived Usefulness (Mean = 4.29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. I think the integrated robot learning system can help me understand the principles of forward kinematics.</td>
<td>4.34</td>
<td>0.59</td>
</tr>
<tr>
<td>2. I think the integrated robot learning system can help me understand the principles of inverse kinematics.</td>
<td>4.31</td>
<td>0.58</td>
</tr>
<tr>
<td>3. I think the integrated robot learning system can help me understand the digital twin and its functionality.</td>
<td>4.29</td>
<td>0.67</td>
</tr>
<tr>
<td>4. I think the visual effects of virtual reality can help me understand the movement and paths of robots in three-dimensional space.</td>
<td>4.34</td>
<td>0.68</td>
</tr>
<tr>
<td>5. I think the integrated robot learning system can provide me with more specific knowledge about robots.</td>
<td>4.17</td>
<td>0.71</td>
</tr>
<tr>
<td>Perceived Ease of Use (Mean = 4.05)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. I find the operation method of the virtual robot simple and easy to use.</td>
<td>4.11</td>
<td>0.68</td>
</tr>
<tr>
<td>7. I find the user interface of the integrated robot learning system clear and easy to understand.</td>
<td>4.17</td>
<td>0.71</td>
</tr>
<tr>
<td>8. I can easily complete the assigned tasks using the virtual robot.</td>
<td>4.03</td>
<td>0.95</td>
</tr>
<tr>
<td>9. I find the description and explanation of the teaching materials in the integrated robot learning system clear and easy to understand.</td>
<td>4.09</td>
<td>0.89</td>
</tr>
<tr>
<td>10. I can use the virtual robot to complete other tasks if no one is there to tell me how to do them.</td>
<td>3.86</td>
<td>0.98</td>
</tr>
<tr>
<td>Behavioral Intention (Mean = 4.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. I am willing to use the integrated robot learning system to learn robotics.</td>
<td>4.17</td>
<td>0.79</td>
</tr>
<tr>
<td>12. When I want to study robotics, I will use the integrated robot learning system.</td>
<td>4.11</td>
<td>0.80</td>
</tr>
<tr>
<td>13. When I need to learn robot-related content in the future, I am willing to use the integrated robot learning system in the future.</td>
<td>4.03</td>
<td>0.79</td>
</tr>
<tr>
<td>Overall technology acceptance</td>
<td>4.16</td>
<td>0.54</td>
</tr>
</tbody>
</table>

The experimental results indicate that the use of VR technology in robotics education can substantially improve students’ comprehension and mastery of complex robotics concepts, such as forward kinematics, inverse kinematics, and path planning, compared
to traditional methods. The immersive and interactive nature of the VR-based CPRLS has been shown to boost students’ engagement and interest in learning robotics, addressing the common issue of low motivation associated with conventional educational approaches. Furthermore, by simplifying and visualizing complex robot kinematics through a digital twin, the VR system reduces the cognitive load, making it easier for students to grasp difficult concepts and enhancing their overall learning experience.

Additionally, the questionnaire results reveal high levels of student satisfaction with the CPRLS, indicating that the VR system is user-friendly and effective as a learning tool. This positive user experience suggests that VR technology can be widely accepted and adopted in STEM education. This research also sets a precedent for future innovations in educational tools by providing evidence for the successful integration of VR technology in robotics education. By demonstrating the practical application of digital twins in an educational context, this study contributes to the broader field of digital twin technology, showing its potential beyond industrial applications. Therefore, the integration of VR and digital twin technology can provide more effective, engaging, and accessible learning experiences in robotics and other complex subjects.

6. Discussion

The objective of this study is to develop an integrated robot learning system using VR technology and evaluate its performance through a teaching experiment. The system aims to provide an immersive and interactive environment for learning robotics, particularly focusing on forward kinematics, inverse kinematics, and digital twins. By leveraging VR technology, this study seeks to visualize complex robotics concepts in a more intuitive and comprehensible manner, allowing learners to manipulate the digital twin of a physical robotic arm and observe their synchronous motion in real-time.

The integrated robot learning system developed in this study differs from those developed in previous studies in the following ways. Unlike Verner et al. [34] and Adami et al. [35], who focused on AR and VR for integrative thinking skills and human-robot interaction, respectively, our study emphasizes simplifying and visualizing complex robot kinematics to reduce learners’ cognitive load using VR technology. While Malik et al. [36] and Tzafestas and Alifragis [38] explored VR applications in manufacturing and engineering education, our study created an immersive and interactive environment specifically tailored for learning robotics, which enhances the practical understanding of robotics. Heradio et al. [37] and Bencomo et al. [40] reviewed virtual and remote labs without considering the incurred cognitive load, but our study integrated VR technology to effectively reduce cognitive load by making robot kinematics more accessible and engaging. Our experimental results also support Artino’s suggestion of instructional design [10], which can effectively reduce the cognitive load and enhance learning motivation. This study utilized VR technology to simplify and visualize robot kinematics and to create an immersive and interactive environment to enhance learning outcomes. Alimisis [39] and Gomes and Bogosyan [41] focused on educational robotics and remote labs by discussing their advantages and limitations, but our study combined VR technology to develop a more comprehensive and interactive educational tool to enhance the learning experience in robotics.

The integrated robot learning system successfully replicates the principles of robot kinematics, including forward and inverse kinematics. This could ensure that the virtual and physical robotic arms move synchronously in response to user inputs by calculating the joint parameters to control the robotic arms accurately. From an educational standpoint, users may find the integrated robot learning system effective in conveying complex robotics concepts in an understandable way. The results of the achievement test reveal that the learning effectiveness of the experimental group is better than that of the control group, indicating the integrated robot learning system is more effective in helping students understand the principles of robotics and their applications in daily life. This provides a clear answer to the first research question: There is a significant difference in students’
learning achievement when utilizing the integrated robot learning system for learning robotics compared to traditional teaching methods.

The integrated robot learning system provides a freely available educational tool for teachers, students, and the general public, contributing to the promotion of science popularization and STEM education in two ways: (1) Accessibility: By making the system freely available, it ensures equitable access to high-quality educational resources for individuals from diverse backgrounds and geographic locations, regardless of financial or locational constraints. (2) Engaging learning experience: The interactive and immersive nature of the VR-based learning environment can captivate learners’ interest and foster active engagement with the concepts of robotics and digital twins, enhancing their understanding and retention of robotics and its operating principles. The questionnaire results reveal that interacting with the virtual robotic arms enhanced their understanding of kinematics principles and improved their ability to comprehend abstract robotics concepts. Additionally, the questionnaire results reveal that the integrated robot learning system can enhance learning motivation and reduce cognitive load in learning robotics. This clearly answers the second and third research questions.

The integrated robot learning system can illustrate the principles of forward and inverse kinematics, as well as the concepts of digital twins, displaying the capability of VR technology as a tool for learning robotics. When operating in an integrated learning environment, learners may gain practical experience to enhance their understanding of a robot system and its control mechanisms. Users can understand abstract concepts through interactive operation, which is useful for enhancing their comprehension and retention of robotics and digital twins. They can also manipulate a virtual robotic arm and perform tasks in a user-friendly and intuitive manner. According to the results of the technology acceptance model questionnaire, students were satisfied with the ease of use and usefulness of the integrated robot learning system, and they had the intention to use the system for learning robotics in the future. This answers the fourth research question.

A systematic review by Luo et al. [24] discusses the effectiveness of virtual reality in K-12 and higher education. The findings indicate that VR can significantly increase engagement and motivation in learning environments, which is similar to the experimental results obtained using the integrated robot learning system developed in this study. An example of the interaction between virtual and physical experiments in [30] highlights the complementary nature of VR and physical learning tools in education, which can lead to better learning outcomes. This supports the idea that integrating robotic systems with virtual learning mechanisms can provide a comprehensive and satisfying learning experience. The VR system for astronomy education presented in [31] demonstrates how VR can enhance the understanding of complex concepts through immersive and interactive experiences, which aligns with the reported simplicity and effectiveness of the integrated robot learning system. The study by Lee et al. [32] used structural modeling to show how desktop VR can improve learning outcomes by providing interactive and engaging learning experiences. This also supports the notion that the interactive nature of a robot learning system enhances learning satisfaction and intention to use it in the future. The use of a VR environment for industrial robot control and path design proposed in [33] emphasizes the practical applications and effectiveness of VR in complex learning scenarios. This justifies the usefulness of the integrated robot learning system in providing practical and hands-on learning experiences that are both engaging and effective.

The availability of the integrated robot learning system as a freely accessible educational tool allows for flexible learning modalities that accommodate various learning styles and preferences. Users can engage with the system at their own pace and convenience, supplementing traditional classroom instruction or independent study. Teachers can incorporate the integrated robot learning system into their curriculum to enrich classroom instruction and promote cooperative learning activities. Students can collaborate on robotics projects, share insights, and collectively solve problems to foster teamwork spirit. By promoting science popularization and STEM education, the integrated robot
learning system is aligned with broader initiatives aimed at cultivating interest and proficiency in the fields of science, technology, engineering, and mathematics, contributing to workforce development and societal progress. After the teaching experiment, a series of activities, including workshops and short courses, were conducted in northern Taiwan for the promotion of STEM education and science popularization (Figure 10).

**Figure 10.** Promotional activities in STEM education conducted in Hsinchu, Taiwan.

### 7. Conclusions and Future Works

This study used VR technology to simplify and visualize the complex principles of robotics by providing an immersive and interactive learning environment, allowing learners to change the joint parameters of a robotic arm to achieve the designated position. Given the target position, the integrated robot learning system can use inverse kinematics to calculate the joint parameters, enabling precise control of the robotic arm to move its end-effector to the specified location. This study developed a digital twin using VR technology, allowing learners to monitor the current status of a physical robot from a virtual platform and control its movement by sending commands through the communication port. The results of the achievement tests show that the integrated robot learning system is more effective than the traditional teaching method in learning robotics. The questionnaire results show that most users were satisfied with the integrated robot learning system and considered that it could enhance their learning motivation and reduce their cognitive load.

By creating a more intuitive and realistic environment, VR can enhance the learning experience through diverse and complementary perspectives. The integrated robot learning system transforms complex robot kinematics into a straightforward and understandable learning experience. A series of promotional activities have been conducted in northern Taiwan to achieve the goals of science popularization and STEM education. The objective is to foster the interest and enthusiasm of students in learning robotics, prepare them to face challenges in the digital age and empower them to make meaningful contributions to the country and enhance human welfare.

The theoretical contributions of this study can be described based on its technological aspects and teaching experimental results. Firstly, the integrated robot learning system developed in this study advances the understanding of how VR and digital twin technology can be effectively incorporated into educational systems to simplify and visualize complex concepts, such as those found in robotics. This integration provides a new theoretical framework for enhancing students’ cognitive processes and learning effectiveness by reducing their cognitive load through immersive and interactive learning environments. The findings of the experimental results support the notion that VR technology can significantly improve comprehension and mastery of intricate topics, offering an alternative to tradi-
tional teaching methods that often rely heavily on abstract mathematical calculations and coordinate transformations.

Secondly, this study contributes to the body of knowledge about the impact of VR on student motivation and engagement. The experimental results showed that the integrated robot learning system can increase interest and participation in challenging subjects, such as robotics. This provides empirical evidence of the motivational benefits of immersive learning technologies. This insight helps refine educational theories related to student engagement and motivation, particularly in STEM education. Furthermore, the reported high levels of student satisfaction underscore the potential of VR and digital twin technologies to enhance the overall learning experience, paving the way for broader adoption and further theoretical exploration of these technologies in diverse educational contexts. The integrated robot learning system can be applied to various learning topics in STEM education, and our future work will include the extension of educational applications to:

- Learning geometric shapes and spatial concepts
  Students can learn the concepts of geometric shapes and spatial positions using the virtual robot developed in this study through interactive operation and visual simulation. They can control the virtual robot to pick up objects with various geometric shapes and place them into designated boxes. Users can interact with the robot by identifying the same shape from a list of objects. The robot can also be used to display the concepts of spatial positioning, such as above, below, in front of, and behind, for small children. They can control the robot to move an object to a specified position relative to other objects in the virtual environment. The robot can also be used in sorting activities, where users must control the robot to pick up objects according to their shapes or colors.

- Learning vector operation and rotation in 3D space
  The movement of the robotic arm is determined based on coordinate transformations. Therefore, operating a robotic arm can help users develop the concepts of vector addition and rotation in 3D space. It can be used to demonstrate vector addition by specifying different segments of the robotic arm as the vectors for addition. Users can rotate one or more joints to observe the movement of the end-effector and understand how a vector addition or rotation is performed by checking the magnitude and direction of the resultant vector. The robotic arm can also display the rotation of the end-effector in 3D space using input parameters (e.g., the angles and joints for rotation) from the control panel. The robotic arm can display the result of rotation so users can see how an object or vector rotates around the designated axis and understand the effects of rotation. The hands-on experiences not only enhance learning motivation but also empower users to develop proficiency in spatial concepts and 3D geometric operations.
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Appendix A
Achievement Test (12 multiple-choice questions)
1. ( ) Which of the following statements about industrial six-joint manipulators is correct?
   A. The first and the last joints have angle limitations, while the other four joints do not.
   B. They can operate successfully even without any prismatic joints.
   (A) Only A is correct (B) Only B is correct (C) Both are correct (D) Both are incorrect

2. ( ) How is an industrial six-joint manipulator usually designed to control each joint?
   (A) The first and the last joints control rotation, while the other joints control position.
   (B) The first two joints control rotation, while the other joints control position.
   (C) The first three joints control rotation, while the other joints control position.
   (D) The first three joints control position, while the other joints control rotation.

3. ( ) Which of the following statements about industrial six-joint manipulators is correct?
   A. Adjusting the first joint does not change the position of the end-effector.
   B. When the last joint is adjusted, the end-effector does not change its position.
   (A) Only A is correct (B) Only B is correct (C) Both are correct (D) Both are incorrect

4. ( ) Which of the following statements about forward and inverse kinematics is correct?
   A. Because each joint may have its own angle limitations, inverse kinematics may not always have a solution.
   B. If there is a candy on the table and I want to find the angles of all joints to grab it, I need to use forward kinematics.
   (A) Only A is correct (B) Only B is correct (C) Both are correct (D) Both are incorrect

5. ( ) Which of the following statements about forward and inverse kinematics is correct?
   A. Inverse kinematics, setting all parameters to 10 means that each joint of the robot arm rotates 10 degrees clockwise.
   B. In forward kinematics, the position of the end-effector may change even if only one joint parameter is changed.
   (A) Only A is correct (B) Only B is correct (C) Both are correct (D) Both are incorrect

6. ( ) Which point can the end-effector move to from (−6, 8, 6) by adjusting only the first joint?
   (A) (−10, 0, 6) (B) (−6, 8, 0) (C) (6, −8, 0) (D) (6, −6, 8)

7. ( ) Which point can the end-effector move to from (9, 12, 6) by adjusting only the first joint?
   (A) (6, 12, 6) (B) (12, 9, 0) (C) (0, 15, 6) (D) (9, 12, 0)

8. ( ) If the end-effector moves from (17, 0, 9) to (9, 0, 17) and you only want to adjust the first joint, what is the difference between the new and old joint parameters of the first joint?
   (A) 45 (B) 90 (C) 180 (D) It’s impossible to adjust only the first joint.
9. ( ) If the end-effector moves from (17, 0, 9) to (0, 17, 9) and you only want to adjust the first joint,
   What is the difference between the new and old joint parameters of the first joint?
   (A) 45 (B) 90 (C) 180 (D) It’s impossible to adjust only the first joint.

10. ( ) Which set of joint parameters (J1, J2, J3, J4, J5, J6) can make the end-effector perpendicular to the platform?
    (A) (60, 30, −30, 0, 0, −10) (B) (0, 45, 45, 0, 45, 0) (C) (90, −30, −30, 0, −45, 0) (D) (60, 30, 45, 0, 45, −60)

11. ( ) If the joint parameters (0, 0, 45, 0, J5, −45) are to make the end-effector perpendicular to the platform, then what is the value J5?
    (A) 0 (B) 45 (C) −45 (D) All of the above are acceptable.

12. ( ) If the joint parameters (0, 90, 0, 0, −90, J6) are to make the end-effector perpendicular to the platform, then what is the value of J6?
    (A) 0 (B) 90 (C) −90 (D) All of the above are acceptable.
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