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Abstract: The dialing-type authentication as a common PIN code input system has gained
popularity due to the simple and intuitive design. However, this type of system has
the security risk of “shoulder surfing attack”, so that attackers can physically view the
device screen and keypad to obtain personal information. Therefore, based on the use of
“Leap Motion” device and “Media Pipe” solutions, in this paper, we try to propose a new
two-factor dialing-type input authentication system powered by aerial hand motions and
features without contact. To be specific, based on the design of the aerial dialing system
part, as the first authentication part, we constructed a total of two types of hand motion
input subsystems using Leap Motion and Media Pipe, separately. The results of FRR (False
Rejection Rate) and FAR (False Acceptance Rate) experiments of the two subsystems show
that Media Pipe is more comprehensive and superior in terms of applicability, accuracy,
and speed. Moreover, as the second authentication part, the user’s hand features (e.g.,
proportional characteristics associated with fingers and palm) were used for specialized
CNN-LSTM model training to ultimately obtain a satisfactory accuracy.

Keywords: hand tracking; Media Pipe; deep learning; CNN-LSTM; non-contact authentica-
tion; dialing-type authentication; two-factor authentication

1. Introduction

As modern technology continues to evolve, there is a growing need for authentica-
tion methods. The worldwide outbreak of New Crown Pneumonia has accelerated the
urgent need for contactless authentication. This trend is not only influenced by epidemic
prevention and control but also reflects society’s pursuit of a more efficient and hygienic
lifestyle [1]. In contrast to the traditional biometric authentication methods, such as fin-
gerprint recognition [2] and vein recognition [3], which are easily affected by the external
environment and require the user to come into direct contact with the device, a simple and
secure contactless authentication method consistent with our daily living habits is needed
to meet the current social demand for hygienic safety and efficient access.

The dialing-type authentication as a common PIN code input system has gained
popularity due to its simple and intuitive design. However, this type of system requires
user contact with the system interface and is susceptible to the threat of shoulder hacking

Electronics 2025, 14, 119

https://doi.org/10.3390/ electronics14010119


https://doi.org/10.3390/electronics14010119
https://doi.org/10.3390/electronics14010119
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0002-1971-595X
https://doi.org/10.3390/electronics14010119
https://www.mdpi.com/article/10.3390/electronics14010119?type=check_update&version=2

Electronics 2025, 14, 119

2 of 22

(observing another person inputting a PIN code over the shoulder) because it can be used by
anyone who knows the code [4]. A shoulder surfing attack describes a situation where the
attacker can physically view the device screen and keypad to obtain personal information.
Therefore, new contactless authentication technology to solve the safety and convenience
problems is needed.

On the other hand, with the rapid development of Internet of Things (IoT) technology,
research and techniques related to human motion capture and analysis [5-9] have become
very common. In addition, hand feature recognition has been extensively studied using
features such as hand geometry and finger proportionology, which lays a solid foundation
for further exploration in this field [10]. In particular, hand-tracking devices continue to
mature and can now track fingers and output their coordinates with high precision and low
costs. For example, Leap Motion is an advanced hand-tracking device that uses infrared
technology to recognize hand and finger movements in three-dimensional space with an
astonishing 1/100th of a millimeter accuracy. Also, Leap Motion has been used in many
research areas such as biometric identity verification [11] and sign language [12], where it
has achieved remarkable results.

In addition, Media Pipe as a deep-learning-driven solution has a hand-tracking mod-
ule, which can also capture finger and hand movements with high precision and output
the corresponding coordinates [13]. As a camera-based solution, Media Pipe can easily run
on most devices such as smartphones and tablets. Moreover, the use of Media Pipe can
allow users to easily leverage their existing devices for gesture recognition and interaction
without additional investment in specialized hardware devices [14].

Therefore, based on the use of “Leap Motion” devices and “Media Pipe” solutions, in
this paper, we try to propose a new two-factor dialing-type input authentication system
powered by aerial hand motions and features without contact. To be specific, the design
of the aerial dialing system will be given first. Then, as the first authentication part, we
will construct two types of hand motion input subsystems using both Leap Motion and
Media Pipe separately and compare them by the experiment-based measures of FRR (False
Rejection Rate) and FAR (False Acceptance Rate). Moreover, as the second authentication
part, the user’s hand features (e.g., proportional characteristics associated with fingers
and palm) will be used for the training of a CNN-LSTM model to increase the accuracy of
authentication. These two parts will combine as the two-factor authentication system we
try to propose in this research, which is called the deep-learning-driven aerial dialing PIN
code input authentication system (DADAS).

The contributions of this paper are as follows:

A non-contact authentication system based on air dialing has been designed.

Two hand-tracking technologies, Leap Motion and Media Pipe, have been compared
to identify the more suitable approach for our system.

Utilizing the user’s hand features, CNN-LSTM technology is employed to achieve
user identity authentication, thereby enhancing the security of the system.

By integrating hand tracking with deep learning technology, real-time two-factor
authentication is successfully implemented.

The rest of this paper is organized as follows: Section 2 will outline the relevant work
on contactless authentication and related research on CNN-LSTM deep learning models.
Then, in Section 3, we will look at the deep-learning-driven aerial dialing PIN code input
authentication system (DADAS). Also, in Section 4 is the hand-motion-based authentication
part of the two-factor authentication, which describes mechanisms designed to explain how
to use a wireless dial-up system. Section 5 is the hand-feature-based authentication part
of the two-factor authentication. It includes hand feature extraction and model training.



Electronics 2025, 14, 119

30f22

Section 6 is the DADAS test results. Finally, Section 7 is the conclusion, contributions, and
future work.

2. Related Works

In this section, we will introduce relevant research about contactless authentication sys-
tems and the issues of authentication systems that use CNN-LSTM deep learning models.

2.1. Authentication System: Leap Motion-Based Authentication System

Leap Motion based on infrared cameras is a common hand-tracking device that is
widely used in authentication systems. Based on the CNN method, Yamamoto et al. pro-
posed a personal authentication method using the Leap Motion sensor for airborne digital
writing and verified the feasibility and effectiveness of the method through experiments,
obtaining a high authentication accuracy rate. Moreover, using a convolutional neural
network as a machine learning method makes full use of the advantages of deep learning
technology in digital recognition and authentication [15].

On the other hand, Ata et al. proposed biometric technology based on hand tremors,
taking identity verification as one of the main concerns of the paper, emphasizing the
importance of enhancing security in the age of information security. Moreover, a variety
of feature extraction methods are used for comparative analysis to select the best method,
which increases the reliability and practicability of the method [16].

In addition, Sato et al. Proposed a method for personal authentication based on the
aerial click operation of the virtual touch panel, which combined the PIN code and selected
finger information for dual authentication, increasing the security of authentication. By
using the aerial click operation and two-factor authentication method, the security of
personal authentication is effectively improved, and the possibility of attack methods such
as peeping and snooping is reduced [17].

Two-factor authentication mechanisms are widely used in literature to combine differ-
ent authentication elements, such as hand movements and hand information, to improve
the security of the authentication system. These studies provide strong technical support
for the establishment of new personal authentication systems.

2.2. Authentication System: Media Pipe-Based Authentication System

The following studies explore the reliability and validity analysis of hand-tracking
techniques based on the Media Pipe framework in different application domains.

Latreche et al. describe a Media Pipe-based measurement system for the reliability
and effectiveness analysis of human rehabilitation exercise [18]. Working with physical
therapists, Latreche et al. collected data from about 50 healthy volunteers to determine the
reliability of the Media Pipe-based shoulder measurement system. This proves that it is also
feasible to use Media Pipe to collect hand ratio characteristics for identity authentication.

Amprimo et al. mainly discussed the reliability and effectiveness of hand-tracking
technology based on Google Media Pipe Hand (GMH) and GMH-D frameworks in clin-
ical applications [19]. Through the experimental results, the authors found that the two
frameworks show a high consistency in both time and spectral characteristics. If we use
Media Pipe to collect hand features, then we can learn from the research methods and
evaluation criteria of this paper and evaluate the performance and reliability of the system
by comparing it with the gold-standard system.

Harris et al. developed a simple user guide application that uses the Media Pipe
framework [20]. The various gesture data were then trained, each gesture was recognized,
and the message was conveyed through the gesture in the system user guide application.
Users can archive information in the user guide based on recognized gestures. Therefore,
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the identity authentication system based on Media Pipe collecting hand proportion charac-
teristics can be used in combination with this study to improve the security and accuracy
of identity authentication.

The authors both explore the potential uses of hand-tracking technology based on
the Media Pipe framework for reliability and effectiveness analysis, clinical applications,
and user guidance. They introduce the possibility of identity authentication through the
collection of hand features and suggest ways to evaluate and compare system performance.

2.3. CNN-LSTM Model-Based Authentication System

The following studies introduce the identity authentication technology based on deep
learning, which provides a reference for this paper.

For example, Bajaber et al. studied touch gesture biometrics systems that authenticate
users by analyzing their touch behavior on a touch device [21]. On the dataset, the best
results achieved by using the CNN-LSTM model are 84.87% accuracy in training, 78.28%
accuracy in validation, and 78.35% accuracy in testing. The ability of deep learning methods
to automatically discover the features of touch gestures is explored, and the effectiveness
of this method in touch authentication is proved.

Liu et al. provide a viable multi-factor user authentication solution [22]. This system
combines multiple biometrics and pattern-based passwords to achieve multi-factor au-
thentication with a single gesture operation, increasing security and improving the user
experience. In addition, an anti-deception scheme is proposed to enhance the system’s
ability to resist attacks. Therefore, we refer to the methods and techniques in this paper to
achieve a more reliable and secure multi-factor user authentication system.

Garcia et al. compared several machine learning algorithms, including long short-term
memory (LSTM) networks, convolutional neural networks (CNNs), and long short-term
memory convolutional neural networks (CNN-LSTMs) [23], which adjust hyperparameters.
The results show that the correct classification rate of the CNN-LSTM is 84.76%, which is
slightly higher than the other networks.

Raghavendra et al. proposed an authentication mechanism that combines facial
recognition and facial movement to enhance security by analyzing the facial movement of
the user while saying the password. The model overcomes the problem that traditional
facial recognition systems may be decoded by photos, masks or glasses, and is not affected
by language barriers [24].

Gao et al. proposed an automatic ear needle segmentation method based on deep
learning, which mainly includes three stages: ear contour detection, anatomical part seg-
mentation and key point localization, and image post-processing. The mAP of anatomical
part segmentation and key point location of this method are 83.2% and 98.1%, respectively,
and the running speed is significantly improved [25].

These documents provide identity authentication technologies based on deep learning
methods, including analyzing touch behavior for identity authentication, multi-factor
identity authentication schemes, and the application of machine learning algorithms in
identity authentication. It provides useful references and support for our research.

2.4. Advances in Contactless Biometrics for Authentication

Contactless hand biometrics has gained significant attention due to its non-invasive na-
ture and applicability in diverse scenarios. Gonzalez-Soler et al. advanced contactless hand
biometrics, highlighting its potential as an alternative to traditional biometric methods such
as fingerprint and facial recognition, especially for forensic applications. This paper studies
the application of deep neural networks in hand recognition and achieves high precision
under controlled conditions [26]. Li et al. addresses the limitations of traditional hand
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contour feature extraction methods in handling challenges such as skin color, occlusion,
and lighting in flight simulation environments. It proposes an improved method combining
skin color processing, hand key point detection, and an eight-way seed-filling algorithm
for image segmentation [27]. Imura et al. proposes a hand-gesture-based biometric authen-
tication method as an alternative to traditional passwords, addressing computer security
concerns. Using a 3D motion sensor (Leap Motion), the system captures and analyzes
fingertip and finger joint movements to enhance authentication performance [28].

3. Deep-Learning-Driven Aerial Dialing PIN Code Input
Authentication System

In this paper, we try to propose a novel contactless PIN authentication system that
supports both Leap Motion and Media Pipe as input methods. This system, which we
refer to as the deep-learning-driven aerial dialing PIN code input authentication system
(DADAS), combines contactless PIN code input with hand-feature-based user identification.

As illustrated in Figure 1, the DADAS incorporates two core authentication modules:
a PIN-based dialing module and a CNN-LSTM model-based hand feature module. In this
dual-authentication framework, both modules operate concurrently to enhance security
and reliability.

( P System preprocessing =N [’ g Two factor authentication system =
_____________________ ] ]
L i [ e e
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! !
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Figure 1. DADAS system design.

In the pre-processing phase, the PIN-based dialing module allows the user to set and
confirm the password and authenticate the password entered by the user. At the same
time, the hand features module based on the CNN-LSTM model extracts key hand features
of users and uses deep learning technology to train these data to generate AN accurate
authentication model.

In the two-factor authentication phase, the user’s hand movements are captured
through Leap Motion and Media Pipe for password entry and authentication. At the same
time, the hand feature authentication system extracts the user’s hand features and passes
them to the trained CNN-LSTM model for authentication. For the user to successfully
complete the authentication, the PIN-based dialing module and the hand-feature-based
module must simultaneously verify the user’s identity.

If the authentication is successful, then the system will continue to use the user’s
hand data for model learning and optimization, thereby further improving the accuracy
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and adaptability of recognition. If authentication fails, then the user will be prompted to
re-enter the hand data and will be asked to reset the password if necessary.

Through the close combination of these two core modules, DADAS implements
more efficient and secure two-factor authentication, providing users with a reliable and
smooth authentication experience. The details of the system will be introduced in the
following chapters.

The following sections, Sections 4 and 5, will explore the two important components
of two-factor authentication in detail, respectively: Section 4 focuses on the authentication
method based on hand motions, while Section 5 discusses the authentication method based
on hand features.

4. Two-Factor Authentication: Hand-Motion-Based Authentication

This section will describe the mechanism design to explain how to use the aerial
dialing system without touch.

4.1. Design of the Dialing-Type Authentication System

In the system, the user needs to use Leap Motion or Media Pipe to manipulate a
carousel displayed on the screen and enter PIN codes by aligning the digits with the entry
point. Users can rotate the digits by turning their index finger in the air and entered The
PIN code by aligning the digit in the screen. Because the dial can be operated without
touching the screen, this type of dial is called an “aerial dial”.

We have meticulously engineered a set of airborne dials on the screen by emulating
traditional dials, as illustrated in Figure 2. The rotational direction and the digit count
are also exhibited on the screen. To ensure the compatibility and effective integration of
the two frameworks, the development environment of the Leap Motion and Media Pipe
frameworks is Windows 10.

Figure 2. Aerial virtual dials simulating traditional dials.

As shown in Figure 3, an over-the-air virtual dial pad is displayed on the screen, which
can be operated by the user through Leap Motion or Media Pipe utilizing free rotation of
the index finger (or other fingers) in any direction. Unlike traditional dialing methods, the
system gives different fingers unique functions such as insert, delete, and reset. The user
uses these fingers to enter a four-digit PIN code at each of the five input position points
(A through E). It is worth noting that the position of the position points (A to E) changes
randomly each time the PIN is entered, increasing the security of the system.
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Figure 3. How users operate aerial virtual dial pad by moving their fingers in the air through Leap
Motion or Media Pipe.

For example, when the user tries to use the PIN code “0862”, he/she must enter it in
the pre-registered order at the five-entry points A, B, C, D and E. If the order is “D — E
— C — A”, then the user needs to turn the dial to the position corresponding to the one
shown in Table 1.

Table 1. Step-by-step instructions for operating the aerial virtual dial pad.

Digits Process Di?)g::::ir:;tic Digits Process Di;g:aavrz:gatic
[9) C
First digit 0for D 7O Third digit 6 for C \L
A SOl
% 2
Second digit 8 for E @ Fourth digit 2to A 7 (
a A

The system uses a combination of numeric and positional input methods, and the user
needs to register the PIN code and the corresponding input position point sequence in
advance. Here, there can be duplications of numbers and position points (A, B, C, D, and
E). With this design, even if a third party observes the user from behind, it is impossible to
determine which digit the user has entered at which position. For example, Figure 2 shows
that the digit for B is 2, but a third party might see 0 for A or 4 for C. This means that the
third party has only a 1/5 chance of guessing each digit. If four consecutive guesses were
required, then the probability of authentication success would be only 1/625 (4 squares of
5 = 625 possible combinations), or 0.16%, making it difficult to detect.

4.2. Mechanism of the Dialing-Type Authentication System

The section will describe the mechanism to explain how to use the aerial dialing
system.

Insert Function. Users can trigger a red dot display by placing their hands vertically
the Leap Motion and Media Pipe. This red dot indicates the position of the user’s index
fingertip on Leap Motion and Media Pipe. A black dot is also displayed in the center of the
screen, indicating the center position of the virtual carousel in the air. The user can rotate
the virtual carousel clockwise or counterclockwise by moving the index finger so that the
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red dot rotates clockwise or counterclockwise around the center point (black dot), as shown
in Figure 4.

nsert

Figure 4. Insert function for aerial dial interaction. The red dot represents the user’s fingertip, tracked
by Leap Motion, while the black dot marks the center of the aerial dial.

In this paper, a system called “AIRCLICK” was used to enter PIN codes. An
“AIRCLICK” is a finger thrusting forward in the air, similar to clicking a mouse in the air.
The system determines whether an “AIRCLICK” has occurred by detecting whether the
speed of the index finger (Vj4.,) exceeds the speed of the palm of the hand (V).

Vindex — Vpalm > th (1)

As shown in Equation (1), a threshold value (th) of 130 was determined based on
previous experiments, and when the speed of the index finger exceeds this threshold, the
system recognizes an “air click” even if the index finger moves slightly. After matching
with the user’s predefined PIN, an “air tap” in any position (the position of the red dot is
irrelevant) will result in the entry of a digit.

The red dot on the tip of the index finger changes to a blue dot in approximately
one second when performing an air-click operation (Figure 5). The red dot changing to
a blue dot indicates a successful input. Once the red dot changes to a blue dot, the user
can perform operations other than input, but cannot trigger the input again. This design
prevents a single click from being mistaken for two inputs. It takes about a second to go
from the blue dot back to the red dot, and once the red dot reappears, the input is ready.

B window2 =

I\"ry’lw“-:a ert \‘L - >|<

BN ® ZE

®® @Q
©® ®§'

D
57

/)

Figure 5. Aerial dialing and feedback screen immediately after input (first digit of input).

On the feedback screen, the entered PIN code is displayed as “*”. After entering four
digits, the result is displayed on the feedback screen. If the registered PIN matches the
entered PIN, then “Accept” is displayed in blue. If there is no match, then “Reject” is
displayed in red. Figure 6 shows the feedback screen when the entered four-digit PIN
matches the registered PIN.
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WS window2 =] X ! window2 o X

KKK K KK K X
Accept | Reject

Figure 6. “Accept” and “Reject” screens (asterisk “*” represents the entered PIN values).

Delete Function. Most general PIN code entry systems have a button that allows the
user to delete the PIN code if the user accidentally enters a value that is different from
the PIN code that he or she wants to enter. Without this feature, if even a single digit
is entered incorrectly, the user must start over again, which is very time-consuming and
inconvenient. Although the system does not have a “button for deleting one digit”, it does
have a “function for deleting one digit”. This is achieved by “air-clicking” with the ring
finger. If a wrong PIN code is entered during PIN code entry, then a digit can be deleted by
air-clicking with the ring finger using the same action as when entering the PIN code.

As shown in Figure 7, when deleting, the word “Delete” is displayed in green letters

ey

on the feedback screen, and the number of is reduced by one. When deleting, the
position of A to E on the aerial virtual dial is randomly changed. A green dot appears on
the aerial virtual dial screen at the tip of the ring finger for less than one second. As with

the blue dot, the user cannot delete it again until the green dot disappears.

Insert \l/ * *
©

N
e
O

5@ Delete

A B

Figure 7. Delete function. A green dot appears on the screen along with the word “Delete”, indicating

11

that the password has been reduced by one character (asterisk represents the entered PIN values).

Reset Function. On the other hand, the system has a function that deletes and
initializes all entered PIN codes after the four-digit PIN code has been entered. Similar to
delete, air-clicking with the ring finger deletes all entered PIN codes and returns to the
initial state. The same finger is used for both deletion and resetting. Once four digits have
been entered and the result is displayed, it is no longer possible to delete a single digit, but
it can be reset.

As shown in Figure 8, when reset, the word “Reset” is displayed in light blue letters
on the feedback screen, and all “*” marks on the screen are deleted. When resetting, the
positions of A to E on the aerial virtual dial are randomly switched. A light blue dot appears
on the aerial virtual dial screen at the tip of the ring finger for less than one second. After
resetting, the PIN code can be entered again from the beginning.
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Figure 8. Aerial dial and feedback screen immediately after reset (reset).

4.3. Leap Motion and Media Pipe

In this paper, the advantages of Leap Motion and Media Pipe are used to develop the
over the air dialing interface. This module allows users to manipulate a carousel displayed
on the screen and enter PIN codes through intuitive hand gestures, thereby enhancing user
experience and security.

Leap Motion is a high-precision device that uses infrared LEDs to recognize hand
and finger movements in three-dimensional space at 1/100th of a millimeter intervals [29].
Its superior ability to recognize hand and finger movements has led to a wide range of
applications in various research projects, including biometric identity verification and sign
language. Figure 9 shows the appearance of Leap Motion.

Figure 9. Leap Motion device.

Leap Motion illuminates the user’s fingers with infrared LEDs and uses the feedback
data to pinpoint the position of the user’s hand, fingers, and joints in 3D space [30],
obtaining their coordinates in the X, Y, and Z axes. Not only that, but Leap Motion also
measures the velocity of the fingers in the X, Y, and Z axes, providing detailed position and
motion information, as shown in Figure 10.

On the other hand, Media Pipe implements hand tracking by performing pose esti-
mation using a deep learning model that analyzes images to determine the location of key
points of the hand, including the palm, fingers, and wrist, to obtain coordinates in the X, Y,
and Z axes. By calculating the change in key points between frames, information about the
velocity of the hand in the X, Y, and Z axes can be obtained, and the skeletal data of the
fingers can be further inferred. This enables Media Pipe to output hand-tracking results,
including hand position coordinates, finger poses, and velocity information, providing a
flexible, versatile, and scalable hand-tracking solution for a variety of application scenarios.

As shown in Figure 11, the key nodes of the hand are obtained by Media Pipe, and the
proportion of the user’s hand is obtained by calculating and comparing the vector distances
between the nodes, which is used as the basis for recognition.
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Dastal phalanges

Intermediate phalanges

Proximal phalanges

/

Metacarpals

0-length thumb metacarpal

Figure 10. Hand anatomy and tracking points visualized by Leap Motion.

OWRIST 11.MIDDLE_FINGER_DIP

1THUMB_CMC 12.MIDDLE_FINGER_TIP
2THUMB_MCP 13.RING_FINGER_MCP
3THUMB_IP 14. RING_FINGER_PIP
4.THUMB_FINGER_TIP 15.RING_FINGER_DIP
5THUMB_FINGER_PIP 16.RING_FINGER_TIP

6.INDEX_FINGER_DIP 17.PINKY_MCP

7.INDEX_FINGER_DIP 18.PINKY_PIP

8.INDEX_FINGER_TIP 19. PINKY_DIP

9.MIDDLE_FINGER_MCP 20. PINKY_TIP

10.MIDDLE_FINGER_PIP

Figure 11. Hand joint point marking and sorting and Media Pipe hand feature point name.

Through the application of actual scenarios, this system can show its comprehen-
sive advantages in security, convenience, and health protection, and provide innovative
solutions for identity authentication in many fields.

1.  Insystems such as ATMs that require a PIN code to be entered, users can enter the
PIN code through gestures to avoid touching the device.

2. Appropriate for systems where users need to enter data remotely for security or
privacy reasons, such as Safe case, and so on.

3. With the continuous development of VR technology, some systems will also have
requirements for input functions. After simple optimization, the system can be
seamlessly embedded into the existing VR system to provide users with a convenient
and safe input method.

4.4. Experiments, Contrast, and Discussion

Based on our previous research [31], to compare the impact of different input modes
(Leap Motion and Medjia Pipe) on the authentication system, we conducted a set of accep-
tance rate experiments.

To be specific, to obtain the FAR (False Acceptance Rate), we asked our collaborators to
shoulder a hacker to record a video of entering a PIN and tested whether they could detect
the correct PIN. Second, we conducted authentication experiments, and to obtain the FRR
(False Rejection Rate), we asked participants to enter their registered PIN and measured
the time it took them to enter the password, the number of successful authentications, and
the number of incorrect entries.
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4.4.1. FAR Experiment Results (Leap Motion)

In this experiment, we invited 16 participants to watch a video recording of a user who
entered his PIN code with the aerial virtual dialer, in which the 16 participants were asked
to guess the correct PIN code from the video and to write their guesses on a statement or a
piece of paper. All participants had to practice for five minutes before using the system.

Table 2 shows the results of the experiment. The correct PIN code is “D4 — C5 — B6
— A7”. The number of people who could figure out this PIN code from the video-recorded
hacking was 0 out of 16. Therefore, in this experiment, the FAR was 0%, and the probability
of getting all four digits correct is 1/625, or 0.16%. This probability is considered to be very
difficult to obtain.

Table 2. Results of the FAR experiments (Leap Motion).

No. First Digit S]e)"i;‘i‘td Third Digit Flg:‘grlt:‘ P‘;Z‘fs‘;’exo
Correct D4 C5 B6 A7 o
1 ES D7 E2 A7 X
2 A6 E3 A4 D5 X
3 Ad D4 B4 E9 X
4 ES C5 E2 D5 X
5 ES C5 D8 A7 X
6 ES D7 B6 A7 X
7 A6 5 D8 A7 X
8 D4 D7 Ad D5 X
9 A6 C5 B6 D5 X
10 C2 A9 B6 A7 X
1 D4 C5 E2 A7 X
12 A6 D7 D8 c1 X
13 BO A9 A4 C1 X
14 A6 Bl Ad E9 X
15 A6 B1 D8 B3 X
16 ES D7 Ad C1 X

Additionally, nine people in total correctly guessed at least one digit. The probability
of getting at least one digit correct is 59.04%. This means that the probability of getting at
least one digit correct is more than half. Certainly, the only way to break through was to get
all four digits correct, but 16 of the participants had already guessed 80% of the password.

4.4.2. FRR Experiment Results (Leap Motion)

In this experiment, we invited eight collaborators to operate the aerial virtual dialer
and enter their PIN codes. All eight participants were asked to enter the exact same PIN
code three times, and four items were measured: FRR, number of false entries, entry time,
and identity rejection rate as shown in Table 3.
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Table 3. Results of the FRR experiments (Leap Motion).

Number Number of Input Success: O  Rejection
of Times  Wrong Entries Times Failure: X Rate

1 25.78 @)
21.03
22.03
21.58
20.82
21.21
11.58
15.56
31.03
19.25
15.15
16.21
23.33
35.75
20.98
16.07
11.75
14.95
37.01
17.56
16.36
20.53
225
17.35

No.

Subjectl 0%

Subject2 0%

Subject3 0%

Subject4 0%

Subject5 33.33%

Subject6 0%

Subject? 0%

Subject8 0%

O I T O I N R R I R e e B N B A O e SN S I SO I R B GV I N
o|lo|o|lo|o|oc|oc|lo|oc|lo|l~|r|ojloco|lo|r|oc|lo|lojo|lo|lo|alo
/0|00 0|0|0O|O|O0|O|0O|0O|O0|0|0O|0O|O|O|0O|0O|0O|0O]|O

In the experiment, the specified PIN code was “B4 — A9 — E2 — A7”, and if the user
entered the wrong PIN code, then the user was asked to delete a character with his ring
finger and re-enter the correct PIN code. The overall verification rate was 95.85%, and the
error rejection rate was 4.15%. Of the eight collaborators, only one failed the validation,
and the validation failed once in three times. The experimental results show that the FRR
of the system is good.

In addition, four of the eight collaborators made at least one error, with between one
and two errors per certification. All of the wrong entries start with the second digit. While
the random rearrangement of the positioning points (A to E) may be inconvenient for the
user, some cases of misinput were also found in the experiment, where the user entered the
data even though no air click was made. These unintentional misinputs usually occur after
input, when the user is looking for the next input point.
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4.4.3. FAR Experiment Results (Media Pipe)

Similarly, in this experiment, we invited 16 participants to watch a video recording of a
user entering a PIN using an over-the-air virtual dialer. The PIN was a four-digit password.
Sixteen of these participants were asked to guess the correct PIN from the video and were
asked to write their guesses on a piece of paper.

The result of the experiment is shown in Table 4, and the correct PIN code is B3 — E4
— C9 — AOQ. Out of 16 people, 0 people cracked the code through the video. So, the FAR is
derived to be 0%.

Table 4. Results of the FAR experiments (Media Pipe).

No. First Digit S]e;i;‘i‘td Third Digit Flg:‘g:‘ P‘;‘EZQXO
Correct B3 E4 9 A0 o
1 B3 A2 9 D6 X
2 B3 E4 A5 D6 X
3 A5 C6 E7 D6 X
4 B6 C4 E9 C7 X
5 A5 C6 B3 BS X
6 D1 BO D1 A0 X
7 B3 C6 A5 B8 X
8 E7 D8 B3 C4 X
9 A5 C6 D1 E2 X
10 Ad D8 C9 BS X
1 Ad cs C6 D5 X
12 Al C6 A5 D5 X
13 E4 B6 A6 B5 X
14 A5 E4 D1 C4 X
15 B3 D8 A5 E2 X
16 E7 BO E7 D6 X

In addition, two people guessed two numbers, with a probability of 15.30%. Five
people guessed one number, and the probability of getting one number right is 33.33%. A
total of seven people guessed at least one number, and the probability of answering at least
one number correctly out of a total of 64 numbers for 16 people is 10%. This proves that
guessing all four passwords is still more difficult.

4.4.4. FRR Experiment Results (Media Pipe)

The experimental code is B3 — E4 — C9 — AQ. Similarly, if the wrong PIN code is
entered, then the user is asked to delete a character with the ring finger and re-enter the
correct PIN code. As shown in Table 5, all of the eight collaborators passed the verification.
Only one of the eight participants had an incorrect input, and the validation failed once in
three times. The results of the system show that the FRR of the system is good.
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Table 5. Results of the FRR experiments (Media Pipe).

Number Number of Input Success: O  Rejection
of Times  Wrong Entries Times Failure: X Rate

1 24.58 O
20.21
19.02
22.09
21.54
20.03
22.21
24.09
19.89
24.76
20.21
19.36
15.23
12.14
13.39
23.22
21.29
19.04
2211
21.19
18.51
20.23
17.85
17.21

NO.

Subjectl 0%

Subject2 0%

Subject3 0%

Subject4 0%

Subject5 0%

Subject6 0%

Subject? 0%

Subject8 0%

WIN|[R|w[ N R[N R N[RN[R, N R[] =w|N
olo|lo|oc|o|o|o|lo|o|oc|o|o|o|lo|oc|o|o|~|lo|lo|oc|o|o|o
/00|00 |0|O0|0|0|0|0|0|O0|0O|0O|0|0|0|0O|0O|0O|0O0|0O|0O

4.4.5. Contrast and Discussion

Leap Motion uses infrared technology to measure the position of hands and fingers
at tiny intervals with high accuracy, especially in applications that are sensitive to tiny
hand movements. In contrast, Media Pipe does not require dedicated hardware and can
achieve hand tracking through ordinary cameras, effectively reducing hardware costs and
improving versatility and flexibility.

In the experiment comparison, one experimenter in Leap Motion’s authentication
system missed two out of three validations, compared to just one in Media Pipe’s system.
In addition, the average input time for the Leap Motion certification system was 20.64 s,
while the average input time for the Media Pipe certification system was 19.97 s. The results
of the experiment showed that Media Pipe was ahead of Leap Motion in both accuracy and
speed of authentication.

Therefore, from multiple dimensions such as cost, versatility, accuracy, and speed,
Media Pipe is more comprehensive and superior in practical applications, especially in the
case of no additional sensors. This makes Media Pipe a more attractive option, especially
for scenarios where cost effectiveness and flexibility are important.
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5. Two-Factor Authentication: Hand-Feature-Based Authentication

In this paper, we use two main techniques, convolutional neural network (CNN)
and long short-term memory (LSTM) network, from deep learning techniques to achieve
the efficient verification of user identity through the collection of user hand information
(proportional characteristics associated with fingers and palm) and the training of deep
learning models.

5.1. Hand Feature Extraction

Based on the invitation of 10 experimenters to have their hands scanned 30 times (each
scan generates 30 frames of data) we collected the target authentication video data, where
each frame contains 11 hand feature values (finger joint ratio, finger ratio, and convex hull
ratio in the center of the palm). As shown in Figure 12, The 11 feature points are index
finger and thumb; middle finger and thumb; ring finger and thumb; little finger and thumb
length ratio (four); knuckle ratio of index finger; knuckle ratio of middle finger; knuckle
ratio of ring finger; knuckle ratio of little finger (four); ratio of the length of the index finger
to the wrist to the length of the thumb to the wrist; ratio of the length of the little finger to
the wrist to the length of the thumb to the wrist (two); one area ratio (convex surface of the
hand and convex surface of the palm).
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Figure 12. Hand feature points are extracted, and lines mark different finger joints and other
feature points.

By feeding these data into a deep learning neural network CNN-LSTM model for learn-
ing, we ended up building a model that could verify users in real time. The model achieves
efficient authentication by learning the unique characteristics of each participant’s hand.

5.2. Double Authentication: Hand-Feature-Based Model Construction (CNN-LSTM)

On the one hand, we use a convolutional neural network (CNN) to process the spatial
information of hand images. Through a series of convolutional and pooling layers, the CNN
can effectively extract the local features of the hand and capture the important patterns in
the hand image.

We introduce a long short-term memory (LSTM) network to process temporal features
in the hand information (proportional characteristics associated with fingers and palm).
The architecture of the LSTM layers facilitates the system’s ability to capture temporal
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dependencies inherent in gestures, thereby enabling our model to leverage sequential data
more comprehensively.

The fully connected layer part is used to integrate the features of the CNN and LSTM,
which includes two fully connected layers with ReLU activation functions. The final output
layer is a dense layer with a SoftMax activation function with the number of neurons equal
to the number of users. This enables the model to output classification probabilities for
different users, achieving the effective identification and differentiation of user identities.

First, the model combines two neural network architectures, namely the convolutional
neural network (CNN) and long short-term memory (LSTM) network. This combination is
suitable for processing temporal data, such as gesture sequences.

As in Figure 13, we define the input layer, which is responsible for receiving the timing
data, where the shape of the timing data is set to (None, 11, 1). Next, three convolutional
layers are introduced, containing 128, 64, and 64 convolutional kernels with a window
size of 3, and using the ReLU activation function. The main task of these convolutional
layers is to extract key spatial features in the temporal data. A maximum pooling layer
immediately follows each convolutional layer to reduce the dimensionality of the features
in an orderly manner.

o
LSTM "/ RN
Ic o \\’.
Ve o
input —— X AV o
—_— e —_— —_— ( .9 output
layer —— A e Ny
— A e layer
SN o o —
LSTM -.\® .79
S i
p
[ g
ConvlD_1 ConvlD_2 ConviD_3 Flatten .,’

Dense + SoftMax

Conv1D consists of a 1D convolutional layer and a maximum pooling layer.
LSTM is a long and short term memory network.

Flatten is a flattening operation.

Dense + SoftMax is fully connected layer + classification layer

Figure 13. CNN-LSTM model for hand-gesture-based user authentication.

We then introduce a spreading layer to spread the time series data into one dimension
in preparation for the subsequent LSTM layers. Next are two LSTM layers, each containing
64 hidden units. Of these two LSTM layers, the first LSTM layer is configured to return the
full sequence of timing outputs, while the second LSTM layer returns the output of only
the last time step.

The second half of the model consists of two fully connected layers containing 128
and 64 neurons, respectively, with ReLU activation functions. Finally, we define the output
layer with several neurons equal to the number of users and a SoftMax activation function
for multi-category classification. Overall, the deep learning model aims to recognize and
differentiate the hand features of different users to achieve the double verification of user
identity. In the design of our model, we place particular emphasis on the synergistic
integration of convolutional operations and LSTM architecture. This approach aims to
more effectively address the spatial and temporal dependencies inherent in time series data.

We used 10 samples of user data (each user recorded a total of 30 times, and each time
30 hand data were collected, for a total of 900 hand data per person) for training, and the
learning rate was set to 0.09. During the training process, the cross-entropy loss function
was minimized by using the Adam optimizer, and the model was fitted by the model.fit()
function. The batch size parameter was set to 128, i.e., each batch contains 128 samples,
and the entire training process was carried out in 800 rounds. During the training process,
30% of the data were used as a validation set to evaluate the performance of the model.
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5.3. Experimental Results

In our previous experiments, we verified the significant advantages of the Media Pipe
framework over Leap Motion in terms of cost, versatility, and speed. Therefore, in this
paper, we choose Media Pipe as the framework for the dialing-type contactless PIN authen-
tication system in the DADAS system, which completes the first level of authentication
by recognizing the user’s hand feature information and then enters the contactless PIN
authentication system under the framework of Media Pipe to enter the password, thus
realizing a higher level of two-factor authentication security.

In the next section, we describe the results of the training model and how it successfully
recognizes the user’s hand information (proportional characteristics associated with fingers
and palm) and then enters the password through the dialing contactless PIN authentication
system in the Media Pipe framework.

First, data input is performed in the model with the user identifier as 14 (the identifier
is the name of the user that we arbitrarily set). We perform 30 data collections on the user’s
hand and save 30 frames of feature data for each collection.

Shown in Figure 14 is one instance of hand feature collection of the user under the
Media Pipe-based camera. We fed the collected user feature data into the model for
800 iterations.

B OpenCV Feed = (m} X
Collecting frames for 14 Video Number 29

Figure 14. A collection of hand features by the user under the Media Pipe-based camera.

As can be seen from Figure 15, the accuracy rate steadily increases with the increase
in iterations, while the loss rate gradually decreases and becomes stable. Specifically, the
accuracy rate reached 0.8667 and the loss rate was 0.7260, indicating that our model training
was successful.

Training and Validation Loss Training and Validation Accuracy

| —— Train Loss 1.0 { — Train Accuracy
Validation Loss Validation Accuracy

0 100 200 300 400 0 600 700 800 0 100 200 300 400 500 600 700 800
epochs Epochs

() (b)

Figure 15. Loss rate (a) and accuracy (b) of the model.
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We tested the user with identifier No. 14, which was successfully recognized as user
No. 14, proving that the model’s user recognition is effective. Subsequently, the user
is successfully recognized and enters the dialing contactless PIN authentication phase
based on the Media Pipe framework, completing the password entry and achieving dou-
ble authentication.

6. System Test Results and Conclusions

Finally, we invited ten users to participate in the experiment and taught each ex-
perimenter about the DADAS in detail in advance to ensure that everyone was familiar
with the DADAS process. Through the training, we ensured that each experimenter fully
understood the operation process of the DADAS system, input methods, and the use of
layout skills. During the teaching process, we focused on the accuracy of gesture input,
how to cope with layout changes in the system, and how to effectively avoid the poten-
tial risk of bystander attacks. Through this meticulous training, we ensured the smooth
running of the experiment and improved the reliability and validity of the experimental
data. Based on the experimental results shown in Table 6, we see that there was a total of
ten experimenters, each of whom performed ten tests. Of these tests, six participants suc-
cessfully completed all 10 DADAS certifications. In addition, three experimenters missed
only one out of ten DADAS certifications, while only one experimenter missed two out of
ten DADAS certifications.

Table 6. Result of two-factor authentication (“O” indicates Pass, and “X” indicates Failed).

userl user2 user3 user4 user5
timel O O O O @)
time2 O O X @) @)
time3 O O O O O
time4 @) @) @) @) X
time5 O O @) O O
time6 O O O @) O
time7 O O O X @)
time8 O O O O O
time9 O O O O O
timel0 O O O @) @)
user6 user?7 user8 user9 user10
timel O O O O O
time2 O O O O O
time3 O O X @) O
time4 O X @) O O
time5 O O @) O O
time6 O O O @) O
time7 O O O @) O
time8 O O O O O
time9 O O O O O
timel0 O O O O O
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We speculate that the cause of these errors may be related to factors such as camera
distance and light. While we have made great strides in accuracy, there are still some
problems with identifying errors. To further improve system performance, we will work to
address these potential issues in the future. In the future, we will continue to improve and
expand the dataset to improve the accuracy of the system’s recognition of various scenarios
and situations. We will make it more concise and easier to understand in the future so
that users can complete the authentication process more quickly. Deep learning models
are also continuously improved to enhance the learning and generalization capabilities of
the system.

7. Conclusions

In this paper, we propose a new deep-learning-driven in-flight dialing PIN code input
authentication system (DADAS) based on a high-precision hand motion capture system.

Specifically, firstly, a scheme was devised to implement the in-flight dialing PIN code
input system by means of hand movements. On this basis, we further compared two hand
motion capture systems (Leap Motion and Media Pipe) as a part of the motion input. The
FRR (False Rejection Rate) and FAR (False Acceptance Rate) experiment results show that
the contactless PIN authentication system based on the Media Pipe framework is superior
to the Leap Motion framework in many aspects such as cost, versatility, authentication
speed, and accuracy.

In addition, in the second authentication part of synchronization, we also used the
user’s hand information (proportional features related to fingers and palms) and deep
learning (CNN-LSTM) methods to generate user identification models to improve the
security of the system. We invited 10 experimentalists, each of whom scanned their
hands 30 times and generated a sequence of 30 frames of data, each containing 11 hand
feature values. After training, the CNN-LSTM model verified these data and output the
correct results. The accuracy rate of the model reached 0.8667 and the loss rate was 0.7260,
indicating that the CNN-LSTM model can effectively learn and extract hand data and
achieve accurate identity authentication.

To test the usability of the whole system, we conducted a user identification authen-
tication experiment, in which 10 experimenters were invited to perform 10 tests each,
and a total of 100 authentications were performed. The results of the experiment showed
that six participants successfully completed all ten certifications, three participants missed
only one certification, and one participant missed two certifications. According to these
results, it can be proved that the DADAS system has achieved a high success rate in
user authentication.

Aerial dialing offers an intuitive, user-friendly experience, which can enhance accessi-
bility for users who may struggle with physical keypads, such as elderly individuals or
people with mobility impairments. Although the repetition probability of hand features
may be higher than that of fingerprint or iris features, through the composite authentica-
tion system, multiple features can be comprehensively judged at the same time, which
effectively improves the accuracy of verification and reduces the false positive rate. The
system design ensures the efficiency of the authentication process and keeps the verification
time within a short range, thus balancing security and user experience. In this system,
hand features are selected as the basis for recognition, and for the repeatability problem
of single-person measurement, we calculate the proportion value of the hand instead of
the direct value, which ensures a high accuracy. To address the lack of uniqueness of hand
features, we combine the two-factor authentication of PIN codes and hand features to
enhance security. Due to the non-uniqueness of hand features, it is not indexed to a specific
person once lost like fingerprint data. Therefore, the proposed system can make full use of
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this feature to protect the privacy of users and will not cause security problems due to the
leakage of hand characteristics.

Since the dataset may not be entirely perfect or comprehensive, there remains a need to
enhance the recognition accuracy of the system across various scenarios and environments.
Additionally, it is possible that the user interface lacks sufficient intuitiveness, which could
lead to prolonged user engagement during the authentication process and create challenges
in comprehending the procedure.

As future work, we will continue to improve and expand the dataset to improve the
accuracy of the system’s recognition of various scenarios and situations. We also plan
to further expand the application scope of contactless dynamic input systems, not only
PIN input, but also more complex authentication methods. By introducing the input of
letters, symbols, and custom passwords, the system will be able to support more diverse
authentication requirements. At the same time, we will continue to improve the deep
learning model and enhance the learning and generalization capabilities of the system.
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