Towards a Predictive Simulation of Turbulent Combustion?—An Assessment for Large Internal Combustion Engines
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Abstract: Frequently the question arises in what sense numerical simulation can be considered predictive if prior model tuning with test results is necessary. In this paper a summary of the present Computational Fluid Dynamics (CFD) simulation methods for in-cylinder modelling is presented with a focus on combustion processes relevant for large engines. The current discussion about the sustainability of internal combustion engines will have a strong impact on applying advanced CFD methods in industrial processes. It is therefore included in the assessment. Simplifications and assumptions of turbulence, spray, and combustion models, as well as uncertainties of model boundary conditions, are discussed and the future potential of an advanced approach like Large Eddy Simulation (LES) is evaluated. It follows that a high amount of expertise and a careful evaluation of the numerical results will remain necessary in the future to apply the best-suited models for a given combustion process. New chemical mechanisms will have to be developed in order to represent prospective fuels like hydrogen or OME. Multi-injection or dual fuel combustion will further pose high requirements to the numerical methods. Therefore, the further development and validation of advanced mixture, combustion and emission models will remain important. Close cooperation between academia, code suppliers and engine manufacturers could promote the necessary progress.
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1. Introduction

Numerical simulation has become an indispensable part of the development process of internal combustion engines over the years. Particularly in an early phase when no hardware for testing is available, detailed numerical investigations provide first information on mixture preparation and combustion. However, the stringent future targets and requirements for internal combustion engines (ICE) with respect to efficiency and emissions are putting pressure on numerical methods to provide more and more detailed and accurate results of the complete combustion process. From this follows that accurate models must be available for all physicochemical processes of turbulent combustion and pollutant formation.

The most detailed and therefore predictive approach for combustion and pollutant modelling is provided by the CFD simulation (Computational fluid dynamics). However, though many simulation results were successfully validated against experimental data, the model transfer to a different engine with a different combustion process usually needs further model adaption to accomplish a good correlation with the engine test results. This questions to some degree the fundamental adherence of the simulated physics. Sometimes the provocative question is posed what the numerical effort is worth if a model validation with hardware is necessary in advance? In order to answer this question, it is necessary
to acknowledge, on the one hand, the present state of the research on mixture preparation and combustion modelling [1]. On the other hand, the transfer of these methods to the more applied industrial development processes is necessary. It is therefore the goal of this paper to provide an assessment for these two issues based on the current status.

The questions raised above must be discussed together with the present political situation. There is a global trend to promote alternative energy and mobility concepts that challenge the internal combustion engine’s perspective and strongly question further research and methodology improvement. In order to achieve a decarbonized mobility by 2050, all processes that emit greenhouse gases and, therefore, have an impact on the global climate will be strongly limited or even abolished. According to the “Green Deal” of the European Union a swift transformation from internal combustion engines to alternative powertrains like battery or fuel cell electric vehicles will be pursued [2]. As a consequence, the internal combustion engine is scarcely mentioned in future funding programs. Anyway, the technical experts and in the meantime the political decision makers are aware that there will be mobility sectors, where a quick replacement of internal combustion engines will be difficult. This is particularly valid for the long-distance air and ship traffic. National strategic papers mention both sectors in connection with decarbonized fuels that are produced with excess electric energy from wind and sun power [3]. At present, large diesel, gas, and dual fuel engines and their further development are obviously accepted beyond 2030. Therefore, this assessment will be mostly related to the combustion process of large engines, i.e., engines that are employed in off-road applications, ship propulsion and stationary power generation. However, most research on the improvement of the modelling capabilities was rather carried out in the field of passenger cars and commercial vehicles and will therefore be mentioned where suitable.

At the very basis of predictive engine modelling there must be an accurate description of the turbulent flow. This is already a source of many shortcomings that are frequently attributed to combustion and emission modelling. Therefore, some general thoughts on turbulent flow modelling will be given followed by spray, combustion, and pollutant formation.

2. Basic Challenges of Turbulent In-Cylinder Flow

Turbulent flows are of stochastic nature which makes their numerical treatment challenging. A vivid illustration is the energy cascade with vortex structures (eddies) that are created by the shear flow and break down successively to smaller and smaller eddies that finally dissipate to thermal energy. The spread between the largest and smallest structures strongly grows with the turbulent Reynolds-number [4]. These vortices strongly increase the transport of species, energy and momentum and have a fundamental impact on all in-cylinder processes. Depending on their size they influence mixture preparation, flame propagation, and post-flame chemistry. This demands a suitable temporal and spatial resolution, with moving numerical grid points due to piston and valve motion as an additional numerical challenge. Currently, the most widely used procedure is therefore the Finite Volume method that is implemented in many commercial and open-source CFD codes [5]. To solve the underlying transport equations of continuity, species, momentum, and enthalpy (Navier-Stokes equations: NSE), the direct numerical solution (DNS) would be the most straightforward and predictive methodology neglecting model assumptions. Due to the vast numerical efforts of this methodology the application was strictly limited to fundamental problems. However, there have been first efforts to apply DNS to engine flow and combustion processes during the last years. Schmitt et al. simulated the compression stroke for a simplified combustion chamber geometry to investigate heat fluxes close to the chamber walls [6,7]. The authors employed higher-order differencing schemes to account for the stiffness of the NSEs and spatially resolved the flow domain down to the Kolmogorov size, which resulted in cell sizes below 10 µm and an overall cell count of up to $1.36 \times 10^8$. They quantified their numerical efforts with 353,000 CPUh for the compression stroke only [7]! The investigations of the working group were recently further
extended to a 2D parameter study of the flame propagation from pre- to main chamber where they analyzed the production of the vortex pattern by the gas jet in dependency of nozzle parameters [8]. These studies confirmed that DNS will be restricted to fundamental research and model development due to the extensive number-crunching, storage requirements and post-processing efforts to analyze and interpret the vast amount of fundamental flow data. It will remain completely out of scope for industrial applications in the foreseeable future.

From this follows, that the fluctuating turbulent flow must be modelled to some degree which typically involves the introduction of hypotheses or assumptions that may affect the final outcome. The most drastic and currently almost exclusively used approach is the URANS-methodology that solves the NSE in its ensemble-averaged form. This is illustrated in Equation (1) with the velocity component $u_i$ as an example:

$$u_i = \bar{u}_i + u''_i$$

(1)

$\bar{u}_i$ denotes the mean velocity or Favre-average, $u''_i$ the velocity fluctuation. As a consequence, only the mean quantities of mass, momentum, enthalpy, and species are solved, all turbulent fluctuations are represented by more or less sophisticated models [4].

The widely used turbulent-viscosity hypothesis interprets turbulent fluctuations as an increased diffusion of momentum, heat and species. A turbulent viscosity is introduced analogous to the kinematic viscosity of the laminar flow although theoretical and experimental works already demonstrated that this assumption is not applicable under all conditions and counter-gradient turbulent transport may be observed [9]. At present, the 2-equation models lump the whole spectrum of turbulent structures in two parameters that are solved with two additional transport equations. In engine applications, the k-ε-model is mostly used, and the two mentioned parameters are the turbulent kinetic energy $k$ and the dissipation rate $\varepsilon$, which are combined appropriately to define the flow’s local turbulent time and length scale.

From an application standpoint, a benefit of URANS is that it inherently delivers an ensemble-averaged solution, which has been a strong argument for many years when general information of the flow field and the mean combustion cycle was sufficient. Additionally, the interpretation of the turbulence as diffusive transport lowers the Reynolds-number and facilitates the numerical treatment. Thus, a decent solution to the inherently stochastic engine process was possible even with limited computing capacities. Despite the assumptions underlying this class of turbulence models, they allowed the widespread application of CFD to the turbulence-governed flows in internal combustion engines in the past decades and the results promoted the knowledge on the role of turbulence in engine performance. On the other hand, considerable simplifications are introduced with the described methodology. The parameters in the transport equations of $k$ and $\varepsilon$ are empirical and based on incompressible, equilibrium turbulent flows [4]. The turbulence is assumed isotropic and all information about the size spectrum and topology of turbulent structures is lost. Isotropy is highly questionable for tumble or swirl flows that are usually imposed on the in-cylinder flow of internal combustion engines to support mixture preparation and flame propagation. The flame front specifically interacts with turbulent vortices of different sizes which requires a more detailed representation of the turbulent structures.

Large Eddy Simulation (LES) on the other hand avoids from a methodological point of view many of the shortcomings of URANS. A filtering operation is applied on the NSE instead of an averaging [4]. In Equation (1) $\bar{u}_i$ now denotes the unfiltered, $u''_i$ the filtered velocity. All turbulent structures that are of the same size or larger than the numerical grid are resolved directly, while subgrid scale models represent the remaining small structures. LES is therefore a compromise between DNS and URANS. The stochastic character of the turbulent flow is to some degree maintained. From this follows, that cycle-to-cycle variations (CCV) are basically resolved. If LES is executed on industry-typical coarse grids it is frequently referred to as Very Large Eddy Simulation (VLES), if a blending between
LES and URANS is part of the numerical solution, it is called Detached Eddy Simulation (DES). A detailed description of the application of LES and its derivatives to internal combustion engines can be found in [10–12].

The potential of these advanced methods is evident. The large vortices that are considered decisive for transport and anisotropy are solved directly. The modelling assumptions are far less fundamental than for URANS, hence the resulting flow characteristics are more based on the solution of transport equations and less on models. However, the filtering operation depends on the numerical grid size and LES has therefore strong requirements to mesh resolution, particularly close to walls. The missing turbulent viscosity makes LES more sensitive to numerical diffusion and the differencing scheme order [13]. The model-inherent benefit of an ensemble-averaged URANS solution is lost and a sufficient number of working cycles must be simulated within the LES framework in order to extract the desired statistical information. Generally, model adaptation and comparison with test results are not straightforward anymore and the mean engine cycle that is used to correlate URANS simulations with measurements must be substituted by an ensemble of individual cycles.

Several studies were carried out in the past to evaluate the capabilities of URANS and LES regarding the turbulent flow field. In [14,15], swirling flows were simulated with both methods and compared to laser-optical measurements. A good agreement with the measured flow field was found for both methods, but the amount of turbulent kinetic energy was reported as being under-predicted for URANS, and the solution was considered too diffusive. Zöchbauer proposed in [15] to decrease the turbulent Schmid-number in order to adjust the turbulent mixing for the URANS approach. Nemati et al. applied URANS and LES on the scavenging process of a large 2-stroke diesel engine and compared their results with PIV data. Although they found a good agreement with the measurements for both solutions, too, they stated a better prediction of the tangential velocity for LES [16]. Very similar results were found for an uniflow-scavenged cylinder in [17] and for an optical engine in [18]. Liu compared an axisymmetric piston-cylinder assembly with and without swirl flow and came to the conclusion that neither URANS nor LES provided a completely satisfying representation of the measurements with advantages for the more expensive LES [19].

Optical engines were established with the goal to provide measurement data for an advanced evaluation of turbulence models [20,21]. These research activities provided a considerable database of flow and flame data during the last years that was used by the community to validate the CFD codes with respect to turbulent flow, mixture preparation and combustion [22,23]. A hybrid formulation of URANS, DES and LES was investigated in [24] and compared to PIV-like experimental data from the TCC-III engine and full-LES results. In [25] a SI engine with direct injection was investigated with the aim to evaluate the impact of CCV on the flow field and mixture preparation at the spark plug. The authors concluded that LES is a valid method to develop engines with respect to flow and mixture preparation.

The general conclusion from the literature, that URANS delivers comparable results for the flow field but differs from the more detailed LES with respect to turbulent kinetic energy shall be illustrated in the two following figures. In Figure 1 the calculated flow field of a large bore dual fuel engine with a cylinder displacement of approximately 5 l is shown during compression stroke at an engine speed of 1800 RPM. The calculations were carried out with LES as a reference using the Coherent Structure subgrid model and URANS with a k-ε-t-turbulence model. The numerical grid was the same for both simulations and was considered sufficiently fine for LES. It had a bulk cell size of 0.5 mm and a cell number of 1.2 × 10⁷ was reached at BDC. The amount of turbulent kinetic energy contributed by the SGS was well below 10% and fulfilled the criterion suggested by Pope [4]. Overall, 25 LES-cycles were run consecutively on approximately 300 cores of the Vienna Scientific Cluster (VSC), which took an overall simulation time of more than two months.
Figure 1. Flow field of a large bore dual fuel engine during compression stroke at 3 different crank angles simulated with Large Eddy Simulation (LES) (right) and URANS (left); averaged LES results from 25 cycles are shown in the (middle column).

The ensemble-averaged URANS solution is illustrated for 3 different crank angles between inlet valve closing and start-of-injection in the left column. In the right column, the LES result is shown for an individual cycle that delivered a burn rate that was close to the engine’s measured average burn rate. The differences are apparent and demonstrate the impact of the ensemble averaging. While URANS represents only the global flow patterns in the combustion chamber, the instantaneous turbulent vortices are visible for the LES simulation. This is important to note when discussing mixture preparation and combustion. When averaging the 25 simulated LES cycles, the flow field is very close to the URANS solution, see middle column of Figure 1. Particularly the region of low velocity in the center of the combustion chamber due to the swirl flow pattern is well represented.

In Figure 2a contour plots of the turbulent kinetic energy are compared for the same 3 crank angles. The turbulent kinetic energy was derived from the velocity fields of the LES cycles according to the methodologies discussed in [26,27]. In contrast to the flow field the highest values of the turbulence can be noticed in the center of the combustion chamber due to the breakdown of the flow structures. From a qualitative point of view a resemblance between URANS and LES can still be observed.
Figure 2. (a) Turbulent kinetic energy in the combustion chamber of a large bore dual fuel engine during compression stroke for 3 different crank angles simulated with LES (upper row), RANS (lower row); (b) average turbulent kinetic energy over degree crank angle for RANS and LES (with and without SGS).

However, especially after inlet valve closing, the absolute amount of turbulent kinetic energy is higher for the LES solution which confirms the observations of other authors mentioned above. Additionally, the regions in the combustion chamber with high turbulent kinetic energy are getting steadily larger for URANS compared to LES, which supports the conclusion of enhanced diffusivity. Figure 2b illustrates the average turbulent kinetic energy over degree crank angle for both turbulence models and clearly depicts the higher turbulence level of LES over a wide range of the compression stroke. The results
from LES are depicted with and without the contribution from the SGS model. The small
difference between both graphs underlines the high amount of resolved turbulence.

It follows that LES, as already reported in [12], generally shows additional potential
to provide more accurate results of the turbulent flow field. This is important for down-
stream processes like mixture preparation, combustion, and pollutant formation. The
question is if the substantial increase of the numerical costs will be accepted, or, alterna-
tively, if it will be possible to cut down computational runtime.

3. Boundary Conditions

An essential prerequisite of an accurate CFD simulation is the availability of clearly
defined boundary conditions. However, the boundary conditions of internal combustion
engines are complex and not known in detail. This aspect is often excluded from the dis-
cussion.

3.1. Wall Flow and Heat Transfer

The resolution of the viscous and turbulent shear layer at the combustion chamber
walls is still a considerable challenge with respect to the various flow patterns and tem-
peratures that occur during gas exchange, compression, and expansion stroke. The most
common modelling approach is the logarithmic law of the wall that was derived from an
incompressible, steady-state wall flow in local equilibrium [4]. It is usually applied in con-
junction with URANS, VLES and DES simulations. Engine specific modifications of the
turbulence model and the analytical formulations were added e.g., by Angelberger and
Keum, who took variable fluid properties and densities in the wall layer into account, and
the Modena working group that proposed a modified law of the wall formulation in order
to overcome the different heat flux predictions for pancake shaped research combustion
chambers and roof top shaped geometries of SI engines [28–30]. Šarić et al. propose an
analytical wall function instead of the log-wall model in conjunction with a k-ε-τ-turbu-
ulence model and conclude from a wide range of benchmarks less mesh sensitivity and
better quality [31]. However, a prerequisite for an accurate model application is that the
dimensionless distance y+ of the first numerical grid point is in a suitable range for the
whole working cycle. Though it is an issue for continuing development [32], this criterion
is usually not fulfilled as long as no adaptive meshing strategy is involved.

Alternatively, the low-Reynolds approach with a numerical resolution of the wall
layer is applied, especially in combination with LES. The assumption of normalized ve-
locity and temperature profiles close to the wall as they are inherent to wall layer models
can thus be avoided, but a sufficient numerical resolution of the viscous and turbulent
wall layers is necessary. Particularly for highly turbulent flows, the wall layers are very
thin. In combination with the fact that a LES simulation requires a fine mesh perpendicu-
lar and parallel to the wall, an excessive mesh size results. At ETH Zürich an engine pro-
cess was simulated using DNS with the goal to gain insight into the transition from the
turbulent to the viscous shear layer. Detailed results on near-wall flow structures are ex-
pected that will help to improve future URANS and LES heat transfer models [33].

Besides the shear flow in the wall layer, the surface temperatures of piston, liner, and
cylinder head including the valve disks are essential. It must be assumed that these tem-
peratures are non-uniform in space and time and interact with the turbulent in-cylinder
flow and the flame front. Wu et al. pointed out the impact of a more elaborate conjugate
heat transfer model on the flow field and heat transfer in a pancake shape research engine
[34]. Though efforts were made in the past to include simplified 1D-models to solve for
the wall temperatures or to map transient wall temperatures from FE analyses on the
CFD-grid [35,36], constant surface temperatures are still state-of-the-art and an uncer-
tainty of the numerical solution.
Additionally, the surface finish is usually not considered in the definition of the cylinder walls and may differ throughout an engine’s lifetime due to wear and contamination. The cylinder liner and the piston surface are wetted with fuel and lube oil and an impact on flame quenching and heat transfer cannot be excluded.

When accepting that hydrogen combustion with high laminar velocities, high Péclet-numbers and a rather small quenching distance of the flame at the combustion chamber walls will play a prominent role for future engine combustion processes, the predictive modelling of the wall heat transfer will remain an important research issue in the future.

3.2. Gas Exchange and Cylinder Pressure

Fluid mechanic properties like pressure, temperature, and mass flow must be assigned to the in- and outlet of the CFD domain. The necessary time-dependent data is taken either from low-pressure indication measurements from a test bed or gas exchange simulation with a suitable 1D-code. If the inlet boundary is defined sufficiently far upstream of the inlet valve, the impact of the, particularly for LES unknown and therefore assumed, turbulence intensity at the inlet on the flow field after inlet-valve-closing can be minimized.

It was already discussed that the consecutive simulation of engine cycles with LES is tremendously time consuming. Therefore, investigations were carried out to perform multiple parallel simulations by effectively perturbing the simulation parameters such as the initial and boundary conditions in order to compute a sufficient number of individual cycles in an acceptable time [37]. The authors related these perturbations to turbulence intensity in the combustion chamber. In [38,39] a concurrently saved flow field is perturbed with random minuscule velocity fields to generate a number of slightly different flow-fields for following simulations. The CCV of a dual fuel engine were simulated in [40] by running multiple parallel cycles with perturbed operating parameters and boundary conditions. Single- and multi-parameter perturbations were investigated. In [39,40], both authors claim that high-performance computing power was available and enabled a strong parallelization. Especially in combination with further growing computing power, this approach seems very promising and a substantial parallelization of LES cycles may be a game-changer in favor of this method. However, a sufficient database is missing, and further research will be beneficial in order to promote the confidence in the applicability of such a method to further engine configurations.

Further, the ideal gas assumption is not valid at high pressures and real gas options should be considered. Yue et al. modelled the cylinder charge of a conventional diesel combustion engine and in a reactivity-controlled compression ignition engine with a Peng-Robinson formulation and reported a good agreement to test results and a discrepancy of the predicted emissions and reaction kinetics to the results with ideal gas assumption with increasing load [41]. The authors concluded that the inclusion of real gas effects is important.

It is uncertain for large bore engines if the impact of radiation on heat transfer and fluid thermodynamics can be considered negligible. In [42] a share of 10 to 20% of the overall heat transfer mainly due to gas emissivity was calculated with CFD simulation for a diesel engine. Therefore, basic fluid properties like the mixture temperature and pressure are obviously subject to uncertainties.

Elasticities in the engine structure (cylinder head bolts, crank train) may noticeably change the combustion chamber volume and compression ratio compared to the ideal CAD geometry for highly boosted gas and diesel engines with peak pressures beyond 25 MPa. This is discussed in [43] for an optical engine and extended to full-metal engines at higher boost and peak pressures, which is of particular relevance for large engines [44]. The blow-by losses and their impact on the engine process strongly depend on the piston ring tension and are generally unknown.

While these simplifications were frequently acceptable for the simulation of the mean engine cycle with URANS there might be a need to re-evaluate these shortcomings when
the whole cycle spectrum is to be simulated with LES in order to predict the kinetically controlled processes of pollutant formation and knocking combustion.

3.3. Injection and Spark Ignition

Further boundary conditions are fuel injection and spark ignition. Both supply of diesel and spark energy are prone to variations themselves that cannot be attributed exclusively to the flow field. The more local the mixture ignition, as is the case for spark ignition and dual fuel engines, the higher is the impact of the local variations of the turbulent flow field on the following combustion process. Particularly LES simulations must include these variations if it is the aim to predict CCV. It is important to be aware that LES itself only captures the stochastic nature of the turbulent flow itself. Consequently, it was reported in the past that LES simulations did not cover the whole cycle spectrum observed at the engine test bed [45,46]. Kinetic processes are frequently strongly related to the fastest (knocking combustion) and slowest cycles (HC-emissions). Only if these cycles are captured accurately by LES simulation, the correct conditions of the cylinder charge are provided to solve for the reaction kinetics. Investigations by Goryntsev et al. already depicted the potential of stochastic perturbations imposed on the spray of a GDI engine in combination with a LES turbulence model [47]. Similar approaches may be applicable to spark modelling. However, this is still content of current research activities and further experience must be gained before a successful application to different engine types is possible.

4. Mixture Preparation and Ignition

Spray formation is complex and strongly depends on details of the nozzle geometry like the fillet between cavity and bores, the shape of the bores, and surface roughness. Turbulence and cavitation bubbles within the liquid core are generally unknown boundary conditions when the fuel enters the combustion chamber. Although numerous models are available that represent the phenomenology of spray atomization and droplet breakup [48], parameter adaption for a given setup is still necessary [13]. The vast number of single droplets in a typical engine spray requires a statistical approach. Therefore, the droplet distribution is characterized by the spray equation, which is numerically solved on discrete trajectories by a sufficient number of stochastic parcels in a Lagrangian manner. Further spray models like droplet coalescence and turbulent dispersion are nowadays implemented in every commercial CFD code. A more complete summary of current spray models is given in [48–50].

Otto et al. discussed the model-intrinsic shortcomings in detail that arise from an insufficient grid resolution close to the injector nozzle, the influence of grid cell orientation relative to droplet trajectories, the lack of statistical convergence and an unphysical turbulence formation in the spray [13]. According to Haworth liquid fuel-spray modelling is a “particularly weak link” [51]. Though remedies were proposed that introduced adaptations to the turbulence model in combination with a hybrid Euler-Lagrange approach [52] or fluid diffuse-interface model [53] to overcome mesh dependencies close to the nozzle, a predictive simulation without injector specific model calibration has not been reported so far. Comprehensive modelling approaches that included the nozzle flow in the simulation moved the boundary conditions to a more favorable position inside the cavity, but the numerical efforts seem too high for an industrial application, particularly when considering that details of the nozzle geometry are frequently unknown [54,55]. Further, typical grid sizes of the combustion chamber and injector nozzle differ by orders of magnitude, posing severe constraints for their coupling in a unique simulation.

The modelling approaches for spark ignition suffer similar problems as injection models. Neither the spatial nor the temporal resolution is given on a typical CFD grid to describe the physics of a spark ignition process accurately. Phenomenological models were introduced to define a flame kernel with reasonable initial conditions for the following turbulent combustion. An interaction of the flow field during arc and discharge was
described with Lagrangian particles (AKTIM). A brief review of current modelling approaches can be found in [56]. Spark plugs of large gas engines have a smaller spark gap and larger electrode surfaces compared to gasoline engines due to the lean mixture and the high gas pressures during ignition. Therefore, modifications of existing models with respect to heat transfer and turbulent diffusion are necessary. Although a methodology was demonstrated in a URANS framework in [56,57] and a comprehensive workflow for a DISI gasoline engine based on LES and including an AKTIM spark model is described in [46], a specific large engine model for LES is still missing.

There is ongoing research on spray penetration, mixture preparation, ignition lift-off length and robustness. Numerous models were extended and validated with the help of detailed geometry and spray data from reference injectors (e.g., the injectors of the Engine Combustion Network). The modelling of the mixture fraction and the interaction of turbulence and chemistry was already investigated on different complexity levels using transported probability functions (TPDFs) [58,59] and lower-order manifolds, like conditional manifold closure (CMC) [60–63], flamelet generated manifolds (FGM) [64–66], or even assuming the computational cells being well-stirred reactors [67]. LES was frequently applied to investigate in detail different sub-processes of the diesel injection, like the impact of turbulent dispersion [68] and turbulent structures [69] on lift-off length and cone angle, the mixing fraction close to chamber walls [70], or the primary-breakup [71].

Additional complexity to injection and ignition is added by multiple injection and variations of the background gas. Both split injection and dual fuel introduce various mixing and combustion regimes that must be treated simultaneously. Bolla therefore simulated multiple-injection cases using transported PDFs (TPDFs), compared the CFD results with measurements of the spray A injector and reported a good agreement [59]. Hasse successfully applied an extended flamelet approach to a diesel split injection [72].

Analytical conclusions from numerous experimental observations on typical diesel sprays suggested that the spray penetration is mainly driven by the initial spray momentum and the air-entrainment by the cone angle [73], i.e., the diesel spray behaves similar to a gas jet and equilibrium between gaseous and liquid phase can be assumed. Obviously, modelling results with respect to spray penetration and mixture formation are not too sensitive as long as a correct momentum and spray angle are provided. Therefore, solutions were proposed that rather aimed on a high robustness and industrial applicability. In [67] the primary break-up model was extended in order to analyze the impact of caviation and turbulence on droplet size, penetration and cone angle for a diesel spray. In [74] a simplified approach based on phase equilibrium was proposed, validated with experiments and grid-independency and minimal necessary tuning was claimed. Wang combined an extended primary break-up model with an unsteady gas jet approach to minimize mesh and time step dependencies of the solution [75].

The simulation of the mixture ignition requires, besides the accurate representation of the species concentrations in the gas phase, suitable kinetic mechanisms to model reaction rates and heat release. This will only be mentioned briefly because the development and reduction of chemical mechanisms usually require specific experimental devices and numerical tools. The kinetic mechanisms are frequently coupled to the CFD codes via standardized interfaces. In the past, numerous mechanisms for diesel, fuel gases with different methane numbers and surrogates were developed using rapid compression machines, shock tubes and reactor models. They were either directly implemented or tabulated for their efficient use in the CFD framework. Successful development and reduction of detailed dodecane-mechanisms with the aim to predict auto-ignition were presented in [76–78]. Reduced chemical mechanisms for dual fuel combustion, which mostly used n-heptane as diesel and methane as natural gas surrogates, were developed and applied to engine processes in [79–81].

While the research on diesel sprays mainly aimed to describe chemistry and mixing-state, Chung considered supercritical fluid properties to identify flow sensitivities due to geometry variation in conjunction with the impact of low-temperature oxidation [82].
Perini reported an impact on spray temperatures and saturation properties when using real-gas options [83]. Though it is not directly related to large engines, it shall be briefly mentioned that in the field of gasoline fuels, the impact of physical as well as chemical fuel properties are more and more investigated. Zöbinger suggested a surrogate fuel consisting of 11 hydrocarbons in order to reproduce the fuel’s distillation curve with the aim to predict film formation in the combustion chamber of a DISI engine more accurately [84]. Del Pecchia extended existing physical and chemical models to a comprehensive approach that predicted flame propagation and auto-ignition correctly [85]. A “mixed-mode” combustion was investigated for E30 in [86] with a surrogate that was adapted to RON- and MON-number. The authors reported a correct prediction of pure deflagration and mixed-mode combustion that additionally showed auto-ignition.

Führhaber et al. applied the WAVE-atomization model to a dual fuel injector that was operated in the ballistic range and took the impact of needle-opening and –closing into account. Turbulence was modelled with LES, chemistry with a reduced n-heptane/methane/propane-mechanism assuming well-stirred conditions in the computational cells [81]. Comparisons with penetration lengths that were measured in a constant-volume chamber showed a good agreement after adjusting initial velocity, spray angle and droplet atomization (break-up time, child-parcels) [87]. Figure 3 depicts a comparison of the measured and simulated spray ignition through the OH-radical at different timings after start-of-injection for the discussed injector [87]. The model successfully reproduced the ignition close to the nozzle in the spray’s boundary zones where air-entrainment and mixture preparation provided favorable conditions for ignition. After the end of injection, the flame moves to the spray tip and consumed the fuel in the spray center. Despite the simple approach with respect to turbulence/chemistry-interaction, a good correlation between simulation and measurements could be observed with respect to ignition delay as well as ignition location. This further supports the statement that with a well-adjusted injection model and kinetic mechanism reasonable results can be achieved.

![Simulated OH mass fraction vs Measured OH signal intensity during diesel spray ignition](image)

**Figure 3.** Simulated and measured OH-species during the ignition of a diesel spray.

In the future, the chemical and physical characterization of fuels will become one of the key challenges of CFD simulation. It must be expected that engine research will be shifted significantly to alternative fuels without CO₂-footprint [88]. There is intense discussion about Power-to-X fuels that use excess energy from sustainable but volatile resources like sun and wind power and therefore act as chemical energy storage.

With respect to gaseous fuels, hydrogen from electrolysis is considered the most promising power source in the future. In addition to supplying fuel cells, hydrogen can
be a potential source of energy for large gas engines. As an example for these emerging technologies, the activities at the Large Engines Competence Center in Graz, Austria, shall be mentioned, where the on-board preparation of hydrogen from water and carbon dioxide using liquid methanol as an intermediate storage is currently demonstrated [89]. Therefore, specific properties of hydrogen combustion must be further investigated, specifically the simulation of the penetration and mixing of the under-expanded fuel gas jet, the characterization of laminar and turbulent flame speed, flame quenching distance and wall heat losses as well as auto-ignition. First simulation results are shown in [90].

From hydrogen and carbon dioxide, liquid synfuels can be produced with the Fischer-Tropsch process. Though this path is disadvantageous from an efficiency point of view, it can be argued once there is a sufficient amount of excess energy available to store or consume. For large engines oxymethylene ethers (OME) might be a future substitute for marine diesel or even heavy fuel oil [91,92]. A wide range of physical and chemical properties is realizable depending on the number of carbon atoms in the molecule and an application of these fuels could be ramped with admixtures to marine diesel as a starting point. From the perspective of the CFD simulation that means above all the development and availability of suitable chemical mechanisms.

It can be concluded that LES and URANS have been successfully applied to the injection of sprays and the ignition process. However, both approaches required the coupling with a validated spray or spark ignition model and an improvement with respect to prediction capability cannot easily be derived for LES from this point of view. Mesh- and timestep-sensitivities and an atomization process that cannot be properly resolved with present numerical discretization will remain prone to expertise and validation.

5. Combustion

The combustion process in engines is strongly affected by the turbulent flow field that promotes the mixing of fuel and oxidizer and the flame propagation. It is useful to distinguish between premixed and non-premixed combustion, although such distinction is less and less valid for modern combustion strategies. Diesel combustion is generally considered non-premixed, i.e., fuel and oxidizer mix and burn simultaneously. Gas engines with fuel admixture far upstream the inlet valves are almost perfectly premixed, and a turbulent flame front propagates through the homogeneous cylinder charge consuming the fuel. Flame characteristics can be expressed with the turbulent and chemical time scales. For many combustion processes, like the diesel diffusion combustion or the premixed combustion of a SI engine, the chemical timescales \( \tau_{\text{chem}} \) are much smaller than the turbulent time scales \( \tau_L \), i.e., the Damköhler-number \( Da \)

\[
Da = \frac{\tau_L}{\tau_{\text{chem}}}
\]

(2)

is large. In this case, the reaction zones are thin and the turbulent flame, though wrinkled by the turbulence, still behaves on a microscale like an ensemble of laminar flame sheets (flamelets) [93] which allows, from a modelling point of view, the separate treatment of the chemical and the turbulent aspects of the combustion process. Typical flame regimes of large internal combustion engines are illustrated in Figure 4.
The interaction of turbulence and chemistry is complex and strongly depends on the size of the turbulent structures. Large eddies may contribute to a wrinkling of the flame and therefore to an enlargement of the reactive surface, small eddies of the size of the flame thickness or reaction zone cause species and heat transport on a microscale. This may lead to a degradation of the gradients in the reaction zone and result in a thickened and strained flame front [93]. These effects on the smallest scales are expressed by the Karlovitz-number $Ka$ that relates the Kolmogorov time scale $\tau_K$ to the time scales of the laminar flame $\tau_L$ [93], see Figure 5.

$$Ka = \frac{\tau_L}{\tau_K} = \left(\frac{\delta_L}{\sqrt{\eta}}\right)^2 \quad (3)$$

Figure 4. Flame types in combustion engines (based on [49]).

Figure 5. Length scales in turbulent combustion acc. to Peters.
Obviously, the flame characteristics are widely different, reaching from laminar flames to wrinkled or even corrugated flames with fast chemistry that are strongly affected by the turbulent structures. If chemistry is slow compared to the turbulent time scales, the reacting mixture may be assumed well-stirred. Flames in internal combustion engines cover the whole range of flame characteristics, see Figure 4. Diesel combustion usually starts with the auto-ignition of premixed fuel and transitions into diffusion combustion. It is therefore located in the center of the combustion triangle’s base line. The combustion process in a gas engine may start with a propagating flame front that causes a self-ignition in the unburned mixture if the knock limit is reached.

In the framework of a RANS approach the species conversion (combustion) is treated mathematically as the Favre-averaged reaction rate in the species transport equations. Numerous models were proposed for this term that reach from rather simple time scale to sophisticated PDF and multi-zone models, which already reflects the wide variety of combustion characteristics that must be covered. A summary and review of available combustion models is given in [49,94] and in the combustions models table of [51].

LES simulation with a more detailed representation of turbulent scales can be considered as a solution for shortcomings of turbulent mixing and wrinkling of the flame as long as the large structures are involved. However, either using RANS or LES, combustion occurs at the unresolved scales of the computations which makes the general potentials of LES according to [51] “less compelling”. The basic tools and formalisms of turbulent combustion modelling are somehow the same for both techniques. Most of the RANS combustion models can therefore be modified and adapted to LES modelling [51].

5.1. Flame Propagation

As mentioned above, the flamelet assumption is justified in many cases of engine combustion which allows a separate modelling of turbulence and chemistry. Research work carried out by Dinkelacker and, more recently, Hasse suggested that flamelet-resembling structures can be observed even at high Ka-numbers which theoretically justifies the extension of the flamelet approach to a wide variety of combustion processes [95,96]. For non-premixed combustion, species concentrations from chemistry simulations of counter flow flames were frequently tabulated and related to the CFD solution of the turbulent flow field with a PDF distributed mixture fraction. For premixed combustion a reaction progress variable (e.g., G-variable) and/or a flame surface density (ECFM) is transported, and the chemistry is treated with the mixture’s laminar flame speed. Multi-zone combustion models like ECFM-3Z were developed that allow the description of the mixing of the reactants and the combustion as successive processes in specific zones [97]. They are considered applicable to premixed and non-premixed combustion regimes and are in the meantime implemented in most commercial CFD-codes.

Limitations of the present combustion models were intensively discussed in the literature [13,51]. The simplified treatment of turbulence within the URANS framework reduces the interaction of the turbulent eddies with the reaction zone to a simple definition of turbulent time scales \( \tau_\tau \sim k/\varepsilon \) and length scales \( l_\tau \sim k^{1.5}/\varepsilon \). This is the case for the modelling of the important scalar dissipation rate in the flamelet models as well as for the turbulent mixing time and the surface production term in the ECFM model. Premixed combustion models additionally suffer of unphysical turbulence production due to a steep velocity gradient from unburned to burned mixture that cannot be properly spatially resolved and must be suppressed or neglected [13]. Flame regimes with the turbulent and chemical time scales in the same range are not accurately covered by these approaches and a joint solution of turbulence and chemistry is necessary. Enhanced flamelet models that describe the turbulence/chemistry interaction in more detail (RIF, FGM, CMC) were therefore introduced and research work is still going on [64,98–101]. Generally, the numerical effort is considerably increased and the application in an industrial context is still in the process of being clarified. On the other hand, the sophisticated modelling approaches allow a deep understanding of the flame structure and emission formation.
In numerous papers a successful application of different modelling approaches to diesel engines was reported in the past [51], specifically in [60,101] for large engines. Haworth concluded that with careful tuning, a useful representation of the underlying physics can be satisfactorily captured by different modelling concepts. On the other hand, it has proven more challenging to predict even global characteristics (e.g., in-cylinder pressure traces) for different engines over a wide range of operating conditions (engine load and speed) using one model [51].

For premixed lean burn gas engines, the combustion models strongly rely on laminar and turbulent flame speed [102]. Though research has been done during the last years to provide data on the high-temperature chemistry and the interaction with turbulence [102,103], an extension of this database to high pressures beyond 10 MPa as well as very lean mixtures and low laminar flame speeds is still needed [104]. Simulations of an unscavenged pre-chamber with the G-equation model revealed that the turbulence/flame-interaction differed significantly from the conditions in the main chamber and an extended formulation of the turbulent flame speed was necessary [105]. In [106] the necessity to individually adapt a multi-species PDF combustion model for the pre- and the main chamber was reported in order to find a good correlation with the measured burn rates.

The probably most complex combustion process nowadays with respect to chemistry and turbulent mixing is the dual fuel combustion, especially with a high amount of diesel fuel. All mentioned flame regimes may occur, starting with diesel-like combustion that transitions to a lean burn premixed combustion and may, if the knock-limit is reached, result in an auto-ignition of the homogeneous, unburned mixture. In [107] the authors used a combination of coherent flame and surface wrinkling model and declared that in spite of capturing some physical trends, further improvements of the mixing controlled combustion are still needed. Research work was carried out with a special focus on the extended chemistry involved due to the two fuels in [108–110]. Eder et al. showed results with an ECFM-3Z model and empiric correlations for ignition delay and laminar flame speed [111] that reasonably correlated with test data. In [65] a FGM model was successfully applied to a large bore dual fuel engine. In [66] it is reported that all phases of dual fuel combustion could be successfully captured in a rapid compression machine with a FGM combustion model that was based on calculations of flamelets and mixture fraction. According to the authors, there are further investigations in real internal combustion engines planned to confirm the general applicability.

Figure 6 shows results of a combustion simulation with LES for a large dual fuel engine using a WAVE atomization and a LES-CFM combustion model. A reduced chemical mechanism was specifically developed in order to model the ignition of the diesel/natural gas mixture [81]. The penetration of the spray, the cone angle and the fuel ignition were validated with experiments in a spray chamber, see Figure 3. The simulations were carried out for different diesel substitution and exhaust gas recirculation rates, reaching from small pilot injections of 1% fuel energy content up to considerable diesel energy rates of 20%. Every operating point was simulated with 25 consecutive cycles in order to provide sufficiently reliable statistical information of the cycle-to-cycle variations. In Figure 6a a snapshot of the spray and the combustion process for a diesel amount of 5% fuel energy at 10° after TDC is given.
Figure 6. (a) Snapshot of the duel fuel combustion at 10° after TDC showing the spray parcels and an iso-surface of the progress variable; (b) Comparison between simulated and measured cycle-to-cycle variations for a large dual fuel engine with different diesel substitution rates.

Figure 6b depicts the simulated coefficient of variation ($COV_{p_{max}}$) of the peak pressure, which is a measure for the cycle-to-cycle variations, for 3 different diesel substitution and EGR rates in comparison to experiments at the engine test bed. The results show that the cycle-to-cycle variations decrease with a larger amount of diesel fuel. This tendency can be explained by the fact that the spray volume promotes favorable conditions for fuel ignition at numerous locations in the combustion chamber which makes flame development less sensitive to the local fluid properties. For small pilot injections (1% fuel energy) the local mixture in the vicinity of the injector has a strong impact on ignition and the development of the flame kernels. Therefore, the cyclic variations are highest at this operating point. The LES simulation plainly represents this tendency of the dual fuel combustion which is a basic requirement for emission simulations.

Following the discussion so far, LES is undoubtedly a step towards predictive combustion modelling compared to URANS. As reported, the turbulent flow field’s representation is more accurate, and many aspects of the species transport and the interaction with the reactive zones are directly solved instead of modelled. In [112] a comparison of both approaches was carried out for a diesel combustion process and the superiority of the LES approach was confirmed. However, turbulent structures of or below the grid size have an
impact on the temperature and species gradients in the reaction zone and modelling approaches must be introduced for LES as well. On the other hand, even for combustion processes with highest complexity like dual fuel combustion, a successful application of URANS in combination with validated mixing and combustion models was demonstrated. It will therefore depend on the aim of the simulation what method will be chosen in the future. Suppose the impact of specific parameters on the heat release are to be investigated, like spray properties, or the design of the connecting bores between pre- and main chamber. In that case, URANS may remain the most efficient approach. On the other hand, LES will be necessary whenever the solution of the ensemble-averaged cycle is not sufficient (irregular combustion, emissions) or when the combustion process is insufficiently known and the choice of the combustion model is not straight-forward.

5.2. Irregular Combustion

Knocking combustion is closely related to cycle-to-cycle variations and it is accepted that only a limited prediction is possible using the ensemble-averaged cycle, which is provided by URANS. This has been a strong argument for the promotion of LES in the last years. However, as already mentioned, the impact of perturbations introduced by the injection or ignition systems on the cycle-to-cycle variations is frequently not known and therefore neglected. Additionally, only a limited number of numerical cycles can be simulated. If we consider as an example a premixed combustion process at the knock threshold and assume that the probability that a cycle with knocking combustion occurs is \( p \), it follows that \( n \geq \frac{\ln(1 - p)}{\ln(1 - B)} \) cycles must be simulated to capture a knock event with a Bernoulli certainty of \( B \), i.e., with \( p = 5 \% \) 14 cycles for \( B = 50 \% \) and even 45 cycles for \( B = 90 \% \). Currently, the simulation time for a complete engine cycle with LES on a powerful HPC cluster is between two and three days. From this follows that the simulation time of one engine operating point is in the range of two to three months if these cycles are run consecutively. In most studies 15 to 20 simulated cycles were reported, which suggests that the whole cycle spectrum is not captured without a suitable introduction of perturbations to the flow field or the ignition model.

Mainly these rather practical limitations prevent LES currently from being applied in the predicted way [12], though it is generally accepted that it is a potentially more predictive modelling approach. An important step forward would therefore be further development and introduction of the already mentioned perturbation models for the flow field and/or the boundaries in order to run the engine cycles mostly in parallel instead of successively. In combination with a steadily increasing computing power, this would seem to be a promising strategy for the future.

Academic research was carried out with LES and URANS and will remain indispensable to understand the underlying mechanisms of irregular combustion. In [113] a \( G \)-equation approach was coupled with detailed chemistry and a fine mesh to capture detonation. In [114] turbulence/chemistry-interaction was modelled with a FGM model, [115] additionally applied the Bradley-detonation criterion and therefore evaluated the detonation intensity. In [116] a statistical RANS-PDF knock model was proposed that introduced additional equations for mixture fraction and enthalpy variance. Robert used the Bradley criterion for a simulation of 15 LES-cycles [117]. The same number of LES cycles was applied to different knocking engine operating points in [46,118].

During the last decade, a lot of research work was done in the field of pre-ignitions, i.e., mixture ignition prior to spark discharge followed by a heavy knock-event. These events appear stochastically after several seconds or even minutes at high engine load which excludes a mechanism that solely depends on cycle-to-cycle variations. Experimental observations suggested that fuel/oil (gasoline engines), oil droplets (gas engines), or deposits from oil/fuel residuals that are detached from the combustion chamber walls initiate the combustion [119–122]. Though models and workflows were suggested in the
past on the basis of the CFD-simulation [123], the information of the wall wetting, oil accumulation, and deposit formation over several thousands of engine cycles is missing and a fully comprehensive modelling approach is not in reach at the moment for this problem.

6. Emissions

6.1. Hydrocarbons

Hydrocarbon or HC emissions result from flame extinction at cylinder walls, crevices, and very lean mixture regions. They are therefore relevant for gas and dual fuel engines. Generally, the prediction of HC emissions addresses two of the previously mentioned limits of the methodology, namely the cycle-to-cycle variations and the wall temperatures.

The slow-burning cycles are particularly relevant for HC emissions. Similar to the issue of the knocking combustion, this immediately brings up the discussion of how a multi-cycle simulation approach with LES represents these cycles at the very border of the cycle spectrum.

The flame quenching at the cylinder walls depends on the heat transfer in the thermal wall layer. This requires an accurately modelled temperature gradient at the wall and the local wall temperature. The lube oil film on the liner may influence flame quenching. All these details are usually not included in CFD-models with the necessary accuracy, and the simulation of HC emissions must be currently considered from a rather qualitative than a quantitative point of view.

A recent demonstration of the present capabilities was given by Kuppa et al., who presented results of a URANS simulation including a flame quenching model based on the Péclet-number, a crevice and post oxidation model and found a good qualitative agreement with measurements from a 1-cylinder research engine [102].

6.2. Nitric Oxides

Nitric oxide formation can be categorized in thermal NO (Zeldovich), prompt NO (Fenimore), and NO from N₂O. Thermal NO is the most important contribution and based on the endothermic reaction of nitrogen and oxygen with intermediates like O, OH, and N. Prompt NO depends on the presence of CH in fuel-rich regions of the diesel spray, while NO from N₂O contributes at lower temperatures and high pressure as they prevail in the lean burning gas and dual fuel engines. Generally, NO emissions can be modelled and predicted in a reasonable way [94] and were already successfully applied to large bore diesel engines [124]. The chemical time scales are large compared to the turbulent time scales, i.e., Da-numbers are small, and the turbulence/chemistry interaction can be neglected in many cases. From this follows, that NO emissions do not have the same sensitivity on mixture inhomogeneity, boundary conditions and CCV as HC or soot emissions. The chemical mechanisms of NO formation are comparably well understood, and the size of the mechanisms allows an application in CFD-codes. The most critical prerequisites are the correct simulation of air entrainment in the diesel spray and the local temperatures. Therefore, numerous publications are available that show good correlations of URANS CFD-simulations with measurement results. Many papers documented that NOₓ emissions can be reasonably predicted with less detailed simulation methods like reactor models or 0D-simulations.

Figure 7 illustrates the results of the simulated NOₓ emissions for the dual fuel engine that was already described in Figures 1, 2, and 6. The nitric oxide reaction rates were modelled with an extended Zeldovich-mechanism. Figure 7a shows a comparison between measured and simulated NOₓ emissions for significantly different diesel substitution and EGR rates. In spite of the differences between measurement and simulation that can be observed for the individual operating points, it can be stated that the overall trend is well captured by the CFD-simulation when keeping the complexity of the combustion process in mind. Nitric oxide emissions are primarily formed during the combustion of the diesel
fuel at high temperatures and close to the stoichiometric equivalence ratio. Therefore, NO\textsubscript{x} emissions increase when injecting diesel with 5% of the overall fuel energy instead of 1%.

At the third operating point, the very high amount of diesel fuel is balanced with 20% residual gas. This lowers the oxygen concentration and extends the ignition delay and the combustion process. The NO\textsubscript{x} formation is in the same order as for the 1% diesel pilot injection due to the lower temperature and the reduction of the reactive species oxygen.

![Graph showing NO\textsubscript{x} emissions comparison](image)

**Figure 7.** (a) Comparison of simulated and measured NO\textsubscript{x} emissions for a large dual fuel engine with different diesel substitution and EGR rates; (b) nitric oxide iso-surfaces at 10° CA after TDC.

Figure 7b shows iso-surfaces of the nitric oxide mole fractions at a crank angle of 10° after TDC. The reduced formation of NO\textsubscript{x}, especially in the center of the combustion chamber, is clearly noticeable for 20% fuel energy from diesel.

As a conclusion, it can be stated that the mechanisms of NO formation are better understood than most other features within a typical engine simulation including spray formation and turbulent combustion. Therefore, if the simulation of the NO emissions does not match the experiments the problems frequently are to be found elsewhere.

### 6.3. Soot and Particles

Soot and particle formation are mainly topics of diesel engines. The challenge to model particle formation embraces detailed chemistry analyses in order to capture all precursors and intermediates as well as physical processes like coagulation, condensation, collision, agglomeration, surface adsorption and desorption of the reactants. A problem-inherent limit of the prediction comes from the fact that the soot mass during an engine cycle usually changes over several magnitudes. A considerable amount of soot is formed...
in the rich mixture of the ignited diesel spray, and afterwards oxidized to a value very close to zero, i.e., the outcome of the simulation is the difference of two quantities, namely soot formation and oxidation, which have almost the same value. Minor errors in the prediction of soot formation or oxidation inevitably result in a large error of engine-out that might reach a magnitude or more [49]. This issue is related to the process rather than to the modelling approach, and even relative evaluations between different measures and operating points seem currently problematic.

Soot models usually take detailed chemistry into account in order to capture the presence of precursor species like C$_2$H$_2$ and C$_3$H$_3$. Soot oxidation is proposed as O$_2$ and OH adsorption on the surface of the soot particle, mobility on the particle surface and possibility to change the site, soot oxidation, and desorption of carbon monoxide [125,126]. Methods to predict particle size distribution were introduced as flow field post processing routines involving unsteady flamelet modelling. The evolution of the particle size distribution function (PSDF) was described with a sectional method or transport equations of the first two moments of the PSDF [127,128]. While soot mass and number is modelled with transport equations in [129], detailed chemical mechanisms are usually applied to soot formation. In [130] URANS and LES are combined with a C$_2$H$_2$-formulation and compared to the results from spray A investigations. Both approaches identified the position of the soot cloud correctly. LES additionally described the non-equilibrium soot formation and oxidation. In [131] a n-heptane mechanism was coupled with a reduced polycyclic aromatic hydrocarbon chemistry mechanism in order to capture the impact of soot precursors. Ferrara et al. investigated in [132] the soot formation from oxymethylene ether-3 in premixed burner flames using a conditional quadrature method of moments and confirmed the observation of many engine tests, namely that the particle number and soot mass is strongly reduced compared to diesel fuel [133,134].

7. Conclusions

It was the aim of this paper to present a summary of the present CFD simulation methods for in-cylinder modelling with a focus on combustion processes relevant for large engines. It was emphasized that simplifications and assumptions are inherent to turbulence, spray, and combustion models due to the non-deterministic nature of turbulent flow. Further uncertainties result from the boundary conditions that are not known in necessary detail like the cylinder wall temperatures and the variations coming from ignition and injection. Although there are many examples of a successful application of the models to engine processes, experience, model adaption, and a careful interpretation of the simulation results will remain necessary. Research and development contributions are frequently made to specific combustion or emission models while accepting the simplifications of the models “upstream” like turbulence and spray. Therefore, the tuning of a given model always comprises the deficiencies of the complete setup including turbulence, spray, and combustion.

LES resolves the large turbulent structures and sustains the stochastic nature of the turbulent flow to some degree. It theoretically enables the analysis of cycle-to-cycle variations of the engine process, which is important for the prediction of kinetically controlled processes like irregular combustion or pollutant formation in dual fuel or gas engines. The model assumptions involved are therefore less fundamental than for URANS. LES is therefore frequently regarded as a considerable step towards predictive modelling. However, in spite of its undoubted advantages with respect to the prediction of the turbulent flow field and the turbulence/chemistry-interaction, and although efforts were taken to promote opportunities to establish this methodology in an industrial context [135], an increased application of LES or even VLES to industrial development processes as indicated in [12] has not been observed so far. The fact that LES still requires the modelling of the processes on the subgrid scales partially weakens the benefits, particularly when coupled with spray and combustion models. The uncertainties of the boundary conditions remain and the unknown perturbations of the injection or ignition system in combination with a
limited number of simulated cycles may result in an incomplete representation of the engine cycle spectrum. Particularly, the dramatically increased numerical effort due to the necessity to simulate a sufficient number of engine cycles in order to obtain the required statistical information is currently the most severe drawback of LES. Research on the perturbation of the flow field and/or the boundary conditions seems to be a very promising approach to strongly parallelize the simulation and to cut down the number of working cycles that must be run consecutively. This may bring scale-resolving methods much closer to the requirements of an industrial development process.

On the other hand, numerous examples demonstrated during the last years that URANS can be applied successfully to the combustion process of large engines and even knocking combustion can be analyzed in a qualitative sense. It goes without saying that for the URANS approach a higher amount of modelling assumptions and validation will remain necessary, whose validity is strongly depending on the users’ expertise.

From an industry point of view, the further application and acceptance of simulation methods will be strongly interlaced with the future of the internal combustion engine itself and the funding and budgets that will be granted for its further development. The agreement to decarbonize the traffic and energy sector by 2050 that was concluded at the climate conference in Paris 2015 questioned the sustainability of all CO₂-emitting processes. More and more stringent regulations with respect to pollutant emissions and an extension of emission protected areas worldwide will further increase the pressure on large engines. Alternative power sources like fuel cells or pure electric propulsion for short-distance shipping will become more attractive in a technical and economic sense. Advanced combustion processes like dual fuel combustion with sustainable hydrogen and diesel combustion with CO₂-neutral liquid fuels like oxymethylene ethers and multi-injection will have to be introduced on a large scale in order to keep the internal combustion engine competitive. Therefore, the development of tailor-made chemical mechanisms and combustion models that account for complex mixing of different fuels and products will remain important tasks. From this follows that a variety of turbulence and combustion models will have to be available in commercial codes in order to exploit their specific capabilities with respect to a given combustion process and to support the engines’ development process with CFD in the best possible way. This should be promoted by close cooperation of research institutions, suppliers of commercial numerical codes, and engine manufacturers.

Although there will remain restrictions in the near future with respect to fully predictive and versatile numerical methods, there is no reason to disregard the achievements that were reached in the field of combustion modelling. Turbulent combustion must be considered as one of the most demanding tasks in computational engineering. The American Nobel Prize Laureate for Physics Richard Feynman once described turbulence as “the most important unsolved problem of classical physics” because a description of the phenomenon from first principles does not exist. It must not be forgotten that CFD simulations provided insight in turbulent in-cylinder flow, mixture formation, combustion, and pollutant formation that could not be delivered by pure experiments. Such outcomes have been undoubtedly one of the major progresses in the past few decades in the field of internal combustion engines and will contribute to further development in the future if the social framework allows it.
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