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Abstract: To effectively analyze building energy, it is important to utilize the environmental data
that influence building energy consumption. This study analyzed outdoor and indoor data collected
from buildings to find out the conditions of rooms that had a significant effect on heating and
cooling energy consumption. To examine the conditions of the rooms in each building, the energy
consumption importance priority was derived using the Gini importance of the random forest
algorithm on external and internal environmental data. The conditions that had a significant effect
on energy consumption were analyzed to be: (i) conditions related to the building design—wall,
floor, and window area ratio, the window-to-wall ratio (WWR), the window-to-floor area ratio
(WFR), and the azimuth, and (ii) the internal conditions of the building—the illuminance, occupancy
density, plug load, and frequency of room utilization. The room conditions derived through analysis
were considered in each sample, and the final influential building energy consumption factors were
derived by using them in a decision tree as being the WFR, window area ratio, floor area ratio, wall
area ratio, and frequency of use. Furthermore, four room types were classified by combining the
room conditions obtained from the key factor classifications derived in this study.

Keywords: heating and cooling energy consumption; influential factors; random forest; decision tree;
data mining

1. Introduction

The importance of total energy management is evolving as the need for energy saving
is being increasingly emphasized worldwide. In particular, building energy—which ac-
counts for 20—40% of total energy consumption—is one of the items that requires active
management [1]. Because the demand for building energy is continuously increasing,
energy-efficient building design and building energy performance improvements are es-
sential [2]. Recently, with the development of new technologies such as information and
communication technology and big data, energy management systems (EMSs) that compre-
hensively manage energy have drawn attention. These systems efficiently manage energy
consumption, maintaining a comfortable indoor environment by collecting and analyz-
ing data in real time using sensors installed throughout the building [3]. Representative
examples include home energy management systems and building energy management
systems (BEMSs). Moreover, South Korea has announced a policy to obligate zero-energy
buildings for all private and public buildings by 2030, zero-energy building certification
being enforced as part of this policy [4]. To receive zero-energy building certification,
buildings must satisfy various criteria and conditions, one of which is to install a BEMS [5].
Owing to such efforts, the application of EMSs to buildings is on the increase.
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An EMS contributes to the formation of a comfortable indoor environment and the
balanced optimization of energy consumption by analyzing building energy consumption
using various data to make decisions regarding the operational conditions for the heating,
ventilation, and air conditioning (HVAC) control system. Consequently;, it is important to
use data that are highly correlated with energy consumption to accurately analyze building
energy. However, much of the sensor data recorded has included significant missing values
and outliers [6], and building energy may be affected by various factors in combination.
Hence, it is essential to reduce unnecessary data during the analytical process [7]. Unclear
or low-quality data are undesirable in the analysis of building energy; thus, they are not
useful for energy management. Moreover, when less important variables are removed,
the comprehensibility, scalability, and accuracy of the analysis results can be improved [8].
Therefore, it is important to obtain the required data accurately to effectively analyze
building energy consumption.

In actual buildings in operation, the behavior of occupants can appear in a variety of
ways [9] and also affect building energy consumption dynamically. In particular, because
unexpected situations can happen in non-residential buildings (e.g., significant increase
or decrease of the number of occupants, energy consumption by night worker during the
non-operating hours, etc.), it is necessary to consider real-time empirical data collected by
sensors to figure out what affects building energy consumption. The data collected from ac-
tual building have generally nonlinear patterns because they depend on the HVAC system
that operates dynamically. [10] Thus, it is important to analyze for feature importance in
buildings to not only reveal the complex nonlinear relationship between variables, but also
the most influential factors. [11] In order to reflect this characteristics, researchers have used
various methods to analyze the data required for building energy analysis, a representative
method being feature selection using machine learning. Among the building energy analy-
sis methods, finding an appropriate solution by predicting building energy consumption
has been used for some time [12]. The building energy prediction process requires various
input data, and feature selection is one of the methods used to increase the prediction model
accuracy when there are many input data candidates [13]. Zhao et al. [14] implemented a
feature selection method to predict building energy consumption using a statistical machine
learning approach. They found that among the five feature set cases, the smallest set (6)
exhibited better prediction performance than the largest set (14). Zhang et al. [15] selected
four models with different numbers of features using a data-driven model for feature selec-
tion procedure and compared the building energy prediction performance. Once again, the
results showed that the model with a small number of variables (6) exhibited better predic-
tion performance than the model with a large number of variables (24). Robinson et al. [16]
analyzed building energy consumption and showed the top 10 most important features
using gradient boosting regression models for higher quality. Liu et al. [17] performed fea-
ture selection based on Pearson’s correlation analysis to predict the load of a building and
created a prediction model using an improved Elman neural network (IENN). In the study,
feature selection optimized the weight of the model and brought better prediction results.
Sooyoun et al. [18] selected electric energy as a subset of total building energy consumption
and identified the variables that contribute to electric energy use. As a result of this study,
they explained that selecting and using sensors also make it possible to find the most
significant measurement points because the data can be used to obtain clustering results
for correlation analysis. Gonzalez-Vidal et al. [19] dealt with multivariate time-dependent
series of data points for energy forecasting in smart buildings. They applied different types
of feature selection methods to find out influential factors for regression tasks. The results
of the experiments carried out show that the proposed methodology electively reduces
both the complexity of the forecast model and their root mean square error and mean
absolute error. Salah et al. [20] utilized wrapper, embedded feature extraction method and
genetic algorithm to figure out best combinations of dataset for models. A LSTM model
using only selected features captured all the characteristics of complex time series and
showed high accuracy for medium to long range forecasting. Zeyu et al. [21] developed
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building energy use prediction model with feature selection. Ensemble Bagging Trees (EBT)
was utilized to build more compact input dataset which is formed by retaining important
features and removing less important ones. X.J. Luo et al. [22] built an integrated artificial
intelligence-based approach consisting of feature extraction to forecast week-ahead hourly.
Mean absolute percentage error of the training and testing cases of the proposed predictive
model is 2.87% and 6.12%, which has a 24.6% and 11.9% decrease compared to DNN model
with a fixed architecture. Kusiak et al. [23] compared the accuracy of steam-load prediction
through variable reduction utilizing data-driven approach. Using only two of the selected
eight parameters yielded a higher prediction accuracy than using eight parameters. The
authors found that fewer inputs tended to produce more stable prediction accuracy with
decreased variance. To find the optimal prediction model variable combination, studies
have been conducted that add new variables to the input variables. These studies im-
proved the accuracy of building energy consumption predictions by adding meaningful
variables, such as working days and hours of the day [24,25]. Ivanko et al. [26] tried to
find appropriate influential variables to build an accurate heat use prediction model for
domestic hot water (DHW). When “guest presence,” an artificial variable, was added to
the existing historical DHW data, the prediction accuracy improved from 76% to 83%. The
significant variables utilized in existing studies are summarized in Table 1.

Table 1. The significant variables utilized in previous researches.

Catagory Variables Reference
Outdoor dry bulb temperature [14,15,20-23,25,26]
Outdoor wet bulb temperature [15]
Outdoor dew point temperature [21,22]
. Outdoor humidity [20,21,23,26]
Weather conditons Solar irradiation [15,21,26]
Precipitation [21]
Wind speed [20]
Cloud cover [22]
Indoor temperature [14,15,25,26]
Indoor conditions Indoor setpoint temperature [15]
Infiltration and ventilation rate [14,15]
o o Space Area
Building conditions Number of floors [16]
Time of day [15,21,22,25]
Time data Month of day [18,22]
Type of day (Weekend, holiday, etc.) [20-22,24]
Past energy consumption [15,18,24]
Energy and Load Heating/cooling degree days [16]
- AHU control temperature [15,26]
Building control AHU control ratio [15,26]
Occupancy Number of occupants [14-16,21]

Consequently, selecting and using meaningful data had a positive and helpful effect
on the analysis or prediction of building energy consumption, reducing the run time of the
prediction model [13]. However, most previous studies utilized only sensor data to figure
out influential factors, and there were few studies reflected the design characteristics of the
building (building design and internal design conditions) together.

An EMS requires various outdoor and indoor environmental data, and should be
considered with care in building energy analysis because it is closely related to building
energy and resident comfort [27]. Indoor environmental data—that is, indoor dry-bulb
temperature, relative humidity, air quality, etc.—were generally collected in real time using
various sensors installed inside the building [28]. Outdoor environmental data—that is,
outdoor dry-bulb temperature, relative humidity, solar radiation, etc.—were generally
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collected through the Meteorological Administration or sensors outside the building [29].
Appropriate sensors must be installed to collect the data. In particular, the placement of en-
vironmental sensors can be an important issue as they affect the cost and detection function
of the sensors [30]. The installation location of outdoor environmental sensors is somewhat
more specific as there are fewer limitations to measurements based on the installation space.
By contrast, indoor environmental sensors need to be installed by selecting representative
locations that represent the condition of the building as the sensors cannot be installed
throughout the entire building. Thus, it is necessary to determine the appropriate location
for sensors according to the room conditions. Yoganathan et al. [31] attempted to find the
optimal environmental sensing points that could provide the best overall indoor conditions
of the target building. The authors provided the optimal number and locations of sensors
through a data-driven approach and could reduce the number of sensors by 80% while
minimizing the loss of information from them. Mousavi et al. [32] investigated the optimal
number and location of sensors in the hospital. They focused on finding a space that could
identify the indoor thermal conditions. The authors discovered that the optimal placement
of sensors was highly sensitive to exterior factors. Suryanarayana et al. [33] attempted
to determine the optimal placement of sensors for the best control and monitoring of
a multi-zone building. They proposed an appropriate sensor placement for the target
building by providing importance ranking to every sensor location through a data-driven
methodology. Wagiman et al. [34] suggested an optimal lighting sensor placement method
for indoor lighting control systems using a mathematical model. The authors focused on
the process of saving electrical energy and improving visual comfort through a sensor
placement method. The results showed that the proposed methodology fully satisfied
the visual comfort of the room, achieving a 24.5% energy saving. Consequently, since it
is difficult to find representative environmental conditions from buildings in operation,
many other studies have focused on determining the optimal locations and number of data
points that best represented the environmental conditions of a building.

The development of building energy analysis methods has enabled precise analysis
using various types of building data. In particular, as more diverse building energy predic-
tion methods have been used—from simulation methods to data mining—the diversity and
accuracy of input data are being emphasized more. Active research has been conducted to
find input data combinations based on which data are useful for energy analysis among
the collected environmental data. In particular, it has become possible to find appropriate
variables through a feature selection approach, enabling more effective analysis results to
be derived. Moreover, deciding which data point sensors should be installed in a building
to select the optimal data type is considered to be an important research topic. Previous
studies have focused mostly on which types and which data points best represent the envi-
ronmental condition of buildings. In addition, these feature selection methods used in the
previous studies can effectively reduce large amounts of variables. However, since existing
researches generally focus on the combination of variables that improve the accuracy of the
model, it is difficult to identify the reason why such variables from buildings were selected.
The results of such studies have difficulty in explaining the building and internal design
conditions of rooms of high importance in building energy consumption. In particular,
there is insufficient analysis on which characteristics of a room have an influence on heating
and cooling energy, the main consumption sources of building energy. If it is possible to
know why influential factors affect energy consumption of buildings according to design
conditions, optimal location of sensors for energy consumption analysis can be determined
efficiently. Consequently, this study aims to provide a guide to factors that should be
prioritized in terms of building design and internal conditions. In order to achieve research
purpose, this study investigates which characteristics of space have a significant effect on
the heating and cooling energy consumption using outdoor and indoor environmental data
collected from buildings. In order to figure out influential factors, both empirical sensor
data and building design conditions were utilized to construct machine learning models.
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The conditions of spaces that have a large effect on energy consumption are classified using
quantitative values, enabling the selection of the characteristics of space that are important.

2. Methodology
2.1. Influential Factor Analysis Method

To investigate which characteristics of space in buildings have a significant effect on
the heating and cooling energy consumption, this study was conducted in three steps,
as shown in Figure 1. In step 1, indoor and outdoor environmental data were collected
by installing sensors for five different types of buildings. For the indoor environment in
particular, the temperature and humidity data were collected by installing sensors in each
room in the building.

Step. 1 Step. 2 . Step. 3
Data collection Prioritization decisions Classification
for each variable for influential factors

(@) - A
: Decision tree
Sensor [Building 1] ]
— ESSY SSENY pDatal —g H I
+ Building H
A Data2 — @
A environment data s
+ Outdoor Data3 — @ >
_u_ environment data [ Datad °
Building 1~5 Data5 — @ N

+ Data collection by sensors

- Building environment data:

« Prioritize each collected data using « Classify influential factors using
Indoor temperature, humidity random forest decision tree
- Outdoor environment data: « Analyze the conditions of each room « Find insights for important room
Outdoor temperature, humidity, measuring data conditions for energy consumption

solar irradliation

Figure 1. Flow chart of research methodology.

In step 2, the priority of importance of the data collected in step 1 was determined.
To that end, the Gini importance of the random forest method was used, prioritizing
and grouping the data based on the variable characteristics and building type. A list
of utilized input data for each building is shown in Table 2. To analyze the differences
based on the characteristics of each period, the heating and cooling seasons were analyzed
separately. In this section, this study analyzed which conditions have effect on building
energy consumption through sensor data with high importance.

In step 3, the conditions of the room with high importance were identified through
classification in terms of building design and internal conditions by applying a decision
tree using the conditions that had a significant effect on the heating and cooling energy—
derived in step 2—as variables. In particular, the factors influencing energy consumption
were derived through the classification of the room conditions.

2.2. Site Descriptions

In this study, data were collected from the buildings, as listed in Table 3, to determine
the factors influencing heating and cooling energy consumption. The data collection
periods were as follows: from November 2019 to September 2020 for a day care center,
public health center, library, and high school buildings, and from November 2019 to
March 2020 for a cultural center building. To perform analysis by period, the data for
November to March in the data from November 2019 to September 2020 were used for the
heating season, and the data from June to September were used for the cooling season. The
target buildings were five publicly operated non-residential buildings characterized by
regular operation based on similar operational schedules. All of the buildings were located
in Jincheon, South Korea. The average temperature on site during the experiment period is
about 15.9 °C (Max temperature: 40.3 °C, min temperature: —9.1 °C, standard deviation:
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10.5 °C). Heating degree day (HDD) and cooling degree day (CDD) are about 2800 °C-days
and 140 °C-days respectively.

Table 2. A list of input data for each case. (Temp. is indoor temperature and Hum. is indoor humidity).

Type Culture Center Daycare Center Healthcare Center Library High School
01. Office—Temp. 01. Room1—Temp. 01. Treatment 01. Reference 01. Hall—Temp.
room—Temp. room—Temp.
02. Office—Hum. 02. Room1—Hum. 02. Treatment 02. Reference 02. Hall—Hum.
room—Hum. room—Hum.
03. Hall—Temp. 03. Room2—Temp. 03. Waiting 03. Study room—Temp. 03. Kitchen—Temp.
room—Temp.
04. Hall—Hum. 04. Room2—Hum. 04. Waiting 04. Study room—Hum. 04. Kitchen—Hum.
room—Hum.
oo 05. )
05. Auditorium—Temp. 05. Room3—Temp. Multipurpose—Temp. 05. Hall—Temp. 05. Officel—Temp.
g 06. Auditorium—Hum. 06. Room3—Hum. . 06. 06. Hall—Hum. 06. Officel—Hum.
5 £ o Multlpurpos.eTHum.
S 5 07. Lecture room—Temp. 07. Living 07. Chief’s 07. Office—Temp. 07. Class
ks E room—Temp. room—Temp. rooml—Temp.
5 08. Lecture room—Hum. 08. Living 08. Chief’s 08. Office—Hum. 08. Class
room—Hum. room—Hum. rooml—Hum.
. 09. Class
09. Office—Temp. room2—Temp.
10. Office—Hum. 10. Class
room2—Hum.
11. Lounge—Temp. 11. Cafeteria—Temp.
12. Lounge—Hum. 12. Cafeteria—Hum.
13. Hall—Temp. 13. Office2—Temp.
14. Hall—Hum. 14. Office2—Hum.
15. Security
office—Temp.
16. Security
office—Hum.
5 é 01. Outdoor Temp.
—_g 5 02. Outdoor Hum.
==
Oz 03. Solar Irradiation
%]
Table 3. Building data.
Types of Buildings
Category
Culture Center Daycare Center Healthcare Center Library High School
Total (ﬂrfl’f)r area 1456 572 542 1790 10,432
Building area (m?) 728 572 271 1492 3872
One-story building Four-story
Floor Two-story building  One-story building  Two-story building with one building with one
underground floor  underground floor
Operating hours 08:00-22:00 09:00-20:00 08:00-22:00 08:00-22:00 08:00-17:00
Holidays Sat., Sun. Sat., Sun. Sat., Sun. Tue. Sat., Sun.
HVAC Fan Coil Unit (FCU)

The conditions of rooms for each building are listed in Table 4. Among the criteria,
room utilization was determined by field investigation, the other conditions being based
on the design guide-lines for non-residential buildings [35,36].
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Table 4. List of internal conditions for each room.

11 Illuminance Occupa.ncy Plug Load Frequency of
Building Type (Lux) Density (W/m2) Room
(m?2/Person) Utilization
. 1F Adrmr}lstratlon 500 10 10 Always
gx office
E £ 1F Hall 200 12 4 Intermittent
6 s 2F Lecture room 300 3 4 Intermittent
2F Hall 200 12 4 Intermittent
Nursery room
% ’ (1-year-old) 300 4 4 Always
% ‘g Living room 300 3 2 Intermittent
< Nursery room
A (-year-old) 300 4 4 Always
Nursery room
(4-year-old) 300 4 4 Always
1F Treatment room
(North) 500 14 7 Always
% g 1F Waiting room (Hall) 300 3 2 Always
29 2F Lounge 300 3 2 Intermittent
o @ 1F Multipurpose room 500 1 4 Intermittent
f 2F_Hall 300 3 2 Intermittent
2F Admlr}lstratlon 500 10 10 Intermittent
office
1F Storage 100 Intermittent
- Reference room 500 25 0 Always
g Administration office 500 10 10 Always
;:3 Study room 500 2.5 0 Always
Hall 200 0.7 0 Intermittent
1F Admlr.ustratlon 500 10 10 Always
office
1F Hall 200 0.7 0 Intermittent
78 1F Kitchen 300 10 300 Intermittent
5 2F Classroom 2 300 3 4 Intermittent
i 1F Cafeteria 200 1.2 2 Intermittent
50 1F Teacher’s office 500 10 10 Intermittent
= 2F Security office 500 14 7 Always
2F Classroom 1 300 3 4 Intermittent

There is a large solar thermal storage system in Jincheon that supplies heat to every
building there. In winter, the solar heat stored is supplied for heating and DHW. If the
supply is insufficient, a heat pump in the machine room is activated to supply heat. In
summer, the solar heat is supplied only for DHW—that is, for cooling, a low-temperature
fluid is produced through a heat pump and supplied to each building. The energy for
heating and cooling in Jincheon is supplied in a manner similar to district heating [37]. Since
it is difficult to install experimental equipment for radiant temperature and air velocity
from buildings in real operation, basic indoor environment data (e.g., indoor temperature,
humidity) were collected. Sensors are installed in the rooms of each building to check the
basic indoor environmental data—temperature and humidity—and sensors to check the
outdoor environmental data—temperature, humidity, and solar irradiation—are installed
outside the building. Calorimeter sensors were installed to measure the heat for heating in
the mechanical room of the building. This sensor measures supply and return temperature
and flow meter data to calculate building energy consumption. Building environment data
(Calorimeter data and indoor environment data) is measured every minute and outdoor
environment data is measured every 30 s. Collected data was converted into an hour unit
and utilized. These data are stored in the server sequentially over time. In this study, the
data collected from 27 rooms in five buildings were used for analysis.
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2.3. Random Forest

A large amount of data collected from an actual building have nonlinear patterns
because they depend on the current state of the system that operates dynamically. If it
is difficult to find out relationship between variables in building, data mining method
is effective to solve this problems. Random forest is a data-driven learning algorithm
for classification or regression to establish the meaning of data. It is a supervised learn-
ing method that randomly generates multiple decision trees in the learning process. In
particular, because the variables used to separate each node are randomly selected, the
random forest method is a complex model that has advantages when there are many types
of data and datasets [13,38]. Ensemble or supervised learning refers to a method that trains
multiple models instead of a single model, producing one output by using the predic-
tion results of all of the models. The random forest method generates multiple models
with slightly different characteristics by randomness, selecting the result that receives the
largest number of votes as the final model through a voting scheme based on the results
of each model. Through this process, one model of high accuracy is selected among the
many models, the final selected model exhibiting assured generalization performance [39].
Furthermore, the learning process of the random forest algorithm is advantageous for
variables that do not have a significant effect on the output or for variables that include
noise—this is characterized by the ease of judging the importance of variables when there
are many data [40,41]. When compared with traditional methods (e.g., correlation) that
determine the association between variables, the random forest method has advantages
in terms of the generalization of results because it draws results through a combination
of various variables and the training of various models. When a model is configured as a
random forest, the Gini impurity can be used to measure the impurity of each node, the
Gini importance of which can be calculated using the Gini impurity [42], representing the
impact of the input variables on the output value. The priorities of the variables can be
listed using the Gini importance of the random forest, which is a quantified value that can
be used to compare the relative importance of input variables [40]. The Gini importance is
a value between 0 and 1, a value closer to 1 indicating the higher importance of the variable.
Moreover, the input variables applied to the random forest method have their own Gini
importance values, the sum of all values being 1.

Consequently, the Gini importance of the random forest algorithm is suitable for
comparison between input variables and has been used as an indicator of the impact of
indoor and outdoor environmental data on the building energy consumption. Constructed
random forest model’s hyper parameters are as follows: Package—Python scikit-learn
RandomForestRegressor; the number of estimators—1000; the number of minimum sam-
ple split—2; the number of minimum sample leaf—1. The priorities in each parameter
group are listed using the Gini importance, which is a calculated intermediate value. The
parameters were grouped based on the data characteristics of each parameter and build-
ing type based on the operating time of the building. The input variables are as follows:
(i) outdoor environmental data of each building for heating and cooling seasons; (ii) indoor
environmental data of each building for heating and cooling seasons. Thus, the importance
of each room was determined for each building, and the conditions of the rooms with high
importance in terms of energy consumption were analyzed based on the results.

2.4. Decision Tree (J48)

A decision tree is a simple learning model that classifies or regresses data based on
certain rules. Itis a type of data mining technique that can discover meaningful patterns of a
dataset using data mining methods, which may be difficult to determine using conventional
statistical methods [43,44]. A decision tree is composed of a root node, intermediate node,
and terminal node. Node branches are formed after analysis of the input data distribution.
The criterion for separation from each node is determined by the impurity—that is, how
much different data are mixed within the corresponding category. This is determined by
the characteristics of the target parameters. If the data are discrete, it is determined by the



Energies 2021, 14, 8505

90f19

frequency of belonging to a corresponding category. If the target parameter is continuous,
it is determined based on the average and standard deviation of the parameter [45].

This decision tree can draw information from the data and express it in a simple form.
In general, the result of a decision tree is illustrated in a tree form, which has the advantage
of easy analysis and understanding compared to other analytical models [44]. Decision
trees are also good for making a judgment about important parameters because even if
the number of types of handled parameters becomes large, less important parameters
are removed and only parameters that classify data well remain when classification is
performed. Moreover, it is easy to analyze and interpret importance because the criterion
for classification can be determined through the pruning for each parameter [46].

The classification of a decision tree that has the advantage of discovering meaningful
patterns was used in this study to identify influential factors that have a large impact on
the building energy consumption among the room conditions. In this process, combina-
tions of room conditions were used as input variables, and room importance derived by
random forest was used as output variable. Because the number of sample datasets for
room conditions including heaters and coolers was only 50, a simple model was used for
classification instead of a complex model. Consequently, this study used the J48 decision
tree of Weka, a data-driven tool developed by the University of Waikato in New Zealand,
to derive influential factors [47]. Decision tree model’s hyper parameters are as follows:
Program—Weka 3.8; Confidence factor—0.25; the number of minimum sample split—2;
the number of seeds—I1.

3. Results

A random forest model was implemented using the collected data to analyze the
factors influencing the heating and cooling energy consumption in buildings. In addition,
using the Gini importance, the relative priorities of the outdoor and indoor environmental
parameters were derived for each building.

In Section 3.1, the conditions are analyzed in terms of design that could influence
the building through a priority analysis of the outdoor environmental data. In Section 3.2,
the internal conditions of each room are analyzed based on the priorities of the indoor
environmental data. In particular, when the indoor environment is analyzed, the sum of
the Gini importance values of the parameters collected from each room is considered to
be the representative room importance value of the corresponding room—that is, the sum
of the Gini importance values for the temperature and humidity of the room is used as
the importance of the corresponding room. In Section 3.3, the list of conditions that can
influence the building analyzed in Sections 3.1 and 3.2, and the derived room condition
samples are used in Section 4.

3.1. Prioritization for Outdoor Environmental Data

In this section, the priorities of the outdoor environmental data are analyzed. To that
end, the Gini importance, an intermediate value of the random forest method (as explained
in Section 2) was used as a quantified value for the importance of the sensor data, the
relative importance of the data being compared to analyze the impact based on the heating
and cooling seasons in each building.

The importance prioritization results using the Gini importance are shown in Figure 2,
where the rows represent the five target buildings, and the columns are separated by heating
and cooling results. It was found that in all five target buildings, solar irradiance had
the greatest effect on building energy consumption regardless of the heating and cooling
seasons. In buildings other than the school, outdoor temperature ranked second and
outdoor relative humidity ranked third in the Gini-importance-derived priority rankings.
When the totals were assessed, the Gini importance of solar irradiance showed very high
average values of 0.53 and a standard deviation 0.07. This suggests that solar irradiance
had a significant effect on the energy consumption patterns at the site of the buildings.
This phenomenon appears to be due to the fact that because of the small size of each room
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in the four buildings (culture center, daycare center, healthcare center, and library)—the
high school excepted—the ratio of the perimeter zone exposed to the outdoor environment
of the building was high, the facades of rooms being designed to be affected by solar
irradiance because windows were installed in most of them. However, in the high school
building, the Gini importance value of solar irradiance was slightly lower than that of other
buildings, whereas the Gini importance of values for outdoor temperature and outdoor
relative humidity were higher. In particular, the Gini importance of relative humidity was
higher than that of temperature. This was because the school building had a larger area
than the other buildings, and as a result, the ratio of the perimeter zone in the room that
could be affected by solar irradiance was low and the number of occupants was very high
(approximately 660 persons during the semester).
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Solar irradiance Solar irradiance
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Figure 2. The results of prioritization using the Gini importance (outdoor environmental data).
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3.2. Prioritization for Indoor Environmental Data

In this section, the priorities of the indoor environmental data collected from buildings
are analyzed. As in Section 3.1, the relative importance values of rooms in the build-
ings were compared using the Gini importance. Moreover, the analysis of the indoor
environment was performed separately for the heating and cooling seasons, the relative
importance being compared. This study was conducted to identify the effect of design con-
ditions of rooms on energy consumption rather than what kind of sensor data is important
(Temperature, humidity, etc.). Thus, in order to evaluate the room’s indoor parameters
comprehensively, the sum of Gini importance values for temperature and humidity data
collected from each room were used as the importance values for comparison of the indoor
environmental conditions of rooms.

Because the impact of the building indoor environmental sensor data was determined
by internal conditions, the analysis of the room importance focused on the analysis of
internal conditions in Table 4, which were analyzed based on illuminance, occupancy
density, plug load, and frequency of room utilization.

The prioritization results for the room indoor environment are shown in Figure 3.
The rows represent the five target buildings, the columns being divided into heating and
cooling results. For the culture center, only the heating season was analyzed as the data
were collected only from November 2019 to March 2020. For the other buildings, both
heating and cooling seasons were analyzed.

Firstly, the characteristic indoor environment pattern was the result of the culture
center building during the heating season. In this building, the importance of the ad-
ministration office was very high at 0.54, it being a room that was always occupied by
administrative staff during the building’s operating hours. The other rooms were intermit-
tently used only when necessary. In particular, the occupancy density of the administration
office was 10 m?/person, the room having the largest number of occupants in the building.
Plug load and illuminance were also the highest among the rooms. Hence, it was the room
that was most affected by occupants in the building.

The room that showed similar results was the administration office of the high school
building, which served a similar purpose. This room was also affected by occupants as
it was always occupied by administrative staff. The Gini importance was 0.32 during the
heating season and 0.27 during the cooling season, exhibiting the highest importance value
among all rooms in the building, regardless of the period. As with the office of the culture
center, the office room of the high school also had the highest criteria for illuminance,
occupancy density, and plug load among the rooms that were always used in the building.

In the case of the daycare center, most rooms were used to care for children, each room
having similar internal conditions. In the daycare center during the cooling season, the
importance of the room for one-year old infants was the highest at 0.34. This phenomenon
seems to have appeared because the building environment was operated with a focus on
this room to manage it more specifically than other rooms, infants being sensitive to the
indoor environment.

In the healthcare center, the results differed between the heating and cooling seasons.
In the heating season, the importance of the treatment room was 0.3, the 2F hall exhibiting
a high importance at 0.35 in the cooling season. The treatment room had a smaller number
of occupants than other rooms at 14 m?/person, but its utilization rate was very high as
patient treatment was performed continuously during operating hours. Consequently, it
was a room that was significantly affected by occupants. During the cooling season, the
2F hall was highly important. Because the 2F was closed in this building, the 2F reacted
sensitively to internal heat gain compared to the 1F during the cooling season. The 2F
hall was used intermittently, but it had a higher occupation density of 3 m?/person, the
highest among the rooms on the 2F. This suggests the high importance of the hall, where
the number of occupants and floating population were the highest among the rooms on
the 2F. For this reason, the utilization rate was high during the cooling season, but the
importance of the 2F hall was higher than that of the treatment room with a low number of
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occupants. The importance of the administration office in the healthcare center was low as
it was intermittently used, unlike other buildings. During the cooling season, the hall in
the library building exhibited a much higher room importance (0.4) than the other rooms,
as was the case in the healthcare center during the cooling season.

The library hall, located in the interior zone at the center of the building where there
was no external effect, served as a passageway to each room and had a large floating
population (occupation density 0.7 m?/person). Consequently, the importance of building
cooling energy consumption was the highest because of the effect of internal heat gain
due to the occupants in a closed space, even though the room was used intermittently.
In the analysis process, the indoor environment room importance of the library in the
heating season and the daycare center in the cooling season were excluded because the
Gini importance values were not significantly different and it was difficult to derive
characteristic patterns.
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Figure 3. The results of prioritization using the Gini importance (indoor environmental data).
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3.3. Summary

The analysis result of the Gini importance in Section 3.1 suggests that the outdoor
environmental factor affecting energy consumption was determined by the design condi-
tions of the building. It appears to have been greatly affected by the building size, which
determines the perimeter and interior zones and exposure through the windows of the
fagade that can affect the solar irradiance. Furthermore, as described in Section 3.2, the
indoor environmental factors influencing building energy consumption were determined
by internal conditions and affected by the environmental conditions of the occupants.

Consequently, through the outdoor environmental analysis, this study determined the
design factors of the building that affect the building energy consumption to be as follows:
wall area ratio, floor area ratio, window area ratio, window-to-wall ratio (WWR), window-
to-floor area ratio (WFR), and the azimuth. The area ratios (wall, floor, window) represent
the ratio of the area of the target rooms in the building. Moreover, through the analysis
of data from the building’s indoor environmental sensors, the internal room conditions
for occupants were selected as follows: illuminance, occupancy density, plug load, and
frequency of room utilization. Through the analysis of Section 3, the room conditions that
could influence the building energy consumption were selected, the basic statistical values
of each room being outlined in Table 5.

Table 5. Statistical information of the building and internal design conditions for each room.

Conditions Min Mean Max Standard Deviation

& Wall area ratio 0 0.18 0.45 0.12
T2 Floor area ratio 0.04 0.18 0.41 0.11
o 2 Window area ratio 0 0.18 0.5 0.12
£8 WWR 0 0.33 0.84 0.2
Z g WFR 0 0.23 0.78 0.16
A Azimuth (°) - 145 - 91

Illuminance (lux) 100 352 500 125

> .
= & Occupzancy density 07 56 14 43
£ 5 (m~/person)
273 Plug load (W/m?) 0 16.6 300 59
= 8 Frequency of room Always use: 11 rooms
utilization Intermittent use: 16 rooms

3.4. Classification for Infliential Factors

This study used various room conditions and the building energy consumption
data of actual target buildings to investigate the correlations between the two datasets.
Because room conditions directly affect heating and cooling energy consumption, grouping
related conditions into a combination could help build an energy-efficient design and
EMS. Consequently, this study used the decision tree (J48) algorithm as a data mining tool
to examine the significant factors influencing building energy consumption among the
room conditions. Subsequently, based on the classification results of the decision tree, a
combination of conditions that exhibited high importance of energy consumption in terms
of building design and internal conditions were presented.

As summarized in Table 5, the room conditions that had significant effects on heating
and cooling energy consumption were used as the input variables for the decision tree,
and the room importance of the building energy consumption as the output variable. To
simplify the classification of the decision tree, the output variable was converted into two
types: (1) high: the room importance value was larger than the average of the building and
(2) low: the room importance value was smaller than the average of the building. The rooms
classified as high or low meant that they had a high or low impact on energy consumption,
and not that they had a high or low energy consumption. The confusion matrix of the
classification decision tree and the overall reliability are summarized in Figure 4. Overall,
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the accuracy of the decision tree classification was 94% (correctly classified instances: 47;
incorrectly classified instances: 3).

Frequency of Use

= Always = Intermittent

/ —
WFR Occupancy density (m2/person)
/<=023/\>023 <=12/\>12\
High (5.0) S:son Seaﬁ Low (20.41/1.0)
= Heatlng/\= Coollng\ =/Heatmg/=\0001|ng
Window area ratio Floor area ratio Low (4.3/1.0) High (4.3/0.3)
/<=U17/\>Cl1z\ /<=U13/\>U13
Low (3.0) High (5.0/1.0) Low (3.0) wall>ea ratio

/N

<=029 >0.29

/ AN

High (3.0) Low (2.0)

[Confusion matrix]

Classified as — High Low
High 16 2
Low 1 31

Figure 4. Decision tree based on the building and internal design conditions.

4. Discussion

In this section, based on the results presented in the preceding section, the characteris-
tics of influential factors for building energy consumption are discussed.

Figure 4 shows the results of the decision tree based on the building and internal design
conditions. As shown in Figure 4, a hierarchical approach was proposed on the basis of
the importance of the conditions influencing the building energy consumption. The initial
input variables of the decision tree were five among the internal design conditions and six
among the building design conditions. However, the variables that were actually used in
the classification were four among the building design conditions—that is, WFR, window
area ratio, floor area ratio, and wall area ratio—and two internal design conditions—that is,
frequency of use and season. This meant that the rooms of the target buildings could be
classified using 6 variables instead of 11. There were four combinations of high importance,
which were named A-1, A-2, A-3, and A—4, as listed in Table 6.

The A-1 type room is a combination of the frequency of use (always) and WER (low).
Here, the classification criterion of WFR was 0.23, which was the same as the average
of all rooms (0.23). Based on this, the A-1 type room was interpreted to be a room that
was always used, reacting sensitively to energy consumption regardless of cooling and
heating if the WFR was smaller than the average—that is, the window area was smaller
than the floor area. In this case, the possibility of an interior zone appearing is large. The
room importance of building energy becomes large as the window area is relatively small,
the exposure to the external environment diminishing, the tendency of the interior zone
increasing, and the change rate of the internal conditions by occupants increasing.



Energies 2021, 14, 8505

15 0of 19

Table 6. Classification based on the internal and building design conditions.

Internal Condition Building Design Condition
Type Season Frequency  Occupancy Density WER Window Floor Wall
of Use [m?/Person] Area Ratio Area Ratio Area Ratio
A-1 Always Low
A-2 Heating Always High High
. . Except for
A-3 Cooling Always High extremely low Low
A—4 Cooling Intermittent Extremely low

The A-2 type is a combination of season (heating), frequency of use (always), WER
(high), and window area ratio (high). Here, the classification criterion of the window area
ratio was 0.17, which was an approximate value of the average of all rooms (0.18). Hence,
the A-2 type room had a WFR and a window area ratio higher than the average. This
meant that the exposure to the outdoor environment through the window was large as the
window area relative to the room area was large. In other words, it was interpreted that
the A-2 type room reacted sensitively to the outdoor environment because it was always
used and had a large window area.

The A-3 type room is a combination of season (cooling), frequency of use (always),
WER (high), floor area ratio (except for extremely low), and wall area ratio (low). For the
classification criterion of the floor area ratio, 0.13 was used. Based on the actual data, the
cases classified as less than 0.13 had extremely low floor area ratios—such as 0.04, 0.08, and
0.1, which in Table 6 is expressed as ‘except for extremely low’ in the sense that rooms with
a very small floor area ratio were excluded from consideration even in the target buildings.
Based on the combination of the A-3 type room, it was interpreted that a room with these
conditions was an ordinary room whose floor area ratio was not extremely low, and as the
wall area ratio was small while the WEFR was high, the wall area exposed to the outside was
smaller than that of other rooms, but the window area ratio was high. As the window area
was large, it was exposed to the outdoor environment in the perimeter zone, but the wall
area exposed to the outside was smaller than in other rooms. As a result, the room had an
interior zone inside the building. In other words, a room with the characteristics of the A-3
type room simultaneously exhibited the characteristics of a perimeter zone and an interior
zone. This classification result was obtained as in the perimeter zone, the cooling energy
became sensitive due to the heat gain by solar irradiance, whereas in the interior zone, the
cooling energy became sensitive due to the effect of internal heat gain by illuminance, the
occupants, and devices.

The A—4 type room is a combination of season (cooling), intermittent, and occupancy
density (extremely low). The classification criterion for occupancy density, 1.2 m? /person,
was much lower than the average of all rooms (5.6 m?/person). Based on this, the A—4
type room had a large effect on the cooling energy when it was used intermittently, and
the number of occupants was extremely high. When the actual data were examined, the
cases that belonged to this type of room were rooms with a large-area interior zone and a
large number of occupants—for example, the hall of a building). This type of room had
a significant effect on the cooling energy because although it was used intermittently, its
internal heat gain by occupants being much higher than that of other rooms.

Most of existing researches for feature selection from a lot of building data focus on
certain variables that improve the accuracy of the model. In addition, such studies just
showed what type of sensor data (Temperature, humidity, power, etc.) has an important
role for energy analysis model. In this cases, it is not easy to explain the reason why
variables were selected and what kind of design conditions has an important effect on
energy consumption of buildings. Thus, in this study, a method using data mining was
conducted to find out design conditions that affects building energy consumption. The
accuracy of classifying factors for energy consumption was considerably high at 94%. As a
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result of classification for influential factors using decision tree, it was found that the room
with the following conditions had a significant effect on energy consumption:

1. A room with a huge interior zone (For both heating and cooling season)
2. Aroom with a large window area (For both heating and cooling season)
3. Aroom with a large number of occupants (For cooling season)

Rooms that meet these conditions are likely to have a large impact on energy con-
sumption. Therefore, environmental sensors installed in such rooms could well represent
energy consumption of whole building rather than other rooms. In addition, if the design
conditions resulting from the study are considered first, it will be possible to proceed
more efficiently when analyzing energy consumption of buildings. The decision tree as a
classification tool enabled the identification of various layers of room conditions related
to building energy consumption. Although various types coexisted in the classification
results of the decision tree, the meanings of each type could be interpreted consistently.
The influence could be explained using only a few variables among the many input room
conditions of the early decision tree because the combinations of data were meaningful.
Furthermore, the factors that had a significant effect on building energy consumption
could be compared with quantified values, and these values could be used as a guide for
conditions that could be prioritized in terms of building design and internal conditions.

Consequently, it is crucial to clarify such classification results and classify room
conditions based on their relevance and priority. Using this method, energy analysis could
be performed more efficiently if the influential factors for building energy consumption are
used in actual spaces, along with the results presented in this study.

However, this study had several limitations. Total number of buildings examined
is a small size for generalization. Although this study focused on various 27 types of
room conditions from five buildings in order to overcome these problem, there was a
limit to expressing all kinds of room conditions. In particular, many rooms in the target
buildings, except high schools, had shallow characteristics with many perimeter zones
having a high exposure to the sun. Thus, it is difficult to conclude that various conditions
were comprehensively considered. However, since the accuracy of the decision tree was
excellent at 94% to classify room importance for energy consumption, it is judged to be
worth applying to other types of room conditions. The second limitation is the type of
indoor data used in this study. This study utilized basic indoor data from sensor, such
as temperature and humidity. If more various types of sensors could be used to express
indoor environment, such as CO,, wind velocity, mean radiant temperature (MRT), etc.,
the result for representative room conditions might be more reliable.

5. Conclusions

This study investigates which characteristics of space have a significant effect on
the heating and cooling energy consumption using outdoor and indoor environmental
data collected from buildings. In order to figure out influential factors, both empirical
sensor data and building design conditions were utilized to construct machine learning
models. For analysis, the priorities of the data collected from buildings were derived using
the Gini importance of the random forest method. In particular, room conditions could
be compared using quantitative values for each room. As a result, the conditions that
influence energy consumption were determined to be as follows: (i) conditions related
to the building design—that is, the wall, floor, and window area ratio, WWR, WEFR, and
the azimuth; (ii) the internal conditions of buildings—that is, the illuminance, occupancy
density, plug load, and frequency of room utilization.

Furthermore, the influential factors of rooms having a significant effect on building
energy consumption were derived through a decision tree using the selected conditions, the
accuracy of decision tree classification being 94%. The variables used in the classification
of the decision tree were four building design conditions (WFR, window area ratio, floor
area ratio, and wall area ratio) and two internal design conditions (frequency of use and
season). This study derived four combinations of high room importance, and it was found
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that in general, cooling had a high correlation with the combination of room conditions
sensitive to internal conditions, and heating had a high correlation with the combination
of room conditions that had a high exposure to the outdoor environment. As a result of
classification for influential factors using decision tree, it was found that the room with
the following conditions had a significant effect on energy consumption: A room with a
huge interior zone (For both heating and cooling season); a room with a large window
area (For both heating and cooling season); a room with a large number of occupants (For
cooling season).
Finally, the major contributions of this study are as follows.

e  Factors that have a significant effect on building energy consumption can be compared
through quantified values;

e  The methodology proposed in this study can identify rooms of high importance in
building energy consumption and prevent indiscriminate installation of sensors;

e  Efficiency can be improved as rooms of low importance can be excluded from consideration
in the process of audit, analysis, and prediction of building energy consumption; and

e  This study contributes to energy-efficient design and EMS construction as it provides a guide
to conditions that should be prioritized in terms of exterior and internal building design.

In addition, this study had possible improvements to consider in future research. If
more types of rooms and sensors are dealt to identify influential factors for building energy
consumption, more reliable results could be obtained. Especially, if future research utilize a
lot of cases, certain calculated values for branch from decision tree could be utilized for
specific guidelines to make efficient monitoring systems.
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