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Abstract: Among numerous functions performed by the battery management system (BMS), online estimation of the state of health (SOH) is an essential and challenging task to be accomplished periodically. In electric vehicle (EV) applications, accurate SOH estimation minimizes failure risk and improves reliability by predicting battery health conditions. The challenge of accurate estimation of SOH is based on the uncertain dynamic operating condition of the EVs and the complex nonlinear electrochemical characteristics exhibited by the lithium-ion battery. This paper presents an artificial neural network (ANN) classifier experimentally validated for the SOH estimation of lithium-ion batteries. The ANN-based classifier model is trained experimentally at room temperature under dynamic variable load conditions. Based on SOH characterization, the training is done using features such as the relative values of voltage, state of charge (SOC), state of energy (SOE) across a buffer, and the instantaneous states of SOC and SOE. At implementation, due to the slow dynamics of SOH, the algorithm is triggered on a large-scale periodicity to extract these features into buffers. The features are then applied as input to the trained model for SOH estimation. The classifier is validated experimentally under dynamic varying load, constant load, and step load conditions. The model accuracies for validation data are 96.2%, 96.6%, and 93.8% for the respective load conditions. It is further demonstrated that the model can be applied on multiple cell types of similar specifications with an accuracy of about 96.7%. The performance of the model analyzed with the confusion matrices is consistent with the requirements of the automotive industry. The classifier was tested on a Texas F28379D microcontroller unit (MCU) board. The result shows that an average real-time execution speed of 8.34 µs is possible with a negligible memory occupation.
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1. Introduction

Lithium batteries are finding application as the major energy source and storage device in many electrical and electronic devices, especially in electric, plugin electric, and hybrid vehicles. Energy management in electric vehicle powertrain requires accurate measurement of the battery state of charge (SOC) to ensure safety. Accurate SOC measurement enhances energy balancing and reliability in energy distribution [1,2]. To ensure accurate SOC estimation, it is necessary to continuously update the SOC estimation algorithm in the battery management system (BMS) with the health status of the battery. The performance of lithium-ion batteries is affected by both calendar aging and cycling [3]. Some commonly used indices for measuring battery aging in the literature are the remaining useful (RUL) and the state of health (SOH) [4,5]. The computation of the SOH and RUL accounts for the capacity fading and hence the aging of the battery.

SOH has been investigated through various experimental, model-based, and machine learning methods in the literature. Experimental methods try to measure SOH directly, and
they are suitable for stationary and laboratory applications. The specific equipment required and the complex procedures however make it costly and time-demanding. The experimental methods for SOH estimation comprise a range of techniques employed to acquire data/information that are useful predictors of battery aging. Such information includes battery internal resistance measurement, internal impedance measurement, and energy level measurement. The common measurement techniques are current pulse [6–8], energy loss caused by Joule’s law [9], and Electrochemical Impedance Spectroscopy (EIS) [10].

The model-based approach depends on battery models for the estimation of the SOH. Such an approach may adopt an electrochemical model, the equivalent circuit model, or other empirical models. These models are often developed to map the measured battery capacity or SOH to the internal parameter of the battery such as the measured internal resistance. In [11], the author proposes SOH estimation with a model-based voltage-capacity approach that implements incremental capacity analysis (ICA). Some other model-based approaches reported for SOH estimation include the use of a battery’s internal resistance [12], physics-based modeling [13], dual adaptive H infinity filter (AHIF) combined with a strong tracking filter (STF) [14], and a recursive least-squares multimescale estimator [15]. A common shortcoming of the model-based methods is the need to develop and tune a model to adapt to the varying characteristics and the operating conditions of the physical system. In practice, the presence of noise and parameter deviation could lead to model misalignment.

The model-based results are often adaptively improved by means of filters. The adaptive model-based methods exploit filters such as linear or non-linear Kalman filters (KF) [16,17] and particle filters (PF) [18] to improve estimation results. The Kalman filters and the particle filters apply a recursive feedback algorithm to minimize the prediction error. These filters are often built on non-adaptive battery models. For instance, in the double extended Kalman filter algorithm proposed by [17], the battery internal resistance is studied with an equivalent circuit model and the SOH of the battery is enhanced in a corrective mode. One drawback of this approach is the increase in the model complexity and the corresponding computational demand.

Machine learning algorithms are currently prevalent for data-driven SOH estimation. Support Vector Regression (SVR) in [19] is used to estimate the battery SOH based on equivalent internal resistance (EIR). In [20], an AC impedance measurement is applied with fuzzy logic data analysis for online estimation of SOH. The authors of [21] demonstrate a data-based estimation of SOH by fusion of an open circuit voltage model with a noise-free incremental capacity curve. Estimation of SOH with a multilayer perceptron algorithm is investigated in [22]. A review of data-based SOH estimation reveals that most of the methods proposed in the literature are based on time series regression [23–25]. The computed result from a time series model may become degraded over time if not correctly and regularly initialized with the previous value of the SOH with feedback. Moreover, the performance of time series models is hindered by time discontinuity that may result from the loss of data points. A classifier model is a viable option to minimize model initialization. Some methods for estimating the SOH of lithium-ion cells by classification are presented in [26,27]. In practice, the estimated value of SOH is used as a correction factor for SOC enhancement. In [26], a method is demonstrated for correcting the SOC based on combined SOC and SOH estimation using the neural network backpropagation algorithm. It is desired for an SOH estimation model to be adopted for the entire of the cells in a battery pack. A parallel layer extreme learning machine algorithm (PL-ELM) is proposed by [28] for improved generalization of the SOH estimation model across the cells in a battery pack.

Training of machine learning algorithms requires feature extraction from the training dataset. Useful features for SOH estimation must show some relevant correlation with battery aging. Many algorithms exist in the literature for feature extraction. In [29], the authors demonstrate that partial constant-voltage capacity information shows a good correlation with SOH. In [30], SOH is characterized using the importance sampling (IS)
strategy. The drawback is that it requires the battery charges or discharges to be sufficient for the feature variables to be extracted. ICA [11,31,32] and differential voltage analysis (DVA) are other useful strategies, but their sensitivity to noise limits their application [33]. Alternative feature extraction is demonstrated in [34], where the relative battery internal resistance and voltage are used as features in a time-series momentum backpropagation neural network.

Many authors have demonstrated several alternative strategies for SOH estimation. However, only a few have attempted to analyze SOH estimation under dynamic load conditions that are obtainable in real-life practice. One reason for this is the large amount of time required for battery aging, especially under such conditions. The authors of [35] estimated the SOH under dynamic load conditions with a time-series independent recursive neural network model. To demonstrate the SOH estimation using a classification approach under dynamic load conditions, the classifier reported in [26,27] is trained with a synthetic battery dataset in the discharge phase. Although the classifier demonstrates the potential for real-life application, the model is applicable only for dynamic load conditions in the discharge phase.

Considering the above gaps in research, the main contributions of the present work are the following: (a) to derive a set of suitable feature variables that provide significant correlations with the SOH; (b) to design and train an artificial neural network classifier experimentally under dynamic load conditions at room temperature of the battery; (c) to experimentally validate the classifier under different load scenarios, including dynamic load, constant load, and step load conditions; (d) to validate the classifier for use in multiple cells of similar specifications under dynamic load conditions.

For the rest of the material, Section 2 discusses the methodology with system description and experimentation in Section 2.1, SOH description in Section 2.2, characterization and feature extraction in Section 2.3, and the design of the classifier in Section 2.4. Section 3 discusses the results obtained for model training and validation of the classifier. Section 3.1 presents validation with a dynamic load profile, Section 3.2 presents validation with a constant load profile, Section 3.3 presents validation with a step load profile, and Section 3.4 presents validation with a new cell. Section 4 provides the summary and conclusions.

2. Methodology
2.1. System Description and Experiment

The system-level application architecture for SOH estimation is shown in Figure 1. Given a load request from the cell, the measured current and the corresponding voltage are acquired from the cell. The SOC and SOE are computed with suitable functions that are embedded in the Battery Management System (BMS). The SOH estimation algorithm is executed periodically with no dependence on the data log of previous estimations. When the algorithm is triggered, the feature extraction algorithm extracts the relative voltage, SOC, and SOE within a buffer of 40 s of time. The discrete instantaneous values of the SOC and SOE are also acquired at this time interval. These contribute to the training features that are given as input to the ANN-based classifier. Considering the slow dynamics of SOH, the algorithm can be triggered on an hourly basis.

The proposed method aims at estimating the SOH of a lithium-ion cell under dynamic varying load conditions. In the present analysis, the SOC and SOE are computed analytically. The analysis is conducted with a single cell in a module consisting of six (6) individual LG MJ1 18650 lithium-ion cells of 3500 mAh capacity connected in series. The characteristics of the cells are shown in Table 1. The procedure has been designed for a single cell. The SOH of a battery pack can be developed by series and parallel connection of cells, putting into consideration the capacity variations in the cells and the error introduced by the interconnection resistance [36].
Figure 1. Architecture for SOH estimation using ANN-based classifier. The yellow signals are measurements from the cell.

Table 1. Nominal characteristics of cylindrical LG 18650 MJ1 lithium-ion cell [37].

<table>
<thead>
<tr>
<th>Cell Chemistry</th>
<th>LiNiMnCoO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal capacity (@ 0.2C, 4.2–2.5 V, 23 °C)</td>
<td>3500 mAh</td>
</tr>
<tr>
<td>Nominal voltage</td>
<td>3.635 V</td>
</tr>
<tr>
<td>Cut-off voltage</td>
<td>2.5 V</td>
</tr>
<tr>
<td>Max. discharge current</td>
<td>10 A</td>
</tr>
<tr>
<td>Cycle life (charge@1.5 A, discharge@4 A)</td>
<td>&gt;400 cycles</td>
</tr>
<tr>
<td>Charge Condition</td>
<td>Max. current 1 C (3400 mA)</td>
</tr>
<tr>
<td>Operating Condition</td>
<td>Max. voltage 4.2 ± 0.05 V</td>
</tr>
<tr>
<td></td>
<td>Charge 0–45 °C</td>
</tr>
<tr>
<td></td>
<td>Discharge −20–60 °C</td>
</tr>
<tr>
<td>Mass</td>
<td>49.0 g</td>
</tr>
<tr>
<td>Dimension</td>
<td>Diameter 18.5 mm</td>
</tr>
<tr>
<td></td>
<td>Height 65 mm</td>
</tr>
</tbody>
</table>

The data used for the experiment were acquired from a test bench that was developed in-house. The test bench shown in Figure 2 consists of six cells connected in a series with the cell voltages measured with Elithion cell boards. Two LM35 Texas Instrument temperature sensors measure the cell surface temperature. An Elithion (Lithulmate) BMS is installed on the test bench to enhance the safety of the acquisition process. An Arduino Mega board was connected via LAN to a dedicated PC and then used to acquire the measured data. As an extra safety measure, the system is equipped with an emergency stop device.

Figure 2. Experimental setup for data acquisition from lithium-ion batteries connected in series.
The experiment is conducted in a controlled ambient room temperature condition. The cells are cooled by natural convection with proper air circulation in the room, and the room temperature is unaffected by the heat from the cells. The two temperature sensors are mounted on the surface of the cells to ensure measurement consistency and the information is fed to the BMS for detecting overheating.

To age the cell, a major cycle consisting of seventeen (17) profiles is repeated fourteen times corresponding to about 470 cycles. The load profiles are either charge or discharge phase or a sequence of charge and discharge as in the dynamic load profile. The aging profiles include constant current constant voltage (1.75 A), constant current (0.7 A) discharge, step current (0 A to 4.23 A) charge, constant power discharge, step current (0 A to −10 A) discharge, and dynamic current profile. Each charge or discharge phase is completed with the respective SOC of 100% or 0% and followed by a rest period. The choice of these aging profiles is to create the possibility to validate the cells under different load conditions. The profiles are shown in Figure 3. The entire aging process lasted for about 77 days.

![Figure 3. Characteristics of the major profiles used for cell aging.](image)

2.2. State of Health (SOH)

The health of a lithium-ion cell is affected by cycle life aging due to usage and calendar aging due to storage time. Since the cell has been cycled until the end of life (EOL) with negligible storage time, the calendar aging is neglected in this work. SOH as a health state index is computed based on the capacity measurement over the cycle life of a cell to account for the capacity fading. When a cell is fully charged, it has a maximum releasable capacity, \( C_{\text{max}} \). This capacity can change relative to the capacity at the beginning of life, \( C_{\text{bol}} \), which is assumed to be the maximum capacity of a cell when newly installed. \( C_{\text{max}} \) decays with storage time and usage of the cell. Such decay over the cell aging cycles can be observed by normalizing the \( C_{\text{max}} \) at a given cycle with the \( C_{\text{bol}} \). This represents the SOH [38] as in Equation (1).

\[
\text{SOH} = \frac{C_{\text{max}}}{C_{\text{bol}}} \times 100\%
\] (1)

The experiment for SOH estimation was conducted at room temperature, cycling the cell under different load profiles until the EOL is reached. According to the standard adopted by the automotive industry, the EOL of a cell is reached after 20% capacity fading. Therefore, the useful life of the cell is considered between 100% to 80% SOH [39]. To benchmark the SOH, a constant current discharge profile of 0.7 A (0.2 C) is applied at the
intervals between the dynamic profiles to compute across different aging cycles. With such a low C-rate, the internal resistance of the cell is low and the approximate SOH without load stress can be measured. With this current profile, the cell is completely discharged in 238 min during the first cycle when the cell is new. When the cell gets aged, as represented by the last cycle, it gets completely discharged in 166 min. The SOH of the lithium-ion cell is plotted in Figure 4, computed according to Equation (1) for the aging cycles from 100% to 70% SOH.

![Figure 4. SOH of cylindrical LG MJ1 18650 lithium-ion cell across the aging cycles.](image)

In the present analysis, SOH is categorized into five (5) classes. Class 1 to Class 4 represent the range of 100% to 80% SOH, where each class corresponds to an interval of a length of 5%. Class 5 represents the SOH below 80%. These classes are measured at the outputs of the classifier algorithm. The conservative interval used in this analysis is within the range of acceptance for similar applications.

2.3. SOH Characterization and Feature Extraction

Defining the features that influence the cell SOH is very critical. Some useful strategies that are documented in the literature have been reviewed in Section 1. It is shown in this work that SOH can be characterized by some indicators such as voltage [V], SOC [%], and energy [Wh] as listed in Table 2. While SOC is the percentage of the ampere-hour (Ah) in the cell, energy is the area under the Ah-voltage curve. These characteristic variables are the parametric variables of the cell that show some significant correlation with cell aging. Clear distinctions exist also on the time variation of these variables, as will be seen subsequently. Although SOH estimation is also influenced by environmental temperature, the analysis here is considered only for room temperature.

<table>
<thead>
<tr>
<th>#</th>
<th>Model Input</th>
<th>Model Output Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>Feature</td>
<td>Unit</td>
</tr>
<tr>
<td>1.</td>
<td>Voltage</td>
<td>Δv</td>
</tr>
<tr>
<td>2.</td>
<td>State of charge</td>
<td>SOC</td>
</tr>
<tr>
<td>3.</td>
<td>State of energy</td>
<td>ΔSOC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SOE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ΔSOE</td>
</tr>
</tbody>
</table>

Theoretically, the measured terminal voltage is a contribution of open-circuit voltage ($v_{oc}$), polarization voltage ($v_p$), and the ohmic voltage ($v_{ohm}$) according to Equation (2).

$$v(t) = v_{oc}(SOC(t)) + v_p(t) + v_{ohm}(t)$$

(2)

The $v_{oc}$ is the equilibrium voltage and it is a function of SOC. The $v_p$ models the transient of the voltage dynamics. The presence of the $v_{ohm}$ implies that the energy state
is not conserved and hence with usage, the energy capacity of the cell reduces and aging occurs. The characterization is shown for a constant discharge current of 0.7 A profile. The cell of 4.2 V maximum voltage is continuously discharged until the minimum cut-off voltage of 2.5 V is reached. Figure 5 shows the SOH characterization based on voltage and capacity.

![Figure 5. Characterization of the SOH based on cell voltage and capacity at ambient temperature.](image)

From Figure 5, it can be seen that as the lithium-ion cell ages, the minimum voltage of the cell is reached quicker during discharge as the cell ages. The degraded capacity results from the consumed active electrode and results in a faster charge and discharge as the cell ages.

The cell SOC is an important parameter upon which many variables and other cell parameters are dependent, and it is defined as the percentage of charge in a cell relative to the maximum cell capacity. Battery SOH is a slow dynamic variable relative to the SOC, and the true value of the SOC is not known except with the knowledge of the value of the SOH. The computation of SOC at implementation will require a knowledge of the SOH that will be applied as a correction parametric variable. SOC is computed with (3). Equation (4) computes the relative state of charge, \( \Delta SOC \), across a buffer of defined time length \( t_b \) with respect to the initial time \( t_0 \).

\[
SOC(t) = SOC(t_0) + \int_{t_0}^{t} \frac{\eta i(t) dt}{C_{max}} \tag{3}
\]

\[
\Delta SOC(t) = SOC(t_b) - SOC(t_0) \tag{4}
\]

\( C_{max} \) is the maximum capacity of the cell for a given cycle. It is updated at each cycle as the cell ages such that the SOC is always in the range of 0–100%, but the slope varies. The total amount of charge deposited in the cell while charging is often not completely recoverable in the discharge phase [38,40]. The charge phase is weighted with a Coulomb efficiency, \( \eta_c \), to compensate for this variation. In this work, \( \eta_c \) of 94% is computed to provide the best fit when the SOH across the cycles for charge and discharge phases are compared. Figure 6 shows that the magnitude of the SOC gradient increases as the cell ages.
The rapid change in voltage at the extreme upper and the lower range of the SOC introduces large nonlinearity that impacts the training result of the classifier. To minimize this effect, the energy variation is taken into consideration. It is computed according to Equation (5) as the integral of voltage and current over time.

\[ \text{SOE}(t) = \int_{t_0}^{t} \eta_e v(t) i(t) dt \]  

where \( \eta_e \) is the energy efficiency [40] of 0.88% chosen as the best fit comparison between the maximum absolute SOE distribution across the aging cycles. As in the SOC computation, to compensate for the energy difference between the charge and discharges phases, \( \eta_e \) is applied as a weighting factor to the computed energy of the charge phase. Figure 7 shows the characterization of SOH based on the cell voltage, SOC, and SOE.

The feature extraction block in Figure 1 consists of a buffer of 40 s time length. The buffer size is chosen as a good compromise to minimize the impact of measurement noise and loss of data points. The relative values of voltage, SOC, and SOE in the buffer are computed at the interval of this buffer length. In addition, the instantaneous value of both SOC and SOE is recorded. The outputs of the feature extraction block are given as input to
the classifier. Figure 8 shows the relative values of voltage, SOC, and SOE taken at intervals that correspond to the buffer time length of 40 s. Figure 8a,b show the values against time for the first and last cycle, respectively. As mentioned above, the complete discharge of the cell lasted for 238 min in the first cycle when the cell is new. When aged, in the last cycle, the discharge lasted for 166 min.

Figure 8. Feature extraction across buffer of time length of 40 s. (a) Relative values of voltage, SOC, and SOE in the first cycle. (b) Relative values of voltage, SOC, and SOE in the last cycle.

Information provided by the feature variables is learned by the classifier during the training. The magnitude of the variation of voltage, SOC, and SOE can be seen to change significantly as the cell ages from the first to the last cycle. The Δv magnitude doubled from the original value of −0.0015 V. The ΔSOC changed from −0.28% to −0.4%. The magnitude of the slope of ΔSOE increased as the cell aged. Additional information is provided by the remaining features, the instantaneous values of SOC and SOE as seen from Figure 7. This information is learned by the neural network classifier to estimate the SOH.

2.4. Design of the Classifier Model

The choice of a classification method for SOH estimation is considered suitable since it eliminates the need of staying consistent with the time history of the cell aging. The architecture of the neural network classifier is shown in Figure 9. The network consists of the input layer, two hidden layers with ten neurons each, and the output layer. The input layer has five (5) neurons that correspond to the number of feature variables, while the output layer has five (5) neurons that correspond to the number of classes. The number and the size of the hidden layers are determined heuristically.
The classifier is designed with a network training function that updates the weights \( w \) and bias \( b \) values according to Levenberg–Marquardt (trainlm) [41,42]. The Levenberg–Marquardt algorithm is a higher-order adaptive algorithm that minimizes the mean square error (MSE) \( e \) of a neural network output layer. To minimize the error, a second-order algorithm uses the Hessian to determine the weight and biases update as in Equation (6). The error gradient \( \nabla e(\beta) \) is computed from Equation (7). Refer to [42] for more information.

\[
\min_{\beta} e(\beta) = \frac{1}{2} \sum e_i(\beta)^2 = \frac{1}{2} e(\beta)^T e(\beta)
\]  \hspace{1cm} (6)

\[
\nabla e(\beta) = J(\beta)^T e(\beta)
\]  \hspace{1cm} (7)

where \( J(\beta) \) is the Jacobian matrix; \( \beta \) is the weight and bias parameters obtained by least squares; \( e(\beta) \) is a vector of the sample point errors.

The hidden layer activation function (HAF) is the hyperbolic tangent sigmoid, and the output activation function (OAF) is the softmax function. The parameters of the neural network classifier are reported in Table 3.

### Table 3. Parameters of the neural network classifier.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of inputs</td>
<td>5</td>
</tr>
<tr>
<td>Number outputs</td>
<td>5 classes</td>
</tr>
<tr>
<td>Number of hidden layers</td>
<td>2</td>
</tr>
<tr>
<td>Number of neurons per hidden layer</td>
<td>10</td>
</tr>
<tr>
<td>Performance goal</td>
<td>0</td>
</tr>
<tr>
<td>Minimum performance gradient</td>
<td>(1 \times 10^{-20})</td>
</tr>
<tr>
<td>Adaptive factor, (\mu)</td>
<td>0.001</td>
</tr>
<tr>
<td>Maximum validation fails</td>
<td>50</td>
</tr>
</tbody>
</table>

The classifier model is trained once and the cross-entropy cost function is used to evaluate the performance. The training processes ended after 821 epochs using a personal computer that has an Intel(R) Core(TM) i5-2450M CPU @ 2.50 GHz dual-core processor. The cross-entropy returns a low MSE performance value of 0.01035 based on Equations (6) and (7). The MSE plot is shown in Figure 10.
3. Results and Discussion

The training and validation results are discussed in this section. The classifier is trained with the dynamic load profile whose maximum current amplitude is 5 A in both charge and discharge phases. At room temperature, the model is validated with the dynamic load profile, a constant load profile, and a step load profile. Finally, the model is validated for applicability in multiple cells under dynamic load conditions.

3.1. Training and Validation with the Dynamic Load Profile

The dynamic load profile consists of a total number of 130 profiles, of which 118 profiles are used for the training while the rest are used for the validation. Figure 11 shows the first two dynamic load profiles of the aging cycles used in model training and validation.

The measured voltage of the dynamic varying load profile is corrupted by some high-frequency noise of the order of 2 mV and irregular spikes of up to 80 mV that results from a rapid change of the load input. To avoid the impact of this noise on the classifier, the measured voltage data is smoothened using the moving average function with a smoothing factor of 0.01.

The training dataset consists of the $X(n) \in \mathbb{R}^{5 \times N}$ feature variables and $Y(n) \in \mathbb{R}^{5 \times N}$ output. The matrix rows correspond to the five (5) features and the five (5) classes, respectively. $N$ corresponds to the number of training data points, which is the number of buffers.
The original dataset is sampled at a 1 s rate, while the buffer has a time length of 40 s. Some information may be lost in the long timespan between the buffer intervals. Furthermore, the initial SOC of a cell may vary in practice. Considering these limitations, the model can be enhanced during the training by repeating each aging cycle with a moving window that is shifted at an interval of 10 s.

The 118 dynamic profiles were used for the training and that corresponds to 77,608 buffers and 90% of the entire buffers extracted from the profile. The dynamic profiles used for the training and validation consists of profiles polarized to either charge or discharge the cell for a given cycle.

The training and validation results are analyzed with the help of the confusion matrix. Figure 12 shows the confusion matrix of the trained model. The columns of the matrix are the five (5) target or true classes. The rows are the predicted classes. The diagonal cell corresponds to the buffers that are correctly classified. The off-diagonal cells are the misclassified buffers. The number of observations is shown in each cell. The last column shows the precision of prediction per class. In other words, it shows the percentage of consistency of prediction with the true value for each class. The last row shows the percentage of each class that is correctly classified. This is also known as the true positive rate, TPR. The total accuracy is shown at the bottom-right cell. The accuracy of the model in the training phase is 98.2%. This corresponds to an error of 1.8%, which is equivalent to 1370 misclassified buffers over 77,608 total training buffers.

![Confusion Matrix](image)

**Figure 12.** Confusion matrix for performance analysis of ANN-based classifier in the dataset trained with LG 18650 MJ1 lithium-ion. The diagonal cells are correctly classified buffers. The last row with gray background is the TPR. The last column with gray background is the precision per class. The bottom right cell with dark background is the total accuracy.

After training the model, the model is validated with buffers from dynamic profiles that the trained model has not yet seen. To do this, the remaining 12 profiles corresponding to 10% of the entire buffers are given as inputs to the trained model. The dynamic load profile data as in the training has a maximum current amplitude of 5 A. The performance of the model is then analyzed with a confusion matrix as in Figure 13. The accuracy of the model in the validation phase is 96.2% and results in a total number of 317 misclassified buffers over 8273 buffers.
Figure 13. Confusion matrix for performance analysis of ANN-based classifier under dynamic changing load profile validation. The diagonal cells are correctly classified buffers. The last row with gray background is the TPR. The last column with gray background is the precision per class. The bottom right cell with dark background is the total accuracy.

From Figure 12, it can be seen that the TPR of the classifier at validation is considerably high and in the range of 76% to 100%. Moreover, the model precision is in the range of 80% to 99.7%.

3.2. Validation with the Constant Current Constant Voltage (CCCV) Load Profile

The constant current validation is performed with a CCCV load profile. The cell is charged with a constant current of 1.75 A until the voltage reaches about 3.8. The constant voltage mode is then activated until the minimum current of 0.3 A is reached. The consideration of this profile is relevant to provide validation of the model for constant current applications such as in the charging model of the plug-in electric vehicle. A CCCV profile of the first aging cycle is shown in Figure 14.

Figure 14. Samples of constant load profile and the voltage used for model validation.

The constant current profile consists of 12 charge cycles whose features are extracted in 5879 buffers. The model performance under constant current charge condition is shown in Figure 15 with a confusion matrix.
Figure 15. Confusion matrix for performance analysis of ANN-based classifier under constant charge current profile validation. The diagonal cells are correctly classified buffers. The last row with gray background is the TPR. The last column with gray background is the precision per class. The bottom right cell with dark background is the total accuracy.

The accuracy of the classifier under constant current charge condition is 96.6% with 197 buffers misclassified over 5879 total buffers. TPR is in the range of 93.7% to 98.9%, while the precision is in the range of 86.2% to 100%. No buffer is in Class 3.

3.3. Validation with the Step Load Profile

Here the step current profile is applied to validate the model for aggressive applications. The step current changes at the 0.47 A interval in the range of 0–4.23 A. The step current profile consists of 11 cyclic charge profiles captured within 2700 buffers. The profile with the corresponding voltage is shown in Figure 16.

Figure 16. Sample of step charge current profile and the voltage used for model validation.

The confusion matrix-based performance of the classifier under step current charge condition is shown in Figure 17. The accuracy of the classifier under step current charge condition is 93.8% with 163 buffers misclassified over 2700 total buffers. TPR is in the range of 82% to 100%, while the precision is in the range of 84.8% to 100%.
Figure 17. Confusion matrix for performance analysis of ANN-based classifier under the step charging current profile validation. The diagonal cells are correctly classified buffers. The last row with gray background is the TPR. The last column with gray background is the precision per class. The bottom right cell with dark background is the total accuracy.

The validation with the step current profile represents a relatively aggressive validation with respect to the other profiles. For this reason, relatively lower performance is acceptable.

3.4. Validation with New Cell

The final validation of the model is performed with an entirely new cell of slightly similar specification. The experiment and analysis performed above are repeated for a Sanyo NCR 18650 GA Lithium cell. Although the Sanyo NCR cell shares a similar specification with the LG MJ1, their chemistries are different. Information about the cell is given in Table 4.

Table 4. Nominal characteristics of cylindrical Sanyo NCR 18650 GA lithium-ion cell [43].

<table>
<thead>
<tr>
<th>Cell Chemistry</th>
<th>LiNiCoAlO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal capacity (@ 0.2 C, 4.2–2.5 V, 25 °C)</td>
<td>3300 mA</td>
</tr>
<tr>
<td>Nominal voltage</td>
<td>3.6 V</td>
</tr>
<tr>
<td>Cut-off voltage</td>
<td>2.5 V</td>
</tr>
<tr>
<td>Max. discharge current</td>
<td>10 A</td>
</tr>
<tr>
<td>Cycle life (charge@1.5 A, discharge@4 A)</td>
<td>&gt;300 cycles</td>
</tr>
<tr>
<td>Charge Condition</td>
<td>Max. current 1 C (3350 mA)</td>
</tr>
<tr>
<td></td>
<td>Max. voltage 4.2 ± 0.03 V</td>
</tr>
<tr>
<td>Operating Condition</td>
<td>Charge 0–40 °C</td>
</tr>
<tr>
<td></td>
<td>Discharge −20–60 °C</td>
</tr>
<tr>
<td>Mass</td>
<td>49.0 g</td>
</tr>
<tr>
<td>Dimension</td>
<td>Diameter 18 mm</td>
</tr>
<tr>
<td></td>
<td>Height 65 mm</td>
</tr>
</tbody>
</table>

The cell is aged in a similar procedure as demonstrated earlier with similar load profiles in a repeated pattern. The cell reached the SOH of about 70% after about 120 cycles. The SOH of the cell across the aging cycle is shown in Figure 18.
To extract the feature variable data for validating the neural network, the $\eta_c$ and $\eta_e$ are computed as 0.91 and 0.83, respectively, to obtain the best fit between the charge and discharge SOH across the aging cycles. This stage of validation applies only the dynamic load profile shown in Figure 10. The feature variables are then computed as described earlier and applied as input to the trained classifier. The model performance is again analyzed with a confusion matrix as in Figure 19. A total number of 4371 buffers are extracted from the polarized dynamic load profile. About 4228 of the buffers are correctly classified while 143 buffers are wrongly classified. This results in 96.7% total accuracy of the model.

These results of the training and the various validations of the classifier model are summarized in Figure 20, including information on the model precision, the TPR, and the total accuracy.
To compare the proposed model with the state of the art, it was observed that only a few authors have reported the SOH estimation under dynamic load conditions employing classification. Ref. [26] reported the estimation of SOH under such conditions using a similar classification approach. However, SOH was estimated only in the dynamic discharge modes, hence resulting in a conservative model with an accuracy of 97.5%. In the proposed model, the accuracy of 96.2% is obtained for the model validation with dynamic profiles according to Figure 11.

The classifier is designed, trained, and validated with MATLAB/Simulink 2020b equipped with a Neural network toolbox. After the training and validation, the trained classifier is deployed to a Texas F28379D microcontroller unit (MCU) target. The real-time execution speed is estimated by a processor-in-the-loop simulation to verify the model for online applicability. Given some sampling points of the feature variables as input from Simulink software, the model is simulated in the MCU. The model execution speed is verified as 8.34 µs in real time and with a negligible CPU occupation. In comparison, the PL-ELM performs a similar operation by regression with an execution speed of 93 µs [28].

In the real implementation, the classification algorithm is periodically triggered to extract the feature variables of the classifier in the buffer using information from an installed battery. These features are then applied as input to the trained classifier for predicting the battery SOH.

4. Conclusions and Recommendation

Analysis of battery SOH under dynamic load conditions is essential for the design of a high-fidelity estimation model. This, however, has been sparingly addressed in the literature. In this work, the SOH of a lithium-ion cell is analyzed and estimated under dynamic load conditions implementing an ANN-based classifier. This approach minimizes the time history dependency and the need for continuous initialization of the model.

The SOH is experimentally characterized by the cell’s voltage, SOC, and SOE at room temperature. An ANN-based classifier model is trained using features that are extracted from the characterizing variables. These features include the instantaneous values of SOC and SOE, and the relative values of voltage, SOC, and SOE across the buffer of a defined time length.

The trained model is validated for application under different scenarios, including dynamic load conditions, constant load conditions, and step load conditions. The performance of the resulting validated model is analyzed with matrices, and the accuracy of the model is 96.2%, 96.6%, and 93.8% for the respective load conditions. The model is further
validated for use on other cells that have similar specifications. The results show that an accuracy of 96.7% is possible under dynamic load conditions.

Finally, the model is validated for online applicability through processor-in-the-loop simulation. An average execution time of 8.34 µs and a negligible CPU occupation of the algorithm is verified with a Texas F28379D microcontroller unit (MCU) board. This makes the model suitable for online automotive applications where computational resources impose a constraint.

For future work, it was noticed that the model poorly classifies buffers whose SOHs are very close to the boundary of two classes. For instance, buffers whose true SOHs are close to 95% (say 95.01%) may partly be misclassified as Class 2. Improving the precision of the model for such cases will be the focus of future work. Secondly, the classifier will be validated for application under a wider range of temperature conditions.

SOH is impacted by temperature. However, this model is validated only at ambient room temperature. This limits its application for only such a condition. It will be of useful research interest to further validate the model over different temperatures.
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