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Abstract: In the last few decades, researchers have shown that advanced building controllers can
reduce energy consumption without negatively impacting occupants’ wellbeing and help to manage
building systems, which are becoming increasingly complex. Nevertheless, the lack of benefit
awareness and demonstration projects undermines stakeholders’ trust, justifying the reluctance to
approve new controls in the industry. Therefore, it is necessary to support the development of
controls through solid arguments testifying to the performance gain that can be achieved. However,
the absence of standardized and systematic testing methods limits the generalization of results
and the ability to make fair cross-study comparisons. This study presents an overview of the
different benchmarking approaches used to assess control performance. Our goal is to highlight
trends, limitations, and controversies through analytics to support the definition of best practices,
which remains a widely discussed topic in this research area. We aim to focus on simulation-based
benchmarking, which is regarded as a promising solution to overcome the time and cost requirements
related to field or hardware-in-the-loop testing. We identify and investigate four key steps relating
to virtual benchmarking: defining the key performance indicators, specifying the reference control,
characterizing the test scenarios, and post-processing the results. This work confirmed the expected
heterogeneity, underlined recurrent features with the help of analytics, and recognized limits and
open challenges.

Keywords: control test bench; control benchmarking; building controls; HVAC control; building
simulation

1. Introduction

Since the dawn of human history, the main purpose of buildings has been to shelter
people from the weather. Today, they also serve several other needs—e.g., acting as living
and working places—with people now spending an average of 80–90% of their daily
time indoors [1,2]. Bearing this in mind, it is unsurprising that the whole building sector
accounts for 33% of the global total energy use [3], representing “a source of enormous
untapped efficiency potential” (IEA [4], 2021, Buildings—A source of enormous untapped
efficiency potential). In the future, time spent indoors is likely to increase further due to a
higher occurrence of adverse weather events triggered by climate change [5]. Moreover,
because of the growth of the world’s population, the areas covered by buildings are growing
larger. Therefore, decarbonizing the building sector, which is responsible for nearly 40% of
energy-related carbon dioxide emissions [4], is a target accepted worldwide for limiting
climate change [6].

Applying energy efficiency measures to heating, ventilation, and air conditioning
(HVAC) systems has greater savings potential than applying measures to other building
loads [7]. Compared to the latter (e.g., water heating, lighting, and home appliances),
HVAC systems account for around 50% of the total energy consumption of buildings [7–10].
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Three main strategies can be used to reduce HVAC energy consumption: (1) improving
the building’s envelope insulation and shading systems, (2) increasing the performance
of the best available technology and introducing new heating system technologies, and
(3) developing advanced HVAC control strategies. While the first two require a lengthy
renovation period, the third is relatively inexpensive and capable of even higher energy
savings [7,11], though it has not been emphasized by policies [9]. Moreover, considering
the already outstanding performance of system components and the efficiency boundaries,
the development of advanced controllers is a frequent aim of research. In particular,
researchers are focusing their efforts on developing controls that can handle the expanding
complexity of building systems, which will become more interconnected with the grid over
time [12,13]. That said, new controls are not solely aimed at reducing energy consumption
while guaranteeing occupants’ comfort [14–17], but also at the effective management of
the system given the requirements of providing grid stability and reliability (i.e., peak
shaving or load shifting) [12,18,19]. Eventually, the aim is to avoid renewable supply
curtailment, thus enhancing the penetration of green resources [20–22]. Figure 1 shows a
simple schematic describing the working principle of a typical building control system.

Control
Desired setpoint

Sensor data

 

°C
HVAC control signal

°C

Figure 1. Schematic of a typical building control system.

While the importance of new control strategies is recognized within academia, their
approval at the industry level remains limited, especially with regard to advanced control
systems [13,23–25]. Several obstacles to the approval of any new green building technology,
as outlined in [26], are the lack of awareness of the benefits of these technologies, their
risks, the uncertainties involved in their adoption, and the lack of demonstration projects.
Moreover, Ouf et al. [27] linked the low level of implementation of occupant-centric con-
trols (OCC) not only to cost hurdles, but also to the limited generalization capabilities of
control performance. These arguments demonstrate that there is a lack of confidence in
newly developed technologies, despite their usefulness being recognized by practitioners.
Therefore, there is the need to provide solid arguments testifying to the performance of
control strategies [23,28]. Nevertheless, newly developed controls are often tested and
benchmarked while ignoring this need. Additionally, researchers tend to investigate only
one specific building application or a few case studies, which differ greatly from study to
study, and do not take into account the variations in markets around the globe [22]. In turn,
this limits the ability to generalize and compare solutions, justifying stakeholders’ lack
of trust.

Multiple review papers have qualitatively evaluated the testing methodologies used
to assess specific advanced controls (i.e., model predictive control (MPC) [13,20,24], rein-
forcement learning control (RLC) [25], and occupant-centric control (OCC) [29]). All these
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authors [13,20,24,25,29] have reported the absence of standardized evaluation approaches,
which prevents fair cross-study comparisons from being made. Both Drgoňa et al. [24]
and Afram et al. [20] underline how the key performance indicators (KPIs) used vary
from study to study. Moreover, Drgoňa et al. [24] stress that the KPIs used for comparing
MPCs should include not only energy and cost savings but also other quantities, such as
implementation effort. Additionally, the diversity and shortfalls of KPIs are presented
in Stopps et al. [29] for OCCs. Interestingly, in [29], the authors underline that tests are
conducted on too-small subsets of residential building typologies, making them unable to
represent realistic markets (i.e., little test coverage). The need to test controls on a wider
range of buildings is also discussed in [30]. Heterogeneity characterizes not only KPIs and
building typologies but also the behaviors of occupants [27,29], the testing locations, and
the baselines used for comparison [25]. Canteli et al. [21] state that, in some cases, it can be
difficult to understand how tests have been conducted. Concerning this last observation,
Beiranvand et al. [31] argue that comprehensive and detailed reports are necessary to
ensure experiments’ reproducibility.

To target these gaps, some authors have focused on the development of publicly avail-
able virtual testing frameworks, such as the BOPTEST [23] and CityLearn [21]. BOPTEST
aims to offer reference test cases, each representative of a specific building typology, loca-
tion, and user behavior, in order to test developed controls unambiguously on a common
platform. CityLearn is a platform that allows the easy implementation of reinforcement
learning algorithms for demand response applications in districts [21]. Through this plat-
form, developers can virtually test and benchmark developed RL agents against others
RLCs or a rule-based control (RBC), relying on the working principle of the OpenAI Gym
Environment. Recently, Wölfle et al. [22] created a guide to develop virtual environments to
benchmark the performance of building optimization algorithms. The idea is that once an
environment is defined, it is loaded onto a publicly available database, thus enhancing the
model reusability, mitigating the lack of standardized testing, and reflecting the variability
of realistic scenarios [22].

The concepts discussed above focus on providing a pool of reference test scenarios to
ensure fair cross-study comparisons. Nevertheless, it is still the case that little effort has
been made to develop methodologies that can ensure a sufficient test coverage addressing
the real size and variety of the market (i.e., tackling control robustness). Furthermore,
encouraging practitioners to utilize public platforms or contribute to database samples can
be difficult, and database maintenance is critical to ensure that environments are trustable.
Only part of the outlined gap has been addressed. We believe that test coverage is of
paramount importance to allow for performance generalization; enhance stakeholders’
trust; and avoid the risk of predicting, by simulation, misleadingly good behaviors.

This study aims at providing a review that focuses on the different benchmarking
approaches used to assess the performance of building controllers. Our goal is to highlight
trends, limitations, and controversies through analytics to support the definition of stan-
dardized practices and robust testing concepts, which are discussed topics in this research
area. Consequently, this work intends to answer the following guiding questions: (1) How
are test benches for building controllers defined (i.e., identify key steps to be covered and
their requirements)? (2) Can prevailing features and controversies in the approaches be
identified to further analyze the heterogeneity already reported by the above-presented
authors? (3) Are there special benchmarking needs depending on the type of control tested?

For this, we will focus exclusively on simulation-based approaches. Despite the
high trust requirements, simulation-based testing is regarded as a promising solution to
overcome obstacles related to time, cost, and repeatability induced by field and hardware-
in-the-loop tests (see Section 2.2).

The paper is structured as follows. In Sections 2.1 and 2.2, we provide some introduc-
tory concepts relating to the major control strategies and the prevailing approaches to their
testing. Section 3 describes the methodology adopted in this study, while Section 4 presents
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an in-depth analysis of the reviewed contributions. The results, discussion, and conclusion
are given in Sections 5 and 6.

2. Introductory Concepts
2.1. Building Control Strategies

This section briefly discusses the major control strategies applied to buildings. Based
on [2,9,14–16,20], we identified two categories, classical and advanced, according to the
core operational principle of the controls.

2.1.1. Classical Controls

On–off controls are adopted in the simplest architectures and represent the classical
control par excellence. Their working principle is discontinuous and their output signal
can be one (on) or zero (off). As a result of this functioning, they are associated with
a dead band to account for system time lags and inertia [9]. Nevertheless, this feature
is insufficient to avoid overshooting. That is why, together with their static behavior,
they lead to a high energy consumption [14]. Consequently, P, PI, and PID controls have
replaced on–off systems in several applications. These controls can account for the dynamic
response of controlled quantities. However, to ensure efficient functioning, they require
the proper tuning of the parameters [32,33]. This prerequisite is crucial [2] and, if not
properly accomplished, can induce instabilities [34], which trigger discomfort and energy
waste. Nevertheless, thanks to their simplicity and cost-effectiveness [9], a typical control
system architecture exploits on–off, PI, or PID as low-level controllers, on top of which a
higher-level controller can tackle efficiency and/or optimization [9,10,35].

Among classical controls, we also include so-called rule-based controls (RBC), which
are high-level controls [12,36]. These controls rely on a set of predefined if–then rules
to overwrite the set points of the system and improve the occupants’ comfort or energy
efficiency. The simplest example is temperature set-back rules that, by relying on the
defined points of the day, change the set points to lower levels. Ma et al. [37] state that
in most regular buildings, the temperature set points are modified when the building is
unoccupied or during the night.

2.1.2. Advanced Controls

Classical controls are too simple to target the increasing complexity of building sys-
tems, which are becoming more linked to the grid [38] and more intricate due to the
presence of multiple energy sources [25]. These complexities require controls able to target
multiple, and often conflicting, objectives: they must not only be able to reduce the energy
consumption but also strive to guarantee occupants’ comfort, the system’s flexibility, and
self-consumption.

To solve this challenge, advanced controls have been widely developed [13]. These
controls can solve optimization problems to, e.g., compute temperature set points [17]; pre-
dict the energy load by means of building models and, accordingly, manage the system [20];
adapt to occupant variations [27]; and exploit thermal (both active and passive) and electric
storage to enhance flexibility [39,40].

One of the distinguishing features of advanced controls is their proactive, rather than
reactive, role. As stated by Preglej et al. [41], advanced controls take anticipatory actions
rather than corrective ones. Another characteristic element is their “smartness”. Providing
advanced controls with some level of computational intelligence (CI) is a topic of great
interest in this research area. According to Ahmad et al. [8], some of the most common CI
techniques for HVAC in academia are fuzzy logic [33,42], neural networks [7,43–45], and
genetic algorithms [46]. Other advanced strategies make use of the multi-agent concept,
which is based on the maxim of “divide and conquer” [8], according to which a complex
optimization problem, or generally any complex task, can be better managed when handled
by more actors [47]. Wang et al. [25] highlight the growing research interest in databased
controls such as reinforcement learning control (RLC), which is a promising means to
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overcome the obstacle, introduced by model predictive controls (MPCs), of developing a
prediction model. RLCs are based on the concept of learning agents; hence, the control
learns how to behave in its environment through appropriate rewards. Additionally, a
non-negligible benefit of intelligent controls is their ability to manage the subjectivity of
occupants’ perceptions more effectively [2]. In this regard, occupant-centric controls (OCCs)
have been developed [29] and are currently covered under IEA EBC Task 79 [48].

In this study, we aimed to use an assortment of the above-mentioned controls to detect
the prevailing procedures or common testing requirements. This intent considers the need
to develop standardized approaches for systematically testing new controls.

2.2. Approaches to Control Testing

There are three established methodologies that are used to assess the performance of
building control strategies: field testing, emulation, and simulation [49,50].

Field testing is considered onerous in terms of both time and cost [29]. Moreover,
it implies the engagement of the building user [29], potentially causes discomfort [51], and
has been associated with safety risks [28]. Although in situ tests handle real monitoring
data and account for all interactions (i.e., no simplifications are introduced) [29], they
prevent a fair comparison of different control strategies as it would be nearly impossible to
reproduce the input signals [13].

Emulator-based testing allows verifying the control software and hardware in a test
rig without the need to set up a complete field test. All the boundary conditions (e.g.,
comprising the building and its system, the user behavior, and the climatic profiles) are
emulated through real-time simulations that ensure the reproducibility of experiments.
This testing approach is independent of the building user and the safety risks associated
with field testing. Moreover, the cost and time requirements are reduced, albeit still present
(i.e., constrained to real-time simulations [34], laboratory equipment), while ensuring the
testing of the tangible components that will be installed later.

Simulation-based testing replaces the software and hardware parts in emulations with
a simulation model. This model represents the time-evolution of the real system. A fully
virtual approach not only minimizes the testing costs, avoiding the need for the installation
of any instruments or appliances [52], but also enables the optimization of the design,
detecting errors before field implementation, and accelerating the testing procedure, as the
real and simulation clocks can be fully decoupled. In 1985, Hirsch et al. [53] highlighted
the potential of a simulation-based approach and recognized it as the only practical way to
analyze the performance of any technology targeting energy efficiency under a wide range
of scenarios. Nevertheless, the reliability of virtual approaches is strongly linked to the
accuracy of the simulation model, which represents a common issue in building simulation.
This is due to the significant difference between the measured and simulated building
energy performance [54]. Model development usually requires skilled practitioners and a
considerable amount of time. Additionally, capturing the perceived occupants’ comfort in
a virtual environment presents several challenges [29]. Time might remain a constraint due
to computational speed.

Although these three approaches should be regarded as complementary [2], this study
investigates purely simulation-based tests. These are considered to be promising solutions
for assessing different control strategies at an early stage and ensuring test coverage.
Moreover, high-quality virtual environments can be used by practitioners to perform
virtual release tests when minor updates to a previous control strategy are introduced.

3. Methodology

We conducted this review based on the Scopus and Science Direct databases. Defining
appropriate selection criteria for the targeted aim is not a trivial task; on the one hand,
researchers usually append some level of performance comparison to the development of
any new building control strategy. This statement implies that the number of contributions
that need to be analyzed could be too large to handle. On the other hand, the majority
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of publications do not explicitly refer to virtual testing or benchmarking but rather to
new control attributes. Therefore, the researched keywords were not solely testing and
benchmarking but also simulation, comparison, baseline, on–off, traditional control, PID,
and rule-based. These terms were combined with the following ones: building control,
HVAC control, building, residential, home, commercial, control strategies, control system,
and room control. Thus, complex scanning criteria were generated. This study relied on
the inclusion and exclusion criteria listed below, which were reflected in the search terms
adopted.

• Findings should present, test, and benchmark a new building control strategy or
describe in detail a virtual benchmarking framework. This review focuses on the
applications of new controllers to residential and fully enclosed commercial buildings.

• The field of application excludes lighting, window openings, shading operation,
domestic hot water preparation, and smart grid frameworks. The focus is on high-
level (i.e., supervisory) controllers; hence, low-level controllers are out of the scope of
this review.

• As the focus is on simulation-based testing, contributions that present emulation or
field experiments are disregarded.

• If for the same year, several in-scope-contributions are identified, those with a higher
number of citations are prioritized.

Scopus and Science Direct were accessed in January and April 2021.
We have further reviewed the database of the conference proceedings of the Inter-

national Building Performance Simulation Association (IBPSA) [55]. The international
conference reveals the major outcomes of the world’s leading research community on build-
ing modeling and simulation. The first contribution related to control strategies appeared in
1989 for fault detection identification. From 1991, controls for heating systems and energy
management systems have been discussed.

To ensure the depth of coverage and variety of the investigated sample, we have
selected a few relevant papers from the reviews of [25] on reinforcement learning control
(RLC) and [20] as well as [24] on model predictive control (MPC). The selection criteria for
this second literature identification are equal to those adopted for the database analysis.

Based on the defined inclusion and exclusion criteria, the number of relevant papers
selected resulted to be 50 (i.e., we roughly reduced the findings to a quarter).

Figure 2 provides an overview of the paper that summarizes the methodology adopted.
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4. Results

This study identifies and investigates four key steps that characterize simulation-based
benchmarking. Section 4.1 describes the key performance indicators (KPIs) computed for
the evaluation of controls. In Section 4.2, we discuss the reference control defined for
comparative purposes. Section 4.3 reports how the virtual test scenarios are specified, while
Section 4.4 discloses how the benchmarking results are visualized and documented.

We grouped the control strategies into five classes; these are fuzzy logic controls
(FLC), generic advanced controls (GAC), model predictive controls (MPC), reinforcement
learning controls (RLC), and traditional controls (TRC). The cluster GAC includes optimal,
occupant-centric (OCC), and agent-based controls. As highlighted in [9], few publications
present improved features compared to classical control strategies, which explains the
significant presence of advanced controls in this study. During the research, we noticed
that contributions could mainly be grouped into two predominant fields: model-based
predictive controls and databased controls, especially RLC.

Table A1, in Appendix A, shows the main information of the reviewed papers.

4.1. Key Performance Indicators

The primary outcomes of testing are the KPIs, which quantitatively assess the perfor-
mance of the investigated control strategies. As stated by [12], an appropriate selection of
evaluation metrics is necessary in order to guide the design of new controllers, as it guaran-
tees that needs, expectations, and requirements are fulfilled. Generally, the developer sets
the required KPIs to target the main features of the new strategy [49]. This is why testing
approaches are prone to being case-study-oriented, preventing standardization and limiting
quality, because developers may exaggerate the benefits of their newly devised control.

In light of the above, it is unsurprising that the KPIs presented in the reviewed
papers are largely heterogeneous. Nevertheless, we identified three recurring domains
that quantify energy consumption, occupants’ thermal comfort, and energy cost. Figure 3
depicts the share of the total KPIs collected in this study (i.e., 245) based on these domains.
The tag others applies to metrics that cannot be assigned to any of the three. For example,
this category includes the flexibility [39], exergy [56], PV self-consumption [57], and carbon
dioxide emissions [58] metrics.

4.1.1. Energy Consumption Metrics

It is noteworthy that an energy consumption metric is computed in 84% of the contri-
butions and represents 39% of the total KPIs. This is because reducing the buildings’ energy
demand and the corresponding CO2 emissions is one of the primary drivers in the devel-
opment of new controllers. Among the eight contributions that do not present an energy
consumption metric, [43,46,59,60] compute an energy cost metric, Dermardiros et al. [61]
depict the intermittent operation of the heat source, and [33,62] focus on occupants’ thermal
comfort. Glorennec et al. [42] compare the obtained fuzzy logic control rules table with the
specified baseline table.

The energy consumption is quantified either as total kilowatt-hour (kWh) or specific
kWh (per unit of heated/cooled surface). The computation of the first prevails over
the latter (computed by seven contributions—14%). Nevertheless, the specific energy
consumption is preferable for benchmarking, as it is not biased by the building size.

In some cases [2,57,63–66], the energy consumption is provided as both total and
partial: energy consumption is listed for the relevant components of the heating, ventilation,
and air conditioning (HVAC) system or separately for space heating and cooling.
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39%

26%

16%

19%Energy consumption
Thermal comfort
Energy cost
Others

Metric Domain

Figure 3. Share of the total key performance indicators (KPIs) collected in this study based on
the identified domains. The tag others applies to metrics that cannot be assigned to any of the
other domains.

Another approach is to compute the energy savings, which are quantified as a percent-
age (or improvement) of the consumption reduction compared to the specified reference, as
in [18,36,47,58,65–73]. Note that Refs. [47,58,65,67,69–73] quantify both the energy consump-
tion and the energy savings. Whether the computed energy is primary is not discussed,
except by [63,64,72,74]. However, the lack of energy conversion factors suggests that the
studies disregard the energy share related to the conversion processes, thus accounting
solely for the thermal or electrical energy carriers. The primary energy consumption de-
scribes the needs of the building more thoroughly and also allows for the comparison of
multiple generation units that are fueled by different sources. Nevertheless, the adoption
of this metric can hinder performance comparability when dissimilar conversion factors
are specified. These values are defined at national levels and vary considerably, as they
are influenced by multiple grid characteristics (i.e., energy mixes, production sites, and
distribution networks), and, often, political choices.

Energy metrics require the specification of a time horizon. This temporal duration
typically corresponds to the test duration, which greatly varies among publications (see
Section 4.3.2) and is usually as long as one year. When energy consumption is computed
over different time horizons, comparisons of results can be misleading.

4.1.2. Thermal Comfort Metrics

Other than energy consumption, the influence of control strategies on occupants’
wellbeing is considered by two-thirds of the investigated contributions. Furthermore,
Figure 2 shows that 26% of all computed KPIs belong to the thermal comfort domain.

Although several KPIs can be used to quantify thermal sensations [75], the majority of the
reviewed papers adopt Fanger’s metrics: the predicted mean vote (PMV) and the predicted
percentage of dissatisfied (PPD). In particular, multiple authors [2,11,36,47,69,76,77] compute
the average PMV or PPD, albeit they describe occupants’ comfort only in a general way [77].
It is worth noting that Klein et al. [47] introduce a metric that estimates discomfort at the
level of individual occupants through the implementation of a human agent [47]. These
authors compare their metric to the average PMV and conclude that their approach leads
to more accurate results [47].

The PMV ranges on a dimensionless scale sensation from −3 (cold) to +3 (hot) and
is computed by determining the steady-state heat balance between the human body and
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the environment. According to the reference standards ISO 7730 [78] and ANSI/ASHRAE
55 [79], an occupant feels comfortable when the PMV ranges between −0.5 and +0.5 (i.e.,
category B). Note that category B is selected in every contribution except for [80], which
adopts the more severe requirements of category A (i.e., −0.2 and +0.2). The PMV is a
function of the clothing insulation, level of body activity, air velocity, and humidity, as well
as air temperature and mean radiant temperature [75].

The parameters used for describing occupants are typically defined based on norm
prescriptions and tend to be constant during the simulation; for instance, clothing insulation
is typically set to be equal to 1 clo (0.155 m2K/W) in winter and 0.5 clo in summer, as
in [45]. Nevertheless, heterogeneity in the definition of these values is evident. For instance,
Zhao et al. [69] define 1 clo in winter but 0.7 clo in summer, differently from Zhang et al. [67],
who use 0.95 clo and 0.6 clo, respectively. Additionally, Egilegor et al. [62] assume 0.5 clo
during cooling mode and 1.5 clo for heating. Moreover, Ascione et al. [60] set a clothing
resistance of 1.3 clo at night to account for blankets, whereas Garnier et al. [76] define a
variable resistance based on the outside temperature at 6 a.m., modeling the influence of
the outdoor temperature on the clothing thickness. Furthermore, Chen et al. [40] set a
two-level resistance profile equal to 0.71 clo during the first two simulated days and raised
it to 0.85 clo for the remainder.

Fixed values are also specified for the physical quantities, such as the air velocity (e.g.,
0.137 m/s in [69], 0.135 m/s in [40], 0.15 m/s in [67,80]) and humidity (e.g., 40% in [47] are
50% in [80]). The heterogeneity of these parameters may prevent fair comparisons being
made between tests.

The PPD is a percentage value that quantifies the amount of thermally dissatisfied
individuals in a large group [75]. Showing the statistical distribution of the PMV [77], its
evaluation indirectly requires defining the same occupant and physical parameters of the
PMV. The comfort PMV range of ±0.5 implies a PPD smaller than 10%. Ranging from 0%
to 100%, this metric has the advantage of being minimized [60].

Although PMV and PPD are metrics that are accepted by the reference standards [2],
their validity is questioned. For instance, Fazenda et al. [81] state that adaptive comfort
models should be preferred because they do not rely on fixed parameters. Moreover,
Fanger’s model can be applied to conditioned buildings, which ensure the required steady-
state assumption, and it can only be used for healthy adults. If these conditions are not met,
the results will not reliably show occupants’ sensations [75]. In this regard, Chen et al. [40]
evaluate not only the PMV but also the actual mean vote. The latter is defined by the authors
as the sum of the PMV and random white noise, which follows a Gaussian distribution.
If the noise is greater than 0, the PMV underestimates the actual mean vote, and vice versa
when it is smaller [40].

Another typical approach is to quantify thermal comfort based on the difference in the
room temperature from the set point, or from a temperature range, which is defined as a tol-
erated temperature difference across the desired set point (e.g., ±1 K [82]). This difference
is quantified in several methods by computing the temperature root-mean-square error
(RMSE) with respect to the set point or the upper and lower temperature limits [39,64], the
temperature deviation [82], the frequency (i.e., numbers of values in a bin of 0.5 K) [72], the
percentage of time spent inside the comfort temperature ranges [35,83], the temperature
mean-bias error and the coefficient of variation of the temperature root-mean-square er-
ror [68], the number of violations [74], the amount of violation (in Kh) [74,84], or the average
temperature deviation [70]. Yu et al. [85] define the discomfort cost in kWh as a function
of the squared temperature deviation from the set point, whereas Anastasiadi et al. [2]
express the ratio of time spent in discomfort to the total time (in percentage).

On the one hand, disregarding any comfort model, this second approach is straight-
forward and makes comparisons easier; the presented KPIs do not depend on many
parameters. On the other hand, this approach might be unable to model human thermal
sensations in sufficient detail. Therefore, it could be used in combination with more detailed
metrics (e.g., following a hybrid approach). A possible solution would be to weigh the
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discomfort time according to the ratio of the actual PPD and the comfort threshold (e.g.,
PPD = 10%) [78], as in [80]. Moreover, defining the desired temperature range is not trivial,
since thermal sensations tend to vary among users. A solution to this would be to define
comfort ranges at least for two extreme cases—tolerant and intolerant occupants—which is
similar to [27].

It is noteworthy that Ouf et al. [27] evaluate the thermal comfort, guaranteed by the
developed occupant-centric control, through the quantification of occupant interactions
with the building or overrides. These are expressed as the frequency of pressing the
thermostat and light switches each year. Eventually, for energy consumption metrics, the
same experiment duration must be used to enable to consistently compare the results. This
observation also holds for the metrics presented in the sections that follow.

4.1.3. Energy Cost Metrics

Some test benches, such as [11,18,39,43,46,57–60,66,77,83,85–87], assess not solely the
energy consumption and the thermal comfort but also the energy cost. In total, 16% of all
KPIs belong to the energy cost category (see Figure 3).

The latter is computed as a product of the energy required and the electricity or
gas price, depending on the generation unit used. It is noteworthy that in the analyzed
contributions, the generation unit is typically fueled by electricity. This observation is
supported by the fact that advanced controls, which strive to reduce the energy costs given
a variable price signal, allow researchers to implement demand response systems [88].

Three types of tariffs are present: constant [46,60]; time of use, which typically has two
price levels (e.g., day/night [11,77], peak/off-peak [18,59]); and dynamic [39,58,73,86,87]. When
these tariffs are adopted, the forecast time is equal to one day, except for McKee et al. [43],
who implement a minutes-ahead profile, or is assumed to be in real time [58,86].

Prices are an external input for all studies. For instance, Pereira et al. [66] adopted the
Portuguese tariff scenarios. Therefore, standardization might be enhanced by defining a
set of references for the price scenarios and providing a clear reminder of the data source,
ensuring ease of access to any user.

Normally, the developers will test only one price scenario. Nevertheless, in [59,88],
the authors adopt two tariffs: a peak and off-peak tariff and a highly time-varying one. In
particular, Vrettos et al. [88] compare an MPC to an RBC both in the case of a day/night tariff
and a predefined dynamic tariff (day-ahead). The second allowed a greater load-shifting
capability.

Regarding the energy consumption, the energy cost is also quantified as savings with
respect to the specified reference (e.g., [11,73,88]).

Since the potential for financial savings is a driving catalyst for adopting new technolo-
gies [22], energy cost indicators are regarded as meaningful KPIs that should ordinarily be
included, as well as when demand response is disregarded. Moreover, the computation of
a metric, such as the net present value, could be effectively adopted to justify the initial
costs required for adopting new controls, provided future savings are possible.

4.1.4. Other Metrics

The three metric domains presented above can be considered essential in any testing
and benchmarking approach. Nevertheless, besides this so-called standard KPI set, other
indicators are adopted to assess other control attributes. Figure 3 highlights that 19% of the
collected KPIs do not belong to the standard KPI set.

Flexibility metrics are a good example. These indicators evaluate the interactions
between the building and the grid [12]. Hu et al. [39] define and benchmark the flexibility
factor to determine the ability to shift the energy consumption from peak to off-peak
hours [39]. Salpakari et al. [86] evaluate the building energy flexibility by computing the
annual grid feed-in and the annual electricity balance. Another metric that can be related
to flexibility is the PV self-consumption, which is quantified in both [57,87]. The latter can
be used to quantify the use of renewable electricity [57].
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Other than these flexibility metrics, multiple authors define additional KPIs at the
system level. For example, Maasoumy et al. [89] compute the total airflow rate (ft3/min)
and peak flow rate (ft3/min). Fischer et al. [57] quantify the backup heater usage as the
total operating hours, and the heat pump usage through the mean part load ratio and the
numbers of unit toggling. The latter is also adopted in [61]. Both Refs. [58,83] evaluate the
coefficient of performance of the heat pump. Additionally, Kubot et al. [83] evaluate the PV
curtailment and the battery state of charge, whereas Ruusu et al. [58] compute the average
tank temperature in three positions (upper, middle, and lower).

Another metric used is the exergy loss (e.g., [64,90]). For performing an exergy
analysis, a reference environment—typically the outdoor dry-bulb temperature—needs to
be defined [64]. Both Refs. [64,90] adopt the use of ambient temperature.

It is worth noting that Ruusu et al. [58] quantify the carbon dioxide emissions, in
kilograms, through specified factors (g/kWh) for the electric and thermal grids, based on
Finnish data from 2015. Mossolly et al. [46] evaluated the percentage of time the room
CO2 concentration (ppm) is within three ranges (i.e., less than 770 ppm, between 700 ppm
and 1000 ppm, and more than 1000 ppm). Furthermore, Refs. [76,87,89] compared the
simulation time.

Heating, lighting, and cooling utilization ratios quantifying the energy use, based on
the number of occupants, were computed in [27] to test the performance of an occupant-
centric control (OCC). By the adoption of OCCs, the control adapts to the occupants; hence,
the utilization ratio should decrease.

4.1.5. Number of Computed KPIs

Figure 4 shows the number of KPIs computed in each analyzed contribution, whereas
Figure 5 highlights the number of KPIs adopted for year of publication, from the oldest
identified paper published in 1991 to the newest in 2021.

Figure 4 reveals that the preferred number of KPIs is four.
Accordingly, Figure 5 shows that there is a slightly more marked tendency to adopt

four KPIs: 28%. Of the remaining, 20% computes two metrics, and another 20% computes
more than five. It must be noted that these indicators mainly belong to the energy con-
sumption and thermal comfort domains, as has already been mentioned in Section 4.1.2.
This implies that these studies present more than one energy and comfort metric (e.g., both
the average PMV and PPD, or both energy consumption and savings). The highest metric
value—i.e., 36—occurs in [58].

It is noteworthy that Dermardiros et al. [61] and Gouda et al. [33] do not compute any
KPIs. Rather, the first benchmark is the room temperature and the operation of the heat
source profiles, while the second compares the control rule tables.

Evidence of a clear trend in the computed KPIs, based on the control type, is absent.
Nonetheless, some recurrences can be identified: (1) an energy cost metric is present
mainly for controls that target demand response; (2) occupant-centric controls rely heavily
on thermal comfort assessment, following advanced metrics such as those that measure
occupants’ interactions [27] or the actual mean vote [40]; (3) observations of the RLC
behavior during the learning time are commonly reported, as they represent the weakness
of RLCs. RLCs typically disregard energy cost objectives.
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Figure 4. Number of key performance indicators (KPIs) computed in each analyzed contribution.
The color legend highlights the type of new control developed and tested. FLC: fuzzy logic control;
GAC: generic advanced control; MPC: model predictive control; RLC: reinforcement learning control;
TRC: traditional control.

The absence of a consistent tendency in Figure 5 enforces the heterogeneity of the
approaches, which is apparent in all the control typologies studied in this review. Despite
advanced controls potentially being able to deal with more than two competing objectives,
there has not been any marked gain in the increase in the KPIs computed [12]. Interest-
ingly, from 2011 to 2021, the amount of KPIs is always greater than one, except for in
Baracu et al. [82], who report only the energy consumption, while comfort is a constraint
on the control that is not quantified for comparison. Rather, the room temperature profile
is adopted to show that thermal discomfort is absent.

This study reveals the absence of contributions that adopt holistic metrics to enable an
easier ranking of the tested control against the specified baseline. The affirmed approach is
to discuss the pros and cons of the tested control for each KPI. Later, these observations
are summarized together in the Conclusion section and used to decide whether the test
has succeeded. Nevertheless, this procedure is manageable when the number of KPIs and
tested scenarios is limited. Once these values increase, the amount of data to compare also
increases; hence, such a KPI-focused analysis tends to become intractable.

Although holistic metrics are less sensitive to local performances, they can aid in
drawing conclusions, especially when significant trade-offs between the defined metrics are
expected, inexperienced users are involved, or the amount of data needing to be analyzed is
large. Kümpel et al. [77] highlight the need for a metric of this kind. However, suggestions
as to how it should be computed are missing. In all the reviewed contributions, the adoption
of a KPI-focused analysis is justified because the number of simulated scenarios is small
(see Section 4.3); hence, the results used for analysis and benchmarking are manageable.
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Figure 5. Number of key performance indicators (KPIs) computed per year of publication (from 1991
to 2021). The color legend highlights the number of KPIs computed, which ranges from 1 to >5; the
black line shows the average number of KPIs adopted every year.

4.2. Benchmarking Reference

Showing the improvements offered by a new technology over an established one
might attract stakeholders. Therefore, the specification of a reference is crucial.

This work identifies three complementary comparison approaches. The new control
is benchmarked to either (I) a baseline installed, or assumed to be installed, in existing
buildings; (II) an ideal control, which represents the best performance achievable; or (III) a
similar control that varies in some features. The second and third approaches alone may be
insufficient to spur the adoption of the developed technology. Thus, comparison against a
baseline is recommended and is indeed provided in all the analyzed publications.

It should be stressed that the third method allows researchers to test different features
of the developed strategy in order to explore which is optimal. For example, Ref. [11]
designs and tests various MPCs, which are defined identically but present different weights
for computing the cost function.

Figure 6 depicts the control typologies used as comparison references. The term
on/off refers to controls that maintain the same temperature set point throughout the test,
regardless of the state (e.g., [36,43]).

The P-PI-PID tag is assigned to the contributions that adopt proportional, integral, or
derivative controls (e.g., [33,61,63]). As described in Section 2.1, these traditional controls
require proper parameter tuning to ensure their high performance. Therefore, a tuned
control should be adopted, or else the comparison could result in misleading positive
improvements [24]. If the set of tuned parameters is not reported (e.g., [17,42]), it will
be unclear how well the baseline control is performing. Moreover, ensuring experiment
reproducibility can be arduous.
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Figure 6. Type of reference control: On/off, P-PI-PID, rule-based control (RBC), generic advanced
control (GAC), model predictive control (MPC), reinforcement learning control (RLC), performance
bound (PB), and unknown (unk.). The color legend highlights the type of new control developed
and tested. FLC: fuzzy logic control; GAC: generic advanced control; MPC: model predictive control;
RLC: reinforcement learning control; TRC: traditional control.

Publications [27,73,89] in which the baseline control is described with little information
are put into the category unknown reference control (unk.).

Rule-based controls (RBC), together with on/off, are the ones adopted most as baseline
references (see Figure 6), and Refs. [40,68,74,88] affirm their well-established role in building
automation. Their supervisory working principle relies on a set of if–then rules that are
specified by the developer and mainly act on the temperature set points. These rules
are not common to all the investigated contributions and can be very complex [57,58].
Nevertheless, the tendency is to set a simple rule to lower the set points according to
the occupancy level (e.g., occupied/unoccupied, weekends, day/night). This approach
applies to commercial, office, and residential buildings. These simple RBC rules require not
only time schedules but also corresponding set points. In the reviewed papers, the space
heating set points vary greatly in the range of 19 to 24 °C. However, these values should
be uniquely defined, considering also the possible thresholds set by national laws. The
definition of set points is guided by the desired comfort requirements and can vary from
user to user (especially when manually specified). A reliable benchmarking methodology
should account for this prospect.

Figure 7 shows that 64% of the contributions adopt more than one reference control.
This implies that developers use a combination of the three identified methods, applying
either the first and the second or the first and the third. It must be noted that multiple
authors [18,61,76,91] rely on two traditional controls (e.g., on/off and RBC) to quantify the
improvement gained.
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Figure 7. Number of reference controls adopted for benchmarking.

In 36% of the studies analyzed, the authors compare the tested control to just one
established control. This outcome is depicted in Figure 6 as well, where the x-axis reports
advanced control strategies such as FLC-GAC, MPC, and RLC, as well as the performance
bound (PB) represented by ideal controls. For example, Moriyama et al. [92] compare an
RLC to an MPC (II approach), proving that a databased approach performs better compared
to model-based controls. Egilegor et al. [62] develop and benchmark a standard FLC with
an advanced one tuned by a neural network. Moreover, Mbuwir et al. [87] benchmark
five RL algorithms with different learning methods. Hazyuk et al. [49] introduce an MPC,
ideally capable of perfect predictions, as an upper performance bound to test the new
control (i.e., the III approach). A similar method is presented in [56], where the control is
benchmarked to a traditional and an ideal operation. Additionally, Oldewurtel et al. [74]
adopt a fictitious control capable of perfect predictions as a reference to assess how far the
investigated control is from the maximum theoretical performance.

4.3. Virtual Scenarios

Simulation-based benchmarking exploits models of physical phenomena to emulate
the entire test environment. Considering building controls, the elements that characterize
the virtual test scenarios are the building, its HVAC system, the occupant behavior, and the
weather data.

The use of simulations increases the potential of achieving higher test coverage: The
tested scenarios can be high in number without involving extra costs, waiting for specific
weather conditions, or affecting the occupants. Moreover, models make it possible to
increase the flexibility and provide the potential to explore future scenarios. As for field
tests, the duration of the test must be defined by the developer. This parameter is relevant
for correctly comparing KPIs, as discussed in Section 4.1.1, and to obtain an exhaustive
understanding of the control performance. Although simulation-based benchmarking
is less time consuming, the test duration and the model complexity can threaten the
computation advantage.

This section investigates in detail the approaches used to characterize the virtual
scenarios: the test location (Section 4.3.1), the test duration (Section 4.3.2), the building and
HVAC simulation models (Section 4.3.3), and the occupancy model (Section 4.3.4).

4.3.1. Test Location

The building site location dictates two fundamental exogenous parameters: the ambi-
ent temperature and the solar irradiation. These data, together with the relative humidity
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and wind velocity, are mandatory inputs in any simulation-based experiment. In addition
to the building and system parameters, they form test scenarios and have a great influence
on the control performance.

Nevertheless, based on Figure 8, due to the small number of locations, the relevance
of these parameters can be disregarded.
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Figure 8. Number of tested locations per year of publication (from 1991 to 2021). The color legend
highlights the number of tested locations, which ranges from 1 to >3. The tag unk. is the abbreviation
for an unknown location.

Remarkably, 58% of the studies adopt only one location for assessing control perfor-
mance. In 28% of the publications, the name of the location is not specified (unk.). Of this
share, only one contribution, [62], models more than one location.

Despite the results obtained for a single tested location potentially being valid for
several similar locations, they cannot ensure a robust performance generalization at the
market level, as countries are characterized by multiple climatic zones. Ye et al. [65], who
performed a national level analysis, adopt sixteen climatic zones to represent the U.S.
market [65].

This limited number of test locations could be related to simulation time constraints.
However, none of the contributions refer specifically to computational burden issues, except
for [77].

The origin of weather data is sometimes unspecified, making experiment replication
nearly impossible. When looking at contributions that report their weather data sources,
two major attitudes can be identified. Multiple authors, such as [11,18,61,91], adopt typical
meteorological years (TMY) or equivalent weather data obtained over a long period of
records (20 to 30 years). Several others adopt measured data available for a site for a
specified year—e.g., [58,88,89]. For example, Ruusu et al. [58] rely on data for 2015 provided
by the Finnish Meteorological Institute.
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Although the latter approach is better able to represent specific local weather and
does not rely on averaging, interpolation, or clustering, the data are difficult to share and
require either gauging systems or access to weather companies’ data. These requirements
increase the time and cost as well as hindering standardization. Furthermore, to improve
the standardization of tests, TMYs from a public database such as EnergyPlus [93] would
allow the easier sharing of reliable data while guaranteeing access to a vast number of
locations with little effort. Extreme days should also be simulated to address the limitations
of typical years, which would inevitably lead to describing averaged trends.

Finally, as stated in [74], directly adopting data from a weather station implies a lack
of spatial distance between this location and the test location. To avoid this unrealistic
condition, Oldewurtel et al. [74] introduce a Kalman filter.

4.3.2. Test Duration

The test duration varies across a broad range of operation durations in the order of
days, weeks, months, or years (see Figure 9). The tag annual in this study also considers
experiments over an entire heating season or cooling season. In 34% of the investigated
publications, the developer tests the control operation for one year. Of these, only two
groups [27,94] performed a three-year-long experiment.
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Figure 9. Duration of the test carried out per year of publication (from 1991 to 2021). The color legend
highlights the order of magnitude of the duration: daily, weekly, monthly, or annual.

In the reviewed publications, the selection of a shorter duration is typically not justified.
Exceptions are [60,77], where the authors claim for the need to save computational effort
and set the duration to a few reference periods. Nonetheless, this is a popular strategy for
alleviating the computational burden if the simulation model is slow.

When the number of weather input parameters is reduced, the developer can perform
faster experiments at the cost of accuracy: The identification of reference days always
introduces simplifications [95]. With the same occurrence of annual tests—34%—another
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approach is to test the hottest and coldest days recorded in the weather data, or both, as
in [40,65,90,96]. Detailed information on how reference days are selected is absent.

4.3.3. Building and HVAC Models

The simulation model used for the building and HVAC systems is of paramount im-
portance in simulation-based tests. Conducting virtual experiments has several advantages
(see Section 2.2), as long as the simulation model is sufficiently accurate. Otherwise, the
testing results are unreliable.

Three modeling methods are present in the literature: white-, black-, and gray-box
models. White-box models consist of a set of mathematical equations that describe mass
and energy balances. These physical models are associated with lengthy development
times, high computational efforts, and experienced developers. Furthermore, the modeling
assumptions introduced affect their accuracy (i.e., sufficiently realistic models). Addition-
ally, white-box models are characterized by a large number of parameters that might be
unclear, making them difficult to specify.

Black-box models are data-driven models that correlate input and output measured
variables, disregarding any physical process. Compared to white-box techniques, black-box
approaches are computationally lighter and more accurate, since assumptions are not
required. Nonetheless, they require a sufficient amount of measured data, which is rarely
available. Furthermore, being based on measurements from a specific building, model
generalization can result in a great loss of accuracy. Moreover, data-driven models might
result in unrealistic or even non-physical values, violating, e.g., the law of thermodynamics.

Gray-box (hybrid) models, as the name suggests, combine the above-presented ap-
proaches. Their basis is built from physical models (i.e., white-box approach) whose
parameters are estimated based on measured data of the system (i.e., black-box approach).

In the reviewed contributions, the prevailing modeling approach is the white one. In
particular, 62% of the analyzed articles rely on well-established simulation tools, among
which is EnergyPlus [11,97]. Other software, such as Modelica [98]-based environments,
TRNSYS [99], and MATLAB/Simulink [100], are also utilized extensively. Several au-
thors use co-simulation frameworks to exploit the potential of two different software
products. For instance, EnergyPlus is considered optimal for modeling the building ther-
modynamics and is combined with a Modelica environment to model the HVAC system
and the control [36]. Other combinations are possible: MATLAB/Simulink and TRN-
SYS (e.g., [39,58,63]) or EnergyPlus (e.g., [18,44,60,69]). MATLAB/Simulink seems to be
the preferred tool for implementing control algorithms, especially when optimizations
are involved.

The other approach, used in 38% of the analyzed contributions, is to identify a set
of physical equations (lumped-capacitance models) instead of adopting computer-aided
modeling tools (e.g., [42,61,82,84,85,91]). Simulation tools are also combined with user-
developed models, especially for HVAC modeling purposes [58] or for control implementa-
tion [46,63,80].

The authors report the models’ accuracy only when the control and the new model are
developed together. The validation is performed by comparing the simulation data with
the experimental one; excellent agreement of these two is shown. In all other cases, details
regarding the validation of the model are not provided. Moreover, the KPIs—i.e., the results
of the simulated tests—are not compared to the same metrics, which are calculated based on
real data. That said, it is unclear to what extent the accuracy of the simulation model affects
the evaluation of the control performance. By reporting the KPIs with their simulation
uncertainty, the trustworthiness of simulation-based benchmarking could be improved.

It is worth noting that simplified single-zone models are preferred (58%) to detailed
multi-zone identification. In this regard, Goyal et al. [70] stress the need to further verify the
assessed control performance for a multi-zone building. Furthermore, Klein et al. [47] state
that multi-zone models, as opposed to single-zone models, can represent the complexities
of commercial buildings.
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The developed model, in the majority of the contributions, emulates a very specific
building. For instance, both Refs. [92,101] investigate the application of a control to a data
center; Du et al. [90] investigate its application to an airport; and Glorennec et al. [42]
investigate its application to a highly glazed building. Moreover, as also highlighted
in [29], the tested construction is, in multiple cases, equal to an building affiliated with
the authors [33,47,51,89,96]. Nevertheless, the adoption of specific buildings hinders the
generalization of the results to different markets. Therefore, it is difficult to perform fair
cross-study comparisons and to assess the robustness of the control.

Both Sangi et al. [64] and Ascione et al. [60] remark that their tested building is represen-
tative of a typical German and southern Italian construction, respectively. Ascione et al. [60]
claim the need for extra studies to assess the full potential of the developed MPC; moreover,
Carrascal et al. [84] observe that their results can be used qualitatively for buildings similar
to those tested. Additionally, Dermardiros et al. [61] model a typical house in Montreal
based on their experience.

The presented approaches imply that controls are rarely tested for different building
types and system configurations; hence, only a few case studies test the robustness of
the control to varying characteristics (e.g., envelope quality or HVAC configuration). For
example, Oldewurtel et al. [74] test different building orientations, window dimensions,
and HVAC systems; Fischer et al. [57] account for four different thermal storage sizes;
Demardiros et al. [61] consider a system with and without an underfloor heating system
to study if the RL agent exploits weather predictions; and Gouda et al. [33] test a building
with very low inertia.

In this regard, several authors [2,36,63,67,80] have highlighted the importance of
higher test coverage (i.e., perform more tests) to allow for the generalization of the results;
however, this is not a common practice.

4.3.4. Occupancy Model

Despite the increasing focus on guaranteeing occupants’ thermal comfort and the
fact that occupant behavior is recognized as the main source of disagreement between
simulation predictions and real building operations [102], fixed behavioral schedules are
used by developers to test and benchmark new controls. For example, Vrettos et al. [88]
assume residential buildings to be occupied from 1 to 7 am and from 6 pm to midnight
each day and define the internal gains based on the reference values reported in the
Swiss standard SIA [88]. Moreover, Eynard et al. [35] adopt a different occupancy profile
based on week and weekend days and set the produced heat power to 100 W/person and
180 W/working station.

This modeling approach is the simplest, as it relies on repetitive and certain predictions,
which change according to predefined shifts and disregard any form of uncertainty [102].
Although such a simple occupancy model is specified by standards, there is a need for
advanced models that are capable of representing stochastic behaviors when the effect
of users on the control performance is non-negligible. This is the case for controls that
tackle demand response, as well as occupant-centric controls (OCCs). Ouf et al. [27] ensure
real-life conditions by adopting probabilistic models to account for stochastic occupant
behaviors. The idea is that the schedules change at every time step.

Even if fixed schedules are accurate enough for the control assessed, a variety of
schedules should be defined in order to target realistic scenarios. For example, a fixed
occupied weekly schedule is replaced by Kümpel et al. [77] with a presence-based weekly
profile, which is obtained with a probability distribution based on German holidays and
illness days. Multiple schedules would account for various user habits; indeed, people
interact differently with the environment based on, e.g., their age or working habits. Only
18% of the reviewed papers deviate from using a simple occupancy model. Nevertheless,
in [61,69], the authors stress the need to repeat their tests using more realistic occupancy
behavior in the future.
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An occupant behavior model also takes into account the use of appliances. This study
reveals that appliance relevance can increase based on the building usage. When controllers
applied to offices, commercial buildings, or data centers are investigated, more detailed
information is included, as in [35,77,101]. This behavior can be justified by the higher share
of appliances used in the work and commerce sectors. Another exception is represented by
contributions that develop demand response strategies, as in [57,86]. When these conditions
are missing, it tends to be unclear as to whether and how plug-ins are considered during
the experiments. When not specified, the load of the appliances should to be included with
the occupants’ ones.

Overall, clear information on the heat power generated by occupants and appliances
is absent in [17,33,43,60,68,72,85,87,90,91]. In some cases [62,62,80,82,84], the latter is set
to zero.

User behavior is a key unpredictable input that poses several challenges to the identi-
fication of reliable models. Moreover, model accuracy can vary dramatically depending
on the assumptions made regarding peoples’ habits, which vary over time. For instance,
according to Marmaras et al. [103], the number of people who own an electric vehicle (EV)
will rise to 60% by 2030. Since this new load will affect a building’s energy balance, EV
charging schedules should be included in future occupancy models, as it already has been
in [66].

4.4. Visualization of the Results

Effective result visualization is fundamental in disclosing experimental outcomes to
non-field experts. Computed KPIs are typically compiled in tables (64%), although a great
number of the contributions report KPIs solely in bar or scatter graphs. A total of 58%
present both tables and plots (see Appendix A). When KPIs are depicted graphically, it is
common to support the visualization by reporting the numbers along with a discussion
of the results, such as in [47,60]. Moreover, Refs. [11,40,60,74] visualize the results of their
optimization analysis through a Pareto plot, which depicts the trade-off between two
competing goals and non-dominated solutions.

It is noteworthy that only Kümpel et al. [77] present a graphical representation of all
four KPIs computed through a radar plot, although they did not carry out any optimization.
In particular, the plot has four axes depicting the total energy consumption, the mean
predicted percentage of dissatisfied (PPD), the absolute mean predicted mean vote (PMV),
and the energy costs, respectively.

In addition to reporting the performance metrics, it is common to include some plots
showing the profile of the controlled quantities and some related parameters, such as
heating or cooling power [33,35,36,44,72,86], storage state of charge [88], PMV [11,62,63,69],
fuel tariff [58,87], or environmental variables [96]. Indoor air temperature profiles are
given in all the analyzed studies and are used to demonstrate the adherence to comfort
requirements, especially when a comfort metric is not computed [17,33,43,61,82,88,91].

The graphical visualization of this profile can be for as long as a few months; this
limitation is justified by the challenges faced in the visualization of large datasets, provided
that limited space is available [2,40]. An exception to this can be seen in [74], which reports
an annual temperature profile plot to depict the presence of set point violations.

5. Discussion

Key Performance Indicators. The analysis of the computed key performance indicators
(KPIs) revealed three recurring metric domains: energy consumption, occupants’ thermal
comfort, and energy cost. These domains are regarded as essential for assessing the
performance of new controls, since energy efficiency, user wellbeing, and cost savings are
the main drivers in their adoption.

A total of 88% of developers compute more than one metric, and the most adopted
benchmark combines metrics belonging to the energy consumption and occupant thermal
comfort domains. A total of 28% of this share adopt four metrics. In addition to these so-
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called standard domains, other KPIs are evaluated to target specific control attributes, which
explains why 19% of the total KPIs collected in the analysis belong to the category others.

This study shows the absence of structural heterogeneity among the KPIs, since recur-
ring domains are identified. Nevertheless, cross-study comparisons are nearly impossible,
as the metrics are computed over different time horizons and by specifying different param-
eters (e.g., comfort range and fuel tariff). Therefore, a systematic benchmarking approach
must ensure a reference test duration and predefined KPIs (and related parameters). The
latter belong not only to the three established domains but also describe other relevant
quantities, such as flexibility, PV self-consumption, carbon dioxide emissions, and intermit-
tent operation of the heat source. The further inclusion of less conventional metrics, for
example quantifying the simplicity of implementation and the application effort, would
guarantee a comprehensive performance assessment.

Although year-long simulations are time-consuming, they can lead to the highest result
robustness. Consequently, a research challenge is to implement, in a testing framework,
techniques to perform year-long performance assessments within a reasonable simulation
time. This requirement can be fulfilled by employing time-efficient simulation models or
exploiting an appropriate architecture, which may rely, for example, on high-performance
computers in the cloud.

This work highlighted two accepted methods for assessing occupants’ thermal com-
fort. The first is to adopt Fanger’s model and hence the predicted mean vote (PMV) and
predicted percentage of dissatisfied (PPD) indexes. The second is to define a comfortable
temperature range and quantify, usually through the root-mean-square error, when the
actual room temperature exceeds it. Both methods have their limits. We believe that a
detailed analysis of the suitable metric must be performed in order to identify the most
robust KPIs. Furthermore, with regard to energy cost metrics, developing a list of reference
data sources (e.g., institutions or utility companies for every nation) can improve the use of
standardized tariffs.

Control benchmarking is performed by comparing the pros and cons of the new
control metric by metric. Despite being very informative, this method is difficult to use
when the number of experiments is high. This study identifies the lack of holistic KPIs,
which should be developed to ease the ranking of the tested control. In the future, a holistic
metric can be thought of as an energy label for benchmarking buildings.

Benchmarking Reference. The identification of a benchmarking reference control is
accomplished by the following three complementary approaches: comparing the new
control against (I) a baseline, (II) an ideal control, and (III) a similar control with different
parameters. It is worth noting that a comparison against a baseline is always present.

This study reveals that a rule-based control (RBC) is the preferred baseline, followed
by on/off. Usually, the RBC rules are very simple and can be adapted to the occupancy
level by adjusting, for example, the night and day set points. Despite this common strategy,
the set of rules used varies from case to case (the scheduled time and the set points tend to
differ), meaning that meaningful cross-study comparisons are difficult. This emphasizes
the need to define unique rules for a few reference RBCs (e.g., based on building usage),
which can be accepted as standardized baseline controls. Moreover, built environments
differ greatly; hence, comparing the performance of a new control against more than one
traditional control could guarantee the better coverage of the variation in the realistic
market. The control developer should be able to select the most appropriate baseline based
on the expected replaced control.

Interestingly, 36% of the analyzed contributions adopt only one reference control, but
the remaining make use of two or more references. This outcome proves that approaches II
and III are applied to complement the comparison.

However, we believe that these procedures are not essential for the adoption of
new controls at the industry level, as they do not provide any levers for innovation or
performance improvement. Consequently, for the development of a standardized and
systematic approach to testing, they can be disregard.



Energies 2022, 15, 1270 22 of 30

Virtual Scenarios. A virtual scenario is one that fully emulates a field experiment. This
work investigates the principal factors that make up a building control test environment:
the test location, test duration, building and heating, ventilation and air conditioning
(HVAC) models, and occupancy model.

This analysis pointed out that the tested locations vary greatly among different studies.
Moreover, 58% of the publications investigated defined only a single location. As weather
data are one of the factors that are most influential on the control performance, this attitude
hinders the generalization of results and robust assessments.

Therefore, standardized and systematic testing methods claim to use a collection of
reference locations. Moreover, the origin of weather data must be unified. As discussed for
the KPIs, the same experiment duration must be ensured.

This work shows that in 62% of the contributions, the building and HVAC systems
are modeled through simulation software that relies on white-box models. The latter are
always validated though; detailed insights on the differences between the simulated and
the experimental data are present only when the control and the new model are developed
together. It is worth noting that the influence of the model accuracy on the results of
the simulated tests—i.e., the KPIs—is disregarded. Informing the stakeholders about the
KPIs’ uncertainty would enhance the trustworthiness of virtual test concepts. The most
common procedure is to test one specific building and HVAC system without changing
the parameters to represent different configurations. Moreover, in those studies where
parameters are changed, there is little systematicity in the approach.

The occupant behavior is usually modeled by employing a single predefined schedule
(82%). This basic model can be valid when the users do not strongly affect the control per-
formance but there is still the need to model more than one behavior. Occupant uncertainty
models should be implemented when required by the control type (e.g., occupant-centric
controls).

In light of the above, the tested scenarios do not allow for performance generalization:
It is impractical to assert that the control evaluation is accomplished on a set of virtual
scenarios that represent 80–90% of a realistic market. These experiments are not very related
to a real-world control’s working conditions and are unable to cover market dimensions,
even though this is a typical industry requirement—a high test coverage must be ensured
to develop reliable technologies and products. In general, the potential of simulation-based
benchmarking is underused.

Visualization of the Results. In the examined publications, the results are visualized
similarly. The established procedure is to report the computed KPIs in tables or in bar plots
(both options can be present); in room temperature profiles; and in a few other plots of
relevant quantities, such as weather inputs. These plots depict the selected quantity for
a reduced time horizon when the test duration is higher than a few weeks or a month.
Visualization is possible in this simple case, since only a small number of scenarios are
considered.

A graphical representation that encompasses all the performance metrics and enhances
the visualization of KPI trade-offs—albeit control optimizations are not performed—is
found only in one contribution.

When results can be interpreted and understood effectively, they become meaningful.
The effective visualization of big datasets remains an open challenge in the field of control
testing. A future research challenge will be to investigate the best visualization techniques
to support the control development and target the adoption of new control strategies at the
industry level.

Eventually, every developer describes and documents the simulation models and the
tested environments but, overall, a higher transparency is required to allow for repeating
the experiments and ensure a fair cross-study comparison.

Table 1 summarizes the features of the more widely used benchmark.
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Table 1. Features of the common simulation-based test bench. Abbreviations: key performance
indicators (KPIs), predicted mean vote (PMV), predicted percentage of dissatisfied (PPD), root-mean-
square error (RMSE).

Step Common Feature

KPIs
Energy consumption
Average PMV and PPD, temperature RMSE

Control baseline Rule-based control
Test locations One location
Test duration Annual
Building and HVAC model A specific white-box model
Occupany model One predefined fixed schedule

Result visualization
Tables or bar plots with the KPIs
Plot of the room temperature profile

6. Conclusions

This paper presented an overview of the methodologies used to virtually test and
benchmark new building control strategies. Control testing and benchmarking are recog-
nized as essential for gaining the approval of advanced controls at the industry level.

We examined 50 contributions from four identified perspectives: the key performance
indicators specified, the benchmark control adopted, the tested scenarios defined, and the
techniques used for visualizing the results.

The outcome encourages a shift in mindset from considering only a few virtual
scenarios to multiple that cover a wider variety of market applications. Exploiting the full
potential of simulation-based benchmarking enables higher test coverage, which allows
the robust assessment of the control performance. This concept requires future work to
develop approaches to deal with the computational burden that is caused by the need to
test multiple scenarios within a reasonable timeframe.

This study confirmed the lack of a standardized approach to testing and benchmarking,
preventing fair cross-study comparisons and trustworthy high-quality tests. Research
should be devoted to developing systematic, rigorous, and transparent methodologies
that can be shared and re-used—for example, in the form of a guideline that could be
automated in a tool and applied to perform virtual control test releases. Through the
attribute “rigorous”, we indicate the need for the careful setting of the testing scenarios to
represent realistic markets, while the attribute of transparency allows for experiments to be
repeated and ensures that fair cross-study comparisons can be made. It is noteworthy that
the development of such standardized methodologies must take into account the trade-offs
between complexity and simplicity, as well as details and applicability potential for other
case studies.

Eventually, automated testing concepts can reduce the time required to generate ex-
periments, ensuring that tests are systematic, trustful, and 100% reproducible. Approaches
of this kind would be priceless to practitioners.
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Abbreviations
The following abbreviations are used in this manuscript:

A Annual
BSS Building simulation software
CI Computational intelligence
D Daily
EV Electric vehicle
FLC Fuzzy logic control
GAC Generic advanced control
HVAC Heating, ventilation, and air conditioning
KPI Key performance indicator
M Monthly
MPC Model predictive control
MZM Multi-zone model
OCC Occupant-centric control
OCM Occupancy model
PB Performance bound
PMV Predicted mean vote
PPD Predicted percentage of dissatisfied
RBC Rule-based control
RL Reinforcement learning
RLC Reinforcement learning control
RMSE Root-mean-square error
SZM Single zone model
UDM User developed model
unk. Unknown
W Weekly

Appendix A. Reviewed Papers

Table A1 presents the reviewed papers together with essential information.
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Table A1. Reviewed papers and synthetic data. Developed control: fuzzy logic control (FLC), generic advanced control (GAC), model predictive control (MPC),
reinforcement learning control (RLC), and traditional control (TRC). Number of key performance indicators (# KPIs). Reference control: On/off, P-PI-PID, rule-based
control (RBC), generic advanced control or fuzzy logic control (FLC, GAC), model predictive control (MPC), reinforcement learning control (RLC), and performance
bound (PB). Number of tested locations (# Locations). Test duration: annual (A), monthly (M), weekly (W), and daily (D). Further abbreviations: MZM (multi-zone
model), SZM (single-zone model), BSS (building simulation software), UDM (user developed model), OCM (occupany model), KPIs (key performance indicators),
and unk. (unknown).

ID Author Year Publication Developed
Control

# KPIs Reference
Control

# Locations Test
Duration

MZM SZM BSS UDM Simple
OCM

Advanced
OCM

KPIs in
Tables

Plots

[2] Anastasiadi et al. 2018 Journal FLC 11 On/Off 1 (Athens GR) A • • • • •
[73] Arabzadeh et al. 2018 Journal GAC 9 unk. baseline,

GAC
1 (Finnish cli-
mate)

A • • • • •

[60] Ascione et al. 2016 Journal MPC 2 RBC 1 (Naples IT) D • • • •
[82] Baracu et al 2013 Proceedings TRC 1 On/Off 1 (unk.) D • • • •
[80] Calvino et al. 2010 Journal FLC 4 2 On/Off 1 (Palermo IT) D • • • •
[84] Carrascal et al. 2016 Journal MPC 2 2 On/Off, MPC 1 (Bilbao SP) M • • • • •
[40] Chen et al. 2015 Journal MPC 3 RBC, MPC 1 (Pennsylvania

US)
D • • • • •

[61] Dermardiros et al. 2019 IBPSA Proceed-
ings

RLC 2 On/Off and PI 1 (Montreal US) W • • • •

[59] Du et al. 2021 Journal RLC 2 RBC 1 (Georgia US) D • • • • •
[90] Du et al. 2016 Journal GAC 5 On/Off, PB 1 (Hainan CN) D • • • • •
[62] Egilegor et al. 1997 IBPSA Proceed-

ings
FLC 2 On/Off, FLC 6 (unk.) A • • • • •

[35] Eynard et al. 2013 IBPSA Proceed-
ings

MPC 5 2 PI, MPC 1 (unk.) W • • • • •

[57] Fischer et al. 2017 Journal MPC 9 4 RBC, MPC 1 (Potsdam GE) A • • • • •
[44] Garnier et al. 2015 Journal MPC 4 On/Off, 4 RBC 1 (Perpigan FR) A • • • • •
[42] Glorennec et al. 1991 IBPSA Proceed-

ings
FLC 1 PI 1 (unk.) D • • •

[33] Gouda et al. 2000 Proceedings FLC 1 PID 1 (unk.) D • • • •
[70] Goyal et al. 2013 Journal GAC 4 RBC, 2 MPC 1 (Gainesville

US)
D • • • •

[72] Hilliard et al. 2016 Journal MPC 5 RBC, MPC 1 (unk.) A • • • • •
[71] Hoyt et al. 2015 Journal TRC 2 On/Off 7 (cities in the

US)
A • • • • •

[39] Hu et al. 2019 Journal MPC 4 On/Off 1 (Nordhavn
DK)

W • • • •

[47] Klein et al. 2012 Journal GAC 4 RBC, GAC 1 (Los Angeles
US)

D • • • •

[91] Kohonen et al. 1991 IBPSA Proceed-
ings

GAC 1 On/Off, RBC,
PB

1 (unk.) M • • • •

[83] Kuboth et al. 2019 Journal MPC 12 RBC, MPC 1 (Nuremberg
GE)

A • • • •

[77] Kümpel et al. 2019 Proceedings TRC 4 On/Off 1 (Mengen GE) W • • • •
[36] Lee et al. 2020 Proceedings RLC 2 On/Off, RLC 1 (Chicago US) D • • • •
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Table A1. Cont.

ID Author Year Publication Developed
Control

# KPIs Reference
Control

# Locations Test
Duration

MZM SZM BSS UDM Simple
OCM

Advanced
OCM

KPIs in
Tables

Plots

[63] Lepore et al. 2013 Journal MPC 7 PI 1 (unk.) D • • • • •
[11] Li et al. 2016 Journal MPC 7 RBC, MPC 3 (cities in the

US)
D • • • • •

[18] Ma et al. 2012 Journal MPC 2 2 RBC 1 (Chicago US) W • • • •
[89] Maasoumy et al. 2012 Journal MPC 4 On/Off, u.k.

baseline
1 (Berkeley US) D • • • • •

[87] Mbuwir et al. 2020 Proceedings RLC 4 RBC, On/Off,
PB, RLC

1 (unk.) D • • • • •

[43] McKee et al. 2020 Proceedings RLC 2 On/Off 1 (unk.) M • • • • •
[45] Moon et al. 2009 IBPSA Proceed-

ings
GAC 5 On/Off, RBC,

GAC
1 (Detroit US) W • • • •

[92] Moriyama et al. 2018 Proceedings RLC 4 RBC (default
in EnergyPlus),
RLC

5 (cities in the
US)

A • • • • •

[46] Mossolly et al. 2009 Journal GAC 13 On/Off, GAC 1 (Beirut LB) M • • • • •
[74] Oldewurtel et al. 2012 Journal MPC 3 RBC, PB, MPC 7 (cities in 3 EU

States)
A • • • •

[27] Ouf et al. 2020 Journal GAC 4 unk. baseline, 3
GAC

1 (Ottawa CA) a • • • •

[66] Pereira et al. 2020 Proceedings FLC 5 On/Off 1 (unk.) M • • • • •
[58] Ruusu et al. 2019 Journal MPC 36 RBC, MPC 1 (Helsinki FI) A • • • • •
[64] Sangi et al. 2018 Journal GAC 12 RBC, GAC 1 (Aachen DE) M • • • • •
[86] Salpakari et al. 2016 Journal GAC 4 On/Off, RBC,

GAC
1 (Helsinki FI) A • • • •

[68] Smarra et al. 2018 Journal MPC 5 RBC, MPC 1 (Aquila IT) W • • • • •
[88] Vrettos et al. 2013 Proceedings MPC 4 RBC 1 (unk. CH) A • • • • •
[96] Wang et al. 2017 Journal RLC 2 2 On/Off, RBC 1 (unk.) D • • • • •
[94] Yang et al. 2015 Journal RLC 4 RBC, RLC 1 (Zurich CH) A • • • • •
[65] Ye et al. 2021 Journal GAC 7 RBC, GAC 16 (ASHRAE cli-

mate zones)
D • • • • •

[85] Yu et al. 2010 Journal FLC 3 RBC 1 (unk. UK) M • • • • •
[17] Zaho et al. 1991 IBPSA Proceed-

ings
GAC 1 PI 1 (Paris FR) A • • • •

[67] Zhang et al. 2013 IBPSA Proceed-
ings

TRC 3 On/Off 4 (cities in AUS) A • • • • •

[101] Zhang et al. 2019 Proceedings RLC 2 PID, RLC 4 (main cities in
the US)

M • • • •

[69] Zhao et al. 2013 IBPSA Proceed-
ings

MPC 4 RBC 1 (Pittsburgh
US)

W • • • • •
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