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Abstract: In the field of power electronics-based electrical power conversion, the Dual Active Bridge (DAB) topology has become very popular in recent years due to its characteristics (e.g., bidirectional operation and galvanic isolation), which are particularly suitable to applications such as interface to renewable energy sources, battery storage systems and in smart grids. Although this converter type has been extensively investigated, its analysis and control still pose many challenges, due to the multiple control variables that affect the complex behavior of the converter. This paper presents a theoretical model of the single-phase DAB converter. The proposed model is very general, i.e., it can consider any modulation technique and operating condition. In particular, the converter is seen as composed by four legs, each capable of generating voltage on the inductor, and by the two output legs, which can steer the resulting inductor current to the load. Three variables are considered as the control inputs, i.e., the phase-shifts with respect to one leg. This approach results in a very simple yet accurate closed-form algorithm for obtaining the inductor current waveform. Moreover, a novel analytical model is proposed for calculating the average output current, based on the phase-shift values, independently of the output voltage. It is also shown that average output current can be varied cycle-by-cycle, with no further dynamics. In fact, average output current is not affected by the initial value of inductor current or by DC offset (which may arise during transients). The proposed models can be exploited at several stages of development of a DAB: during the design stage, for fast iteration, when selecting its operating points and when designing the control. In fact, based on the analytical results, a novel control loop is proposed, which adopts a “fictitious” (i.e., open-loop) inner current regulation loop, which can be applied to any modulation scheme (e.g., Single Phase-Shift, Triple Phase-Shift, etc.). The main advantage of this control scheme is that the simple dynamics of the output voltage versus the average output current can be decoupled from the complicated relationship between the phase-shifts and the output current. Moreover, a Finite Control Set (FCS) method is proposed, which selects the optimal operating points for each operating condition and control request, ensuring full Zero-Voltage Switching (ZVS) in all cases. The analytical results obtained and control methods proposed are verified through simulations and extensive experimental tests.
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1. Introduction

Due to several factors, including the increasing utilization of renewable energy and the trend towards electrification of mobility, there is a strong demand for electrical power conversion solutions for the interfacing between different systems, such as energy storage devices, renewable sources, local and wide grids and specific loads [1,2]. In this scenario,
bidirectional isolated DC-DC converters are attracting more and more attention due to their versatile applications [3,4]. Despite the strong commitment and investments in research by industry and academia, many challenges still exist, and many aspects would benefit even from small improvements in several aspects, especially efficiency, power density, reliability and cost. As in almost all applications of power electronics, there is a strong focus on efficiency, not only because of energy saving itself, but also because thermal power dissipation issues are crucial and ultimately significantly affect the cost and density of converters. Figure 1 depicts some of the applications of DC-DC converters.

**Figure 1.** Applications example of DC-DC converters [5].

Among many applications, medium and large energy storage systems are expected to become very common applications in a few years, especially in the automotive market, given the growth trend of electric mobility. Converters operating as interfaces to batteries, for example, typically require isolation between input and output, operation across a wide range of input or output voltage and current, ensuring reliability, efficiency and controlled (smooth) operation. Vehicle-to-Grid (V2G) [6], i.e., the exchange of energy between electric/hybrid vehicles and the grid by means of the charging infrastructure, is also envisioned as a widespread application case of bidirectional converters operating as interfaces to batteries.

The DAB converter, first proposed in [7], is a popular choice as bidirectional DC-DC power converter. It consists of two active full-bridges, interfaced through a high-frequency transformer (Figure 2a), which allows the bidirectional power flow [8,9]. The topology, which is considered in this work, suits the requirements of the above-mentioned applications, e.g., bidirectional power flow, high-efficiency and wide conversion ratio capability. In fact, the single-phase DAB converter topology shows advantages with respect to other competing topologies [10–12] in terms of achievable converter efficiency, ease of bidirectional operation and controllability in general, modular structure and power density. Although this topology has been investigated quite extensively, the control of DAB still poses some challenges, due to the multiple control variables that affect the complex behavior of the converter [13–15]. Moreover, in the design of hardware and control there are several goals, e.g., regulating power flow in the two directions and in the whole range, achieving soft-switching (mainly Zero-Voltage Switching, ZVS) and minimizing the current stress of components [16–19].

In the analysis of the DAB, as for other converters, different points of view and abstraction levels need to be considered, e.g., the ideal behavior (steady state, dynamics), analysis of loss mechanisms, optimization of parameters and control [20–22]. Although simulation software can model parasitic effects of converters, sample-based simulations in the time domain (using iterative numerical solvers) may be too computationally intensive for the fast iteration of design and control choices [23]. In addition, an in-depth analysis of the converter’s dynamic properties is required in order for the converter to work at a defined power level, in a desired power transfer direction, and to achieve high efficiency.
over a wide operating range. Consequently, evaluating complex topologies necessitates a
detailed analysis of the converter’s response for a wide range of parameters, which can be
time-consuming due to multiple iterations [24,25].

Following this need, a theoretical model for the DAB converter is presented in [26],
which is validated through extensive simulations and experimentally in this paper. The
model, which considers ideal (non-dissipative) components, is very general, i.e., can be
applied to any modulation technique. In fact, all the possible combinations of phase-
shifts between the converter legs (i.e., all the “degrees of freedom” of the system) can be
incorporated and studied with the same model. In the literature, the available mathematical
models for the DAB are typically approximated [4,27] (e.g., only considering the first
harmonic) or restricted to simple modulation modes [2,28], i.e., only one of the many
possible phase-shift variations is considered. However, [29] proposes a superposition-
based method for highlighting Zero Voltage Switching (ZVS) regions and AC terminal
currents (peak and RMS) in DAB for all operating modes and modulation strategies. A
similar approach has been independently developed by the authors of the present work,
leading to similar results. Moreover, the study presented here extends the analysis, in
particular regarding the response to control input variables in terms of output current of
the converter, also considering the related dynamics. The proposed approach is applied to
accurate modeling of the ideal behavior of DAB. Steady-state waveforms for any operating
condition (i.e., any input and output voltage and combination of phase-shifts) are obtained
in a very efficient way, using a so-called semi-analytical model. In addition, based on
an original fully analytical model a control-oriented approach has been proposed in this
paper. The model evaluates the average output current and results in a set of relatively
simple equations. The presented novel full analytical modeling of the relationship between
phase-shifts and average output current (at every switching period, i.e., “cycle-by-cycle”) becomes a valuable tool in the control development and design. By applying the proposed analysis to a classical modulation method (i.e., the Single Phase-Shift), the output current is fully characterized (analytically), obtaining a single formula for calculating the phase-shift value based on desired output current. This allows the cycle-by-cycle control of average current to be linearized, which makes voltage regulation very simple (similar to most other converters with inner current loop). As a study-case, SPS and proposed optimized control is used for regulating the output current (average) in an open-loop control (by linearizing the control of DAB output voltage). The proposed optimized control is based on FCS,
where the control variables are chosen within a well-defined set of values, in this case a list of values for each phase-shift. With respect to previous work on the subject, many new figures have been included in this paper, together with the experimental section.

As an intermediate result, the presented analytical developments, based on the super-
position principle, allow us to obtain the waveforms of the inductor and the output current

![Figure 2. Dual Active Bridge DC-DC converter [7]: (a) Circuit diagram; (b) Simplified equivalent DAB circuit for inductor current behavior analysis.](image-url)
in closed form with a simple and fast procedure ("semi-analytical" model). This approach can therefore replace dynamic simulations, especially when the steady-state behavior is to be analyzed, with a much faster execution. This allows the application of optimization methods for the selection of the operating point or during the design phase (e.g., for the selection of inductance and frequency values). In addition, a novel, fully analytical model describes the relationship between output current and phase-shifts. The results obtained describe the average output current (at each switching period, i.e., "cycle-by-cycle") as a function of input voltage and phase-shift values only, i.e., independently of output voltage. Such a model is very suitable for characterizing the dynamical behavior (e.g., for control purposes), since the converter can be considered a controlled (average) current source, as typically applied to with other converters.

Based on the analytical results, which link the desired output current to the corresponding phase-shifts, a novel control scheme is proposed, which uses a "fictitious" (i.e., open-loop) inner current controller. The main advantage of this method is that it can decouple the simple dynamics of the output voltage versus the average output current (which is dominated by the output capacitor) from the complicated relationship between the phase-shifts and the output current. This control approach becomes straightforward in the case of SPS, but can be applied, indeed, to any other modulation technique. In fact, by leveraging the DAB behavioral model developed and mentioned above, an optimization procedure is set up, which results in the choice of optimal operating points, given input voltage and desired output average current. The proposed control approach considers a Finite Control Set, i.e., a certain number of combinations of phase-shift distributed over the whole range (between minimum and maximum phase-shift). The performance is evaluated and compared under both control methods, with variable output voltage. In addition, the analytical results obtained have been verified through simulations (using PLECS models) and experimentally.

In the next sections, the DAB is introduced first and then the analysis of its behavior at each switching period (cycle-by-cycle model) is presented. This study provides a closed-form method for describing the current waveforms of the converter, which is called "semi-analytical" model. The main usage of this model is to replace simulations, for fast iteration of design choices. Moreover, a fully analytical model is proposed, which describes the effect of control inputs (phase-shifts) on average output current, at each cycle. This result, which represents a novel contribution, is particularly interesting for design and implementation of the controller, since the converter can be considered as a controlled current source. It is worth highlighting that this model can take into account any combination of phase-shifts, i.e., is independent of the modulation technique adopted for the control of the converter. An example case is presented, on which the model is validated through simulation with PLECS Blockset in MATLAB/Simulink at the initial stage and finally verified through experiments, mainly considering the average output current at different operating points. The experiments on the proposed closed-loop SPS control with fictitious current control have been performed which show good agreement with theoretical results. Then, the tests with arbitrary (optimized) phase-shift triplets are performed, validating the proposed optimization method. Finally, by analyzing the converter performance, some interesting second-order effects (related to dead-times) are highlighted, which require further investigation.

2. Cycle-by-Cycle Model of DAB

The DAB topology consists of two full bridges (Figure 2a), namely "primary" and "secondary", which are connected to each other by means of an isolation transformer. The transformer also introduces a suitable voltage ratio and (typically) the needed series inductance between the two bridges. Each of the four legs is typically controlled with 50% duty cycle, while the power flow is controlled by varying the phase-shifts of switch command signals. In the presented work, all the possible modulation schemes (i.e., any
phase-shift between any leg commands) are considered, to take advantage of any change in phase-shift to control the power flow.

The primary side bridge consists of legs $A$ and $B$, with switches $S_A$, $\overline{S_A}$ and $S_B$, $\overline{S_B}$, while the secondary side bridge includes switches $S_E$, $\overline{S_E}$ and $S_F$, $\overline{S_F}$. All switching commands have a 50% duty cycle (complementary high and low sides), each leg has a phase value ($\phi_A, \phi_B, \phi_E, \phi_F$), measured with respect to an arbitrary zero time-instant and normalized with respect to the switching period (i.e., a phase value of one corresponds to a delay of $1 - T_{SW}$). The primary-side bridge voltage ($V_P$) is generated with values $\pm V_s$ or zero, while the secondary-side voltage $V_S$ is $\pm V_o$ or zero. The voltage across the leakage inductance (series inductance) $L$ is the difference between $V_P$ and the $V_s$ reflected at the primary (i.e., $nV_s$), resulting in a current flow. The inductor current is usually controlled by changing the phase-shift between the primary and secondary commands (simplest modulation technique: single phase-shift [1,8,30]). The output current can be evaluated considering the state of the legs $E$ and $F$, i.e., the inductor current (reflected to the secondary) is short-circuited (when $S_E = S_F$), directly routed to the output (when only $S_E$ is on) or inverted (when only $S_F$ is on).

The proposed theoretical approach for the analysis of DAB is based on modeling the inductor current by applying the superposition principle to account for the contribution of each bridge leg. A relatively similar approach was adopted for a limited number of cases in [30]. To simplify the analysis, some assumptions are made in advance: the losses are negligible, the four leg commands have the same frequency, and the voltage at the two sides of the converter ("input" and "output") is known and varies slowly (i.e., no voltage fluctuations occur within a switching period). These hypotheses are reasonable in terms of the waveform of the inductor current, while the losses can be considered as post processing. With the help of analytical calculations, a simple systematic closed-form method (hereafter referred to as the semi-analytical method) has been developed for calculating the inductor current waveform as the sum of the contributions from each trans-former leg.

Since the phase-shift is a relative quantity, the command $S_A$ is set for leg $A$ with a phase-shift of zero. Thus, the independent variables (i.e., the "degrees of freedom" available as control inputs) are the phase-shifts of the remaining three switching commands, namely $\phi_B, \phi_E$ and $\phi_F$. The phase-shift values are variable and represent the time difference between two rising edges, normalized to the switching period (between $-0.5$ and $+0.5$). Assuming no losses (which, as mentioned above, is usually accepted at this level of abstraction), the inductor current is piecewise linear. For this reason, its waveform is represented entirely by the values at the switching points (i.e., the "vertices"), which are connected by straight-line segments. The approach considers a simplified double-bridge (primary and secondary inductor) circuit (Figure 2b) that exhibits bidirectional behavior. Each bridge consists of two legs with corresponding phase-shifts. An ideal transformer is assumed, i.e., the magnetizing inductance has been neglected, as is typically the case for DAB converters, while the leakage inductance is considered in the series inductor.

The magnitude and direction of the power flow or charge transfer at each switching cycle is determined by the respective phase-shifts between each leg and the reference one, i.e., leg $A$. Unlike previous work, in this case all possible modulation techniques can be considered, since the analysis is not constrained by any restriction between the four legs. Each bridge can connect the inductor and a DC voltage source (input or output), so that the square wave voltage sources of the primary and secondary bridges in Figure 3a have the same amplitude as the input voltage $V_i$ (for $V_A$ and $V_B$) or output voltage $V_o$ ($V_E$ and $V_F$).

According to the superposition principle, each leg acts on the inductor independently, so the analysis of inductor current waveform can be generally simplified. The total current flowing in the inductor is in fact the sum of contributions due to each leg:

$$i_L = i_{LA} - i_{LB} - i_{LE} + i_{LF}$$  \(1\)

Within each switching period, the switching times for each leg are given (taking into account the phase-shifts) and the current is calculated at these times (switching on and
switching off) of each leg, as shown in Figure 4. As you can see, the waveform of each component of the inductor current (i.e., for \(i_{LA}, i_{LB}, i_{LE}, i_{LF}\)) is very simple. In fact, the current is constant when the voltage is zero (i.e., before and after the same pulse), while it undergoes a linear variation during the voltage pulse. Thus, to determine the inductor current, one must distinguish between the instants within the pulse and the instants before or after the same pulse and calculate the slope of the current as follows:

\[
\frac{d i_{LA, LB}}{d t} \bigg|_{V_{AE, AF} \neq 0} = \frac{V_i}{L}, \quad \frac{d i_{LE, LF}}{d t} \bigg|_{V_{BE, BF} \neq 0} = \frac{n V_o}{L}
\]  

(2)

The output current \(i_{avg}\) transferred to the load is calculated based on total inductor current and the switching state signals \(S_E, S_F\) of legs \(E, F\), as shown in Figure 3b. The output current (i.e., flowing to the load and parallel output capacitor \(C\)) is then:

\[
i_o = n \cdot i_L \cdot (S_E - S_F)
\]

(3)

In this case, “output current” means the output of the secondary-side bridge to the output capacitor and load. The effect of possible (unwanted) DC current, which may be present at transients or due to non-ideal behavior, is also considered and using Equation (1), the total inductor current is:

\[
i_L = i_{DC} + i_{LA} - i_{LB} - i_{LE} + i_{LF}
\]

(4)

The average output current \(i_o\) can be written as:

\[
i_o = \frac{n}{T_{sw}} \int_{0}^{T_{sw}} (i_{DC} + i_{LA} - i_{LB} - i_{LE} + i_{LF}) \cdot (S_E - S_F) dt
\]

(5)

Based on (5), it is worth pointing out that the effect of DC inductor current on average output current is canceled out. In fact, while \(i_{DC}\) is a constant by definition, both \(S_E\) and \(S_F\) are 50% duty-cycle square-waves, which integral is equal and thus:

\[
\frac{n}{T_{sw}} \int_{0}^{T_{sw}} i_{DC} \cdot (S_E - S_F) dt = \frac{n}{T_{sw}} i_{DC} \left( \int_{0}^{T_{sw}} S_E dt - \int_{0}^{T_{sw}} S_F dt \right) = 0
\]

(6)

Moreover, Equation (6) also shows that any change in the phase-shifts is reflected in variation of the average output current within the same switching period, i.e., no further dynamics is involved.

It is worth highlighting the importance of the results obtained above, in view of the converter control implementation. In fact, since the inductor current bias does not affect the average output current, it can be concluded that average output current does not depend on the initial value of inductor current (which is the only state variable in the circuit). For this reason, at each switching cycle, the output current is only due to phase-shift values and input voltage, with no effect from previous inputs. This means that output current (average) can be controlled in a strictly cycle-by-cycle fashion, which also defines the dynamics of current “actuation”. It is also worth to recall that average output current does not depend on output voltage (provided that the latter variation in a switching cycle is negligible), which clearly facilitates current control, allowing the converter to be considered as a controlled current source, which feeds the output capacitor and load, as done in many other converters.
The superposition-based “semi-analytical” model is presented in this paragraph, which allows us to obtain the waveforms of inductor and output current, average output or input current, and of course, their peak values following a well-defined sequence of closed form steps. The RMS values of currents could also be calculated, given the simple shape of currents, which are piecewise linear.

However, this model is not condensed into a single set of equations that are able to determine the waveforms, but are expressed as a closed-form algorithm, hence the name “semi-analytical”. Consequently, currents in the converter are not described directly as analytical functions of time, but their values are calculated at breakpoints (i.e., at the switching instants of each leg), obtaining a full description of the waveform. The main quantity that is analyzed is obviously the main state variable of the converter within the switching period, i.e., the current flowing on the inductor, which has a piecewise-linear behavior, with switching events being its angle points.

Using the semi-analytical model, the evaluation of converter waveforms requires the following key steps:

- The generation of the set of switching instants within the period \((\varphi_x T_{sw} \text{ and } (\varphi_x + 0.5) T_{sw})\), in the correct order);
- Calculate the value of the inductor current caused by each leg at the switching instants (slope in Equation (2));
- Calculation of the total inductor current (Equation (1));
- Calculate the average of the output current as the area of the inductor current multiplied by \(S_E - S_F\).

The procedure is analytical and has a closed form, but manual execution would be tedious. Therefore, the model was implemented as an algorithm (hence the name), with the parameters of the single-phase DAB (TIDA-010054) prototype given in Table 1. The procedure is analytical and is closed-form, but manual execution would be tedious, so the
model has been implemented as an algorithm (hence the name given), with the single-phase DAB (TIDA-010054) prototype parameters given in Table 1.

Table 1. DAB converter (TIDA-010054) specifications.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switching Frequency</td>
<td>$f_{sw}$</td>
<td>100 kHz</td>
</tr>
<tr>
<td>Switching Period</td>
<td>$T_{sw}$</td>
<td>10 µs</td>
</tr>
<tr>
<td>Input Voltage</td>
<td>$V_i$</td>
<td>100</td>
</tr>
<tr>
<td>Output Voltage</td>
<td>$V_o$</td>
<td>variable</td>
</tr>
<tr>
<td>Transformer’s Turns Ratio</td>
<td>$n = N_{pri}/N_{sec}$</td>
<td>1.6</td>
</tr>
<tr>
<td>Duty Cycle</td>
<td>$d$</td>
<td>50%</td>
</tr>
<tr>
<td>Inductance</td>
<td>$L$</td>
<td>36 µH</td>
</tr>
<tr>
<td>Output Capacitor</td>
<td>$C_{out}$</td>
<td>300 µF</td>
</tr>
<tr>
<td>Dead-time</td>
<td>$T_{dt}$</td>
<td>250 ns</td>
</tr>
<tr>
<td>SiC MOSFET Output Capacitance for Primary Side Switches</td>
<td>$C_{oss, pri}$</td>
<td>1.1 nF</td>
</tr>
<tr>
<td>SiC MOSFET Output Capacitance for Secondary Side Switches</td>
<td>$C_{oss, sec}$</td>
<td>0.6 nF</td>
</tr>
<tr>
<td>Turn on resistance (primary)</td>
<td>$R_{dsON_{pri}}$</td>
<td>16 mΩ</td>
</tr>
<tr>
<td>Turn on resistance (secondary)</td>
<td>$R_{dsON_{sec}}$</td>
<td>30 mΩ</td>
</tr>
<tr>
<td>Output resistor</td>
<td>$R_{out}$</td>
<td>22.8</td>
</tr>
</tbody>
</table>

2.2. Analytical Modeling of Average Output Current vs. Phase-Shifts

An original fully analytical model and control-oriented approach has been proposed in this section. The model evaluates the average output current and results in a set of equations. The presented novel full analytical modeling of the relationship between phase-shifts and average output current is foreseen as a valuable tool in the control development and design.

Expanding the expression (3) based on (1) leads to:

$$i_o = (i_{oEA} - i_{oEB} - i_{oEE} + i_{oEF}) - (i_{oFA} - i_{oFB} - i_{oFE} + i_{oFF})$$

where $i_{oyx}$ (with $y = E, F$ and $x = A, B, E, F$) represents the interaction between inductor current components (1) and $E, F$ leg states (3):

$$i_{oyx} = n \cdot i_{Lx} \cdot S_y$$

An analytical model for average output current (across the switching period, symbols with bar $\bar{i}$) is presented hereafter. The average is obviously the sum of the average of the components:

$$\bar{i}_o = \frac{1}{T_{sw}} \int_{t-T_{sw}}^{t} i_o dt = (\bar{i}_{oEA} - \bar{i}_{oEB} - \bar{i}_{oEE} + \bar{i}_{oEF}) - (\bar{i}_{oFA} - \bar{i}_{oFB} - \bar{i}_{oFE} + \bar{i}_{oFF})$$

Some simplifications can be applied, since the terms $\bar{i}_{oEE}, \bar{i}_{oFF}$ and $\bar{i}_{oEF}, \bar{i}_{oFE}$, cancel each other. Two cases are considered (Figure 5) based on the value of:

$$\phi_{yx} = \phi_y - \phi_x$$

For each term, the peak inductor current variation (reflected to secondary) is:

$$\Delta I = +n \frac{1}{2} \frac{V_i}{L} \frac{T_{sw}}{4}$$
With small phase-shift \((0 \leq \phi_{yx} \leq \frac{1}{4})\), “positive” (triangle and trapezoid, \(A_{o+}\)) and negative (triangle, \(A_{o-}\)) areas are:

\[
A_{o+} = \Delta I \frac{T_{sw}}{4} \left( \frac{1}{8} + \phi_{yx} - 2\phi_{yx}^2 \right), \quad A_{o-} = \Delta I \frac{T_{sw}}{4} \left( \frac{1}{8} - \phi_{yx} + 2\phi_{yx}^2 \right)
\]  

(12)

Therefore, the average output current is equal to:

\[
\bar{i}_{0yx} = \frac{A_{o+} - A_{o-}}{T_{sw}} = 2\Delta I \left( \phi_{yx} - 2\phi_{yx}^2 \right)
\]  

(13)

When \(\frac{1}{4} \leq \phi_{yx} \leq \frac{1}{2}\), the positive and negative integral contributions (area) are, in this case:

\[
A_{o+} = \Delta I \frac{T_{sw}}{4} \left( \frac{1}{8} + \phi_{yx} - 2\phi_{yx}^2 \right), \quad A_{o-} = \Delta I \frac{T_{sw}}{4} \left( 2\phi_{yx}^2 - \phi_{yx} + \frac{1}{8} \right)
\]  

(14)

Resulting in the following expression for the average output current:

\[
\bar{i}_{0yx} = \frac{A_{o+} - A_{o-}}{T_{sw}} = 2\Delta I \left( \phi_{yx} - 2\phi_{yx}^2 \right)
\]  

(15)

Generalizing to include also the cases \(-\frac{1}{2} \leq \phi_{yx} \leq 0\) and \(-\frac{1}{4} \leq \phi_{yx} \leq -\frac{1}{2}\) average output current can be written as:

\[
\bar{i}_{0yx} = 2\Delta I \left( \phi_{yx} - \text{sign}(\phi_{yx})2\phi_{yx}^2 \right)
\]  

(16)

Similar calculations could be developed for the input current, due to the symmetry of the two stages.

![Figure 5](image.png)

Figure 5. Contribution of one primary and secondary leg to the average output current: (a) Case 1; (b) Case 2.

3. Control Methods Based on the Cycle-by-Cycle Model

3.1. Operating Point Choice and Optimization

Usually, modulation has been performed using simple approaches, such as SPS [8,30]. However, the DAB modulation has three independent variables (i.e., three phase-shifts) or “degrees of freedom” that can be used as control variables. Indeed, thanks to the analytical
model presented above, it is possible to determine the effect of each of the phase-shift variables on the average output current. Moreover, the “semi-analytical” model, which can be run very quickly compared to numerical simulations, allows automatic optimization to improve the design decisions (mainly inductance, transformer ratio and switching frequency) and/or the converter operating point. In particular, the ability to evaluate any phase-shift between the four legs gives the designer complete freedom in finding the best modulation pattern. A reasonable goal for optimization would be to minimize conduction losses and current stress (in switches, inductor, and transformer) as well as switching losses (mainly related to the occurrence of ZVS) [27,31,32].

Typically, DAB control is aimed at regulating the output voltage. An accurate knowledge of the response with respect to the output current is very useful in this respect, since it practically determines the rate of change of the voltage across the output capacitor (C in Figures 2 and 3). If average output current can be imposed in a fast and accurate way, the classical structure with inner current control and outer voltage loop can be implemented, with obvious advantages in terms of tuning, stability and current limitation capability.

To control DAB at this level of abstraction, consider the following assumptions:

- The losses can be neglected (they are computed afterwards using the obtained waveforms);
- The four leg commands have the same frequency;
- The phase-shifts remain constant in each switching period;
- The “input voltage” ($V_i$) is known and varies slowly (i.e., negligible variation within a switching period);
- The variation of the “output voltage” ($V_o$) in a single switching period is negligible (this is a typical assumption that is practically true in steady state).

It is worth recalling (from the previous section) that any change in phase-shift is reflected in a corresponding change in the average output current within the same switching cycle, i.e., there is virtually no dynamic in the control of the current apart from the length of the switching period. Even though an offset may occur in the inductor current, e.g., during transients when the phase-shift is varied, the DC current does not affect the average output current (as shown in the previous analysis). Moreover, the average output current does not depend on the output voltage ($V_o$). This is particularly important for dynamic response and control, since the output voltage variations again depend on the average output current. Since the roles of input and output can be easily reversed (by simply considering $1/n$ as the transformer ratio instead of $n$), the constant voltage end (when one of the two is constant) can be called $V_i$ for simplicity.

In the following paragraphs, the analytical results obtained by means of the cycle-by-cycle superposition-based analysis will be exploited, in order to propose two different control schematics for the voltage control of DAB, one using SPS modulation and one using a novel optimized modulation pattern.

### 3.2. Single Phase-Shift Control

As an application of the proposed approach to a classical modulation method (SPS), the output current is fully characterized (analytically), obtaining a single formula for calculating the phase-shift value based on desired output current. In principle, the proposed analytical approach could be easily extended to the case of a 3-phase DAB converter. The SPS case is considered in the following, where $\varphi_E$ is the only control variable:

$$\varphi_A = 0, \ \varphi_B = 0.5, \ \varphi_F = \varphi_E + 0.5$$  \hspace{1cm} (17)

Using (13), considering the two cases for the sign of phase-shifts $\varphi_{yx}$, the average output current can be written as follows:

$$\bar{i}_o = 8\Delta I \times (\varphi_E - \text{sign}(\varphi_E)2\varphi_E^2)$$  \hspace{1cm} (18)
For control purposes, this equation can be easily inverted to calculate the phase-shift value that results in the desired current, i.e.,

\[
\varphi_E = \text{sign}(i_o) \times \frac{1 - \sqrt{1 - \frac{|i_o|}{I_{\text{max}}}}}{4}
\]  

(19)

By using this expression in the voltage controller, open-loop control of the average current is possible, allowing the implementation of a linearized voltage control, with the advantages of the typical nested current control loop as shown in Figure 6. Since the average output current is independent of output voltage, the inner “current control” is completely decoupled from the outer voltage loop, which simplifies the design of voltage regulator and ensures accurate current limitation and overall stability.

![Figure 6. Control schematic for the SPS modulation.](image)

### 3.3. Arbitrary Modulation (Optimized)

The proposed control approach (which involves an inner open-loop current control embedded in the closed-loop voltage control) can be generalized to be extended to any other modulation method. The schematic in Figure 7 shows a possible arrangement using Look Up Tables (LUTs) to obtain the three phase-shift values based on the desired output current. Instead of LUTs, of course, any other function could be used, e.g., analytical or empirical, even considering more than one input variable (e.g., selection could be based on input or output voltage values).

![Figure 7. Control schematic for an arbitrary modulation (e.g., optimized).](image)

Since, as mentioned above, the semi-analytical approach allows us to predict the behavior of the converter under many operating conditions with a reasonable computational effort, this can be used to optimize the operating point. In particular, the desired outcome in terms of control (desired output current) can be combined with other objectives (i.e., “multi-objective” optimization) by considering an appropriate cost function.

In the following, a cost function \( J \) has been formulated (20), which considers the current “control” accuracy, the current stress of the switches, conduction losses and occurrence of soft-switching. The function adopted is the sum of the squared average output current error \( (\overline{i}_o - i_o) \), absolute maximum inductor current \( \max(|i_L|) \) and zero voltage switching error \( ZVS_{\text{error}} \). The latter variable evaluates the soft-switching capability in the specific
operating point is analyzed in terms of logical 1 for ZVS achieved in all legs and 0 otherwise along with $ZVS_{error}$ which represents the amount of current missing before reaching the ZVS threshold. The constants $W_{io}$, $W_{iL}$ and $W_{nZVS}$ are the weighting coefficients for the three parts of the cost, respectively:

$$J(\phi_B, \phi_E, \phi_F, V_o, I_o) = W_{io}(I_o^* - I_o)^2 + W_{iL} \max\{|i_L|\} + W_{nZVS}(ZVS_{error})$$ (20)

It is worth to mention that the cost function just introduced is only an example, which includes the most important aspects of the DAB operation. Different expressions can be proposed, also considering different variables, if there is a known relationship between each variable in the cost function and the independent variables, i.e., the phase-shifts, output voltage and desired output current.

In order to obtain the optimal modulation choice, a finite-set optimization is adopted in this case (according to the FCS approach). The whole range of phase-shift values (i.e., between $-0.5$ and $+0.5$), is evaluated, by considering many points in that range (in 0.005-sized steps). All the essential converter quantities are calculated for each phase-shift triplet ($\phi_B$, $\phi_E$ and $\phi_F$), using the semi-analytical model. Among the whole set of combinations, only those where ZVS is obtained in all legs are selected.

A large number of reference current values in the feasible range (i.e., within $\pm n_{1/2} V_{iL}/T_{SW}$, spaced by 0.05 A) is considered for the cost calculation and the minimum-cost point among them is selected. The result of this finite-set optimization consists of three arrays (one for each phase-shift variable, i.e., $\phi_B$, $\phi_E$, $\phi_F$), in which each value represents the minimum-cost operating point for a certain $I_o^*$ value. The combination of current reference values and phase-shift values represents a LUT, which is used in the control schematic. The method can be extended for taking into account different values of output voltage, which is important especially in those cases where output voltage is variable across a wide range.

### 3.4. Comparison between SPS and Optimized Control with Variable Output Voltage

The evaluation of DAB behavior with variable $V_o$ is done based on the parameters of single-phase DAB prototype parameters (see Table 1) from Texas Instruments (TIDA-010054). The detailed procedure for the comparison of SPS vs. optimized modulation is described in the following. Due to the differences between the two methods, two different procedures need to be implemented, although the final goal is the calculation of the cost function in the whole range of output current and voltage.

For the case of SPS modulation, the following steps are considered:

- Generating the set of $V_o$ values ranging from 50 V to 150 V with the step of 10 V;
- Generating the set of average output current reference values ranging from $\pm \Delta I$ with the steps of 0.05 A for each $V_o$;
- Setting up phase-shift values for SPS case (Equation (17));
- Calculating the value of $\phi_E$ by using Equation (19), for each reference average output current (desired current);
- Calculations of all the essential converter quantities are done for each phase-shift triplet ($\phi_B$, $\phi_E$ and $\phi_F$), using the semi-analytical model;
- Calculation of the total cost along with its components and saved in the relevant matrix for each average output current reference;
- All the cost components are evaluated and saved in their relevant matrices for each average output current reference;
- The procedure is carried out for each $V_o$ value and the results are stored in 3 LUTs (matrices), one for each phase-shift ($\phi_B$, $\phi_E$ and $\phi_F$), representing optimal phase-shift choices as a function of the output voltage and desired output current.

For the case of optimized modulation, the evaluation procedure comprises the following steps:

- Generating the set of $V_o$ values ranging from 50 V to 150 V with the step of 10 V;
• Evaluation of the finite control-set, i.e., the whole range of phase-shift values (i.e., between \(-0.5\) and \(+0.5\)), by considering many points in that range (separated by small steps (0.005)) for each \(V_o\);

• Calculations of all the essential converter quantities are done for each phase-shift triplet \((\phi_B, \phi_E, \phi_F)\), using the semi-analytical model and saved in relevant matrices;

• Among the whole set of combinations, only those where ZVS is obtained in all legs are selected and the ZVS indexes are saved in relevant matrices;

• Generating the set of average output current reference values ranging from \(\pm \Delta I\) with the steps of 0.05 A for each \(V_o\);

• Calculation of the total cost along with its components using the saved matrices;

• Minimum-cost points are selected within the subset of points that achieve ZVS from the total cost matrix for each average output current reference;

• All the other cost components are evaluated at minimum cost point index and saved in relevant matrices for each average output current reference;

• The procedure is carried out for each \(V_o\) value and the results are stored as 3D matrices.

The evaluation of DAB control with variable \(V_o\) is done for SPS and optimized modulation (according to the procedures described above), using the cost function \(J\) as the main comparison metric and analyzing its components. The ZVS range is also evaluated for both control methods. Each diagram in Figure 8 reports different components of the cost function, calculated for the two control options (SPS and optimal, “OPT”), together with the total cost (diagram (e)). The purpose of these figures is to quickly compare the effect of optimization, i.e., the minimization of peak current and the achievement of ZVS in the whole operating range (diagram (d)). (a) shows the average output current cost (i.e., control error) for SPS and optimized control. The output current cost for SPS control is practically zero as the phase-shift values are calculated using Equations (17) and (19), which gives the exact output current value. While in case of optimized control, the difference in average output current value is present (although small) and hence the cost is not null. The output current error (optimized control) is a consequence of the actual ZVS range, i.e., some current values cannot be obtained exactly, if ZVS is required. However, this does not seem to be a critical feature for the control, which is able to manage transient and steady-state operation even with discontinuities in the LUTs (since the control approach is FCS). The output current error also shows that in order to achieve ZVS, the low-current zone (which is visible because error increases linearly around zero, up to a certain point) must be practically avoided. Even if this is not a desirable condition, it can be accepted and, in the discontinuities, the control will operate similarly to a bang-bang control, with the advantage of preserving the ZVS condition, which is not met by SPS in the same range.

Figure 8b shows the peak current cost for SPS and optimized control, respectively. As shown in the diagrams, the peak current cost is relatively lower under optimized control than SPS control, especially at intermediate current values. This results in lower conduction losses for the converter and reduced stress on the components (in some cases, lower peak current could allow some downsizing of the active switch components). Similarly, (c) shows the ZVS cost for SPS and optimized control. The ZVS cost for optimized control is zero (since ZVS is always achieved), which makes it better than SPS control, in this regard. Practically, the LUTs that will be obtained are built discarding the points where ZVS is not possible. This means that the current control will not be accurate cycle-by-cycle, but can still be made accurate on average, i.e., on a longer period, according to the FCS control principle. Figure 8d shows the ZVS range for SPS and optimized control, in terms of logical 1 for ZVS achieved in all the legs or 0 otherwise. Under the optimized control, the wider ZVS range results in lower switching losses.

With optimized control scheme, ZVS is always obtained, and the peak inductor current is minimized. An important point is that the soft-switching range also depends on the value of leakage inductance and the switching frequency. The higher the value of the inductance, the more the soft-switching extends down to very low power levels (light loads). (e) shows
the total cost for SPS and optimized control, and the total cost of optimized control is less than SPS control, which results in reduced overall losses for the converter.

As already pointed out, the idea behind optimized control is to get rid of a rigid modulation, since each modulation starts from a certain idea or assumption, while in this case a wider range of possible combinations is explored (all “degrees of freedom”), in order to obtain ZVS and lowest current peak in the widest possible range. As can be seen from the 3D surfaces, this approach makes it possible to optimize the operation of the converter across the whole operating range, according to a certain cost function, in this case based on peak current and occurrence of soft-switching. Similar test can be done with other state of the art modulation techniques (i.e., Optimized control vs. EPS, DPS and TPS) to analyze the ZVS range and DAB performance.

Moreover, optimization could be performed during the design of the converter, rather than for a specific hardware, to improve or select the design decisions (mainly inductance, transformer ratio, and switching frequency), the selection of the control method, and/or the performance of the converter. In particular, the ability to evaluate any phase-shift combination allows the search for the most appropriate modulation pattern.

\[(a) \text{ current control cost}\]
\[(b) \text{ peak current cost}\]
\[(c) \text{ ZVS cost}\]

Figure 8. Cont.
Moreover, optimization could be performed during the design of the converter, rather than for a specific hardware, to improve or select the design decisions (mainly inductance, transformer ratio, and switching frequency), the selection of the control method, and/or the performance of the converter. In particular, the ability to evaluate any phase-shift combination allows the search for the most appropriate modulation pattern.

4. Simulations

The DAB has been simulated using the Plexim PLECS blockset in MATLAB/Simulink environment, in order to validate the theoretical and analytical results. The circuit parameters are reported in Table 1. As a preliminary step, simulations of the ideal circuit (i.e., no lossy elements) at different phase-shift and output voltage values have been carried out, which confirm exactly the predictions from the analytical and semi-analytical models Table 2.

A second model has been built, which includes effects of parasitic capacitance and resistive effects, which emulate the losses in the real circuit [33]. The comparison between the average output current obtained by analytical model, PLECS simulation model (with losses) and the experimental model with different combinations of phase-shift values is reported and commented in the next section (Table 3). To validate the analytical results, simulation results for case 3 and case 5 are shown in Figure 9. Figure 10 shows the response to a change in the phase-shifts, occurring at 40 ms. The phase of leg E, $\varphi_E$ is varied from the initial value of 0.25 to the final value of 0.30, while $\varphi_B$ is 0.40 and $\varphi_F = -0.30$. Following the variation of $\varphi_E$, the average output current changes from 5.15 A to 4.75 A immediately (i.e., within one switching period), confirming that there is no real dynamics (except from the averaging operation applied) in the relationship between phase-shifts and average output current, i.e., the converter can be correctly modeled in a cycle-by-cycle fashion.
Table 2. Simulation of the ideal converter vs. analytical models: comparison of average output current with different combinations of phase-shift values.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\phi_B$</th>
<th>$\phi_E$</th>
<th>$\phi_F$</th>
<th>Semi-Analyt. Model</th>
<th>Analyt. Model</th>
<th>PLECS Sim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.50</td>
<td>0.25</td>
<td>0.75</td>
<td>5.55</td>
<td>5.55</td>
<td>5.55</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>0.10</td>
<td>0.60</td>
<td>3.55</td>
<td>3.55</td>
<td>3.55</td>
</tr>
<tr>
<td>3</td>
<td>0.50</td>
<td>0.35</td>
<td>0.85</td>
<td>4.66</td>
<td>4.66</td>
<td>4.66</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>0.10</td>
<td>0.30</td>
<td>1.33</td>
<td>1.33</td>
<td>1.33</td>
</tr>
<tr>
<td>5</td>
<td>0.40</td>
<td>0.25</td>
<td>0.65</td>
<td>5.11</td>
<td>5.11</td>
<td>5.11</td>
</tr>
<tr>
<td>6</td>
<td>0.45</td>
<td>0.15</td>
<td>0.75</td>
<td>5.22</td>
<td>5.22</td>
<td>5.22</td>
</tr>
<tr>
<td>7</td>
<td>0.50</td>
<td>0.06</td>
<td>0.56</td>
<td>2.48</td>
<td>2.48</td>
<td>2.48</td>
</tr>
</tbody>
</table>

Table 3. Comparison of average output current with different combinations of phase-shift values.

<table>
<thead>
<tr>
<th>Phase-Shift Values</th>
<th>Average Output Current ($I_o$)</th>
<th>Efficiency ($\eta$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analytical Model</td>
<td>Simulation</td>
</tr>
<tr>
<td>Case</td>
<td>$\phi_B$</td>
<td>$\phi_E$</td>
</tr>
<tr>
<td>1</td>
<td>0.50</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>0.10</td>
</tr>
<tr>
<td>3</td>
<td>0.50</td>
<td>0.35</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>0.10</td>
</tr>
<tr>
<td>5</td>
<td>0.40</td>
<td>0.25</td>
</tr>
<tr>
<td>6</td>
<td>0.45</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Figure 9. Gate control signals, primary and secondary voltage, inductor current and output current (PLECS simulation): (a) Case 3; (b) Case 5.
Figure 10. Gate control signals, primary and secondary voltage, inductor current and output current (step change, PLECS simulation): (a) Output current; (b) Average Output current.

The main waveforms over three periods for the phase-shift triplet case 1 using the semi-analytical method, PLECS blockset simulation and experimental model are shown in Figure 11 to demonstrate the inductor current matching. As you can see from the waveform, very good agreement is obtained between the three models. Many other cases have been successfully tested but are not shown due to space constraints. The control capability in the case of SPS modulation was also tested. Figure 12a shows the desired voltage, actual voltage, and low-pass output voltage in the top plot; $\phi_B, \phi_E, \phi_F$ in the middle plot; the desired output current (i.e., the output of the voltage regulator) and the actual output current in the bottom plot. The proposed control strategy, which implements open-loop control of the average output current (based on analytical findings), provides the desired average output current and thus linearizes the dynamics of the voltage control, which simplifies the tuning of the voltage regulator. The converter is started with an output voltage of zero and an initial reference value of 100 V, which is gradually decreased by 15 V every 15 ms. The nested open-loop current control is demonstrated by matching between the reference and actual current.

Figure 11. Gate control signals and inductor current matching waveforms for semi-analytical, PLECS simulation and experimental model (case 1).
The simulation also confirms that any change in phase-shift affects the average output current (i.e., the charge transferred to the output), cycle by cycle and without delay. Although current control in a real converter becomes less accurate due to the non-ideal characteristics of the converter, the accuracy of voltage control remains almost unaffected thanks to feedback. A similar test (same conditions and reference voltage) is performed with any modulation method resulting from multi-objective optimization. The results of the test are given in Figure 12b. As can be seen, similar behavior is obtained in terms of control accuracy and dynamic range, which shows that the proposed control approach can be adapted to any modulation scheme, provided that the phase-shift values are correctly associated with the desired average output current. Moreover, the peak inductor current is minimized while the ZVS condition is preserved by the design of the controller. As mentioned before, the accuracy of the current control is not critical, which means that the accuracy can be traded with other characteristics such as efficiency or lower current load on the switches. In this case, at steady state, it can be observed that the output current ripple is reduced with respect to the SPS control, which in turn is related to the fact that the peak inductor current is minimized.

Figure 12. Output voltage control with startup from zero and step test (100 to 110 V): (a) SPS modulation; (b) Optimized modulation.
5. Experimental Results

The experimental work is presented to validate the obtained theoretical and PLECS simulation results and to check the correctness of the calculations, looking mainly at the average output current at different operating points (i.e., different phase-shift values). The experiments are performed on a prototype single-phase DAB (TIDA-010054), with key specifications shown in Table 1. The experimental setup and oscilloscope measuring the key waveforms of the DAB converter are shown in Figure 13.

![Experimental Setup](image)

**Figure 13.** TIDA 010054 Board: (a) experimental setup; (b) oscilloscope measuring the key waveforms of the DAB converter; (c) top and side view.

5.1. Open-Loop Testing with Arbitrary Phase-Shifts

Open-loop tests with arbitrary phase-shift triplets are performed to validate and analyze the performance of the DAB DC-DC converter. All the tests are performed by using the DAB parameters shown in Table 1. First of all, for the sake of validation a few “random” triplets ($\phi_B = $ primary “negative” leg, $\phi_E = $ secondary “positive” leg and $\phi_F = $ secondary “negative” leg, see schematic) are chosen to compare the results. As the average output current is one of the novel findings of our work and it is independent of output voltage (only depends on input voltage and phase-shifts). In the calculations, the input voltage is kept to 100 V, so that it is simple to manage different values. The waveforms of important (inductor current, primary, secondary current and voltages, etc.) converter quantities are checked and recorded at the same operating points.

Table 3 shows the comparison between the average output current obtained by analytical model, PLECS simulation model and the experimental model with different combinations of phase-shift values. Average output current (experimental) as reported in the tables, is normalized by the experimental efficiency ($I_{o, exp}/\eta_{exp}$) to match the analytical results to understand the effect of losses (switching and conduction mainly) on average output current [34–36]. The waveforms of the gate control signals, transformer’s primary and secondary voltage, inductor current and output current average of the experimental model (case 3 and case 5) are reported in Figure 14.
5.2. SPS Closed-Loop

Steady-state tests for SPS closed-loop control have been carried out with fixed input voltage (100 V) and different values of output voltage, which correspond to different values of phase-shift (\( \varphi_E \)). Varying the switching frequency between 60–140 kHz to analyze and optimize the ZVS threshold range, to figure out its effect on average output current and to exploit the switching frequency as a further degree of freedom to extend the ZVS range. These tests are performed as an application of the proposed SPS control method (presented in Section 3.1) and for the sake of experimental validation of the obtained analytical results with SPS closed-loop control.

The threshold current needed at each switching event (turn-on and turn-off) for each leg at primary and secondary side to ensure ZVS \( (i_{\text{thr}}) \) is figured out for each switching event as

\[
i_{\text{thr, pri}} = \frac{2C_{\text{oss, pri}}V_i}{I_{\text{dt}}} \tag{21}
\]
\[ i_{thr_{sec}} = \frac{2C_{oss_{sec}}V_o}{T_{dt}} \] (22)

The threshold current for each leg at primary side \( (i_{thr_{pri}} = 0.88 \, \text{A}) \) is constant as \( V_i \) is kept constant, while the \( i_{thr_{sec}} \) is varied for each case as it depends on the output voltage. Table 4 shows the experimental results of the SPS closed-loop control tests at \( f_{sw} \) between 60–140 kHz, where reference current is normalized by the efficiency \( (i.e., \frac{T_o}{\eta_{exp}}) \) and error \( (\text{normalized-measure}) \) is the error between normalized reference current \( (\frac{T_o}{\eta_{exp}}) \) norm and the actual current (measured). It is assumed that the actual output voltage is equal to the reference voltage set by the software. Five cases have been reported for each test. Hard switching in the secondary switches is observed and reported in first two cases of each \( f_{sw} \) and from case no. 3 onwards soft-switching is achieved on both primary and secondary side, which is highlighted in green.

<table>
<thead>
<tr>
<th>Switching Frequency</th>
<th>Case</th>
<th>Phase-Shift Value</th>
<th>Experimental (Measured)</th>
<th>Ref. ( T_o ) Analytical</th>
<th>Normalized Ref. ( T_o )</th>
<th>Err. Normalized Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>kHz</td>
<td></td>
<td>( \phi_E )</td>
<td>( V_o )</td>
<td>( I_o )</td>
<td>( \eta_{exp} )</td>
<td>( T_o )</td>
</tr>
<tr>
<td>60</td>
<td>1</td>
<td>0.020</td>
<td>52.00</td>
<td>2.28</td>
<td>0.96</td>
<td>1.48</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.022</td>
<td>53.40</td>
<td>2.34</td>
<td>0.97</td>
<td>1.58</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.033</td>
<td>54.85</td>
<td>2.41</td>
<td>0.97</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.035</td>
<td>55.00</td>
<td>2.41</td>
<td>0.98</td>
<td>2.38</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.046</td>
<td>62.00</td>
<td>2.72</td>
<td>0.97</td>
<td>3.14</td>
</tr>
<tr>
<td>80</td>
<td>1</td>
<td>0.029</td>
<td>51.00</td>
<td>2.24</td>
<td>0.96</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.031</td>
<td>52.00</td>
<td>2.28</td>
<td>0.96</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.047</td>
<td>53.40</td>
<td>2.34</td>
<td>0.97</td>
<td>2.35</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.051</td>
<td>55.00</td>
<td>2.41</td>
<td>0.98</td>
<td>2.56</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.064</td>
<td>62.00</td>
<td>2.72</td>
<td>0.97</td>
<td>3.10</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>0.038</td>
<td>50.00</td>
<td>2.19</td>
<td>0.96</td>
<td>1.56</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.040</td>
<td>51.00</td>
<td>2.24</td>
<td>0.97</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.060</td>
<td>52.00</td>
<td>2.28</td>
<td>0.97</td>
<td>2.34</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.068</td>
<td>55.00</td>
<td>2.41</td>
<td>0.97</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.083</td>
<td>62.00</td>
<td>2.72</td>
<td>0.97</td>
<td>3.06</td>
</tr>
<tr>
<td>120</td>
<td>1</td>
<td>0.030</td>
<td>40.00</td>
<td>1.75</td>
<td>0.91</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.052</td>
<td>49.80</td>
<td>2.19</td>
<td>0.97</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.070</td>
<td>50.00</td>
<td>2.20</td>
<td>0.96</td>
<td>2.23</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.075</td>
<td>51.00</td>
<td>2.50</td>
<td>1.08</td>
<td>2.38</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.079</td>
<td>52.00</td>
<td>2.29</td>
<td>0.97</td>
<td>2.45</td>
</tr>
<tr>
<td>140</td>
<td>1</td>
<td>0.038</td>
<td>40.00</td>
<td>1.76</td>
<td>0.93</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.059</td>
<td>48.00</td>
<td>2.21</td>
<td>0.96</td>
<td>1.66</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.081</td>
<td>48.30</td>
<td>2.12</td>
<td>0.97</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.090</td>
<td>50.00</td>
<td>2.20</td>
<td>0.96</td>
<td>2.32</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.093</td>
<td>51.00</td>
<td>2.24</td>
<td>0.97</td>
<td>2.40</td>
</tr>
</tbody>
</table>

Hard switching can be observed in the reported figures (case 2 of each test) in terms of noise / ringing in the key waveforms. There is not enough current present to discharge the secondary side MOSFETS output capacitors so in result \( V_{ds} \) is not zero at the turn on of leg E and F switches, which is causing the hard switching on the secondary side. It is also to be noted that the error between the measured and analytical average output current is relatively large only in the non-ZVS cases (which shows the effect of hard switching on output current), while it is relatively smaller in all the ZVS cases. In fact, a relatively large difference is observed in the \( \phi_E \) value between ZVS and non-ZVS cases (between case no. 2 and 3 of each test). This is a known issue, related to the effect of dead-times, as pointed out in [37]. Figures 15–17 show the key waveforms and transition between ZVS and non-ZVS cases at 60, 100 and 140 kHz, respectively.
also to be noted that the error between the measured and analytical average output current is relatively large only in the non-ZVS cases (which shows the effect of hard switching on output current), while it is relatively smaller in all the ZVS cases. In fact, a relatively large difference is observed in the $\phi$ value between ZVS and non-ZVS cases (between case no. 2 and 3 of each test). This is a known issue, related to the effect of dead-times, as pointed out in [37]. Figures 15–17 show the key waveforms and transition between ZVS and non-ZVS cases at 60, 100 and 140 kHz, respectively.

Figure 15. Gate control signals, transformer’s primary and secondary voltage, inductor current and output current average of the experimental model at 60 kHz: (a) Case 2; (b) Case 3.

Finally, the dynamical behavior of the proposed SPS closed-loop control scheme (Figure 6) has been tested, applying a step variation of the output voltage set point from 0 to 75 V. As shown in Figure 18, the experimental recording is almost overlapping the corresponding simulation trace. The rise time is consistent with the design of voltage regulator, which exploits the inner part of the schematic (open-loop current control) as a
controlled current source, which linearizes the behavior of the controller, as seen by the outer voltage regulation loop.

Figure 16. Gate control signals, transformer’s primary and secondary voltage, inductor current and output current average of the experimental model at 100 kHz: (a) Case 2; (b) Case 3.
Figure 17. Gate control signals, transformer’s primary and secondary voltage, inductor current and output current average of the experimental model at 140 kHz: (a) Case 2; (b) Case 3.
5.3. Open-Loop Optimized Control Testing

Open-loop optimized control test is done at 100 V input voltage and 100 kHz switching frequency. Since, as mentioned above, the semi-analytical approach allows us to predict the behavior of the converter under many operating conditions with a reasonable computational effort, this could be used to optimize the operating point. In particular, the desired outcome in terms of control (desired output current) can be combined with other objectives (i.e., “multi-objective” optimization) by considering an appropriate cost function. The tests are performed as an application of the proposed optimized control method presented in Section 3.2 and for the sake of experimental validation of the obtained analytical results with optimized control.

Table 5 shows the experimental results of the optimized open-loop control test at 100 kHz, where five cases have been reported. All the cases are with ZVS on primary and secondary side, since the optimization procedure only considers those phase-shift triplets where ZVS is obtained in all legs. Analytically optimized control results are verified, and quite good agreement is found between the analytical and experimental results. Figure 19 shows the key waveforms with minimum cost and ZVS on primary and secondary side switches.

Table 5. Optimized open loop control at 100 kHz.

<table>
<thead>
<tr>
<th>Case</th>
<th>( \phi_B )</th>
<th>( \phi_E )</th>
<th>( \phi_F )</th>
<th>( V_o )</th>
<th>( I_o )</th>
<th>( \eta_{exp} )</th>
<th>( T_{o}^{*} )</th>
<th>( \frac{T_{o}^{*}}{\text{Norm}} )</th>
<th>( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.130</td>
<td>0.025</td>
<td>0.820</td>
<td>23.94</td>
<td>1.05</td>
<td>0.81</td>
<td>1.16</td>
<td>0.94</td>
<td>−11.95</td>
</tr>
<tr>
<td>2</td>
<td>0.445</td>
<td>0.030</td>
<td>0.530</td>
<td>50.16</td>
<td>2.20</td>
<td>0.94</td>
<td>2.19</td>
<td>2.07</td>
<td>−6.29</td>
</tr>
<tr>
<td>3</td>
<td>0.555</td>
<td>0.095</td>
<td>0.590</td>
<td>51.30</td>
<td>2.25</td>
<td>0.97</td>
<td>2.45</td>
<td>2.37</td>
<td>5.15</td>
</tr>
<tr>
<td>4</td>
<td>0.495</td>
<td>0.065</td>
<td>0.585</td>
<td>59.28</td>
<td>2.60</td>
<td>0.96</td>
<td>2.90</td>
<td>2.79</td>
<td>6.96</td>
</tr>
<tr>
<td>5</td>
<td>0.505</td>
<td>0.065</td>
<td>0.645</td>
<td>70.90</td>
<td>3.11</td>
<td>0.97</td>
<td>3.48</td>
<td>3.36</td>
<td>7.57</td>
</tr>
</tbody>
</table>

Figure 18. Step voltage response of the proposed SPS control, experimental vs. simulation.
In order to validate the optimized strategy, a comparison with the SPS has been carried out. The same operating condition has been set with both strategies, which is a reference output voltage of 50 V and 2.2 A as load current. In the SPS case shown in Figure 20a, the secondary legs (E and F) do not reach the ZVS condition. This is confirmed by looking at the 2nd (orange) and 3rd (blue) traces (high-side drain-to-source voltage of leg E and F, respectively) where a big ringing occurs during the turn-on of the active devices, indicating that they are in a hard-switching condition. Moreover, due to the voltage drop of diodes, the voltage during dead-times is either below zero or above output voltage. On the other hand, in Figure 20b, where the optimized modulation is shown, it can be seen how both legs E and F are in soft-switching state since the huge voltage ringing has disappeared, and it is clearly possible to observe the diode voltage drop (small overshoot on drain-to-source voltage as soon as the turn on ends).
Figure 20. Comparison between SPS control and optimized modulation; both the controls reach the same operating point: (a) SPS control, the secondary switches do not reach the ZVS condition; (b) arbitrary (optimized) control, all the legs reach the ZVS condition.
6. Comments on Experimental Results

This section presents some comments on the experimental work. The correctness of the calculations, looking mainly at the average output current at different operating points (i.e., different phase-shift values) is checked.

First, open-loop tests with arbitrary phase-shift triplets are performed, to validate and analyze the performance of the DAB DC-DC converter. The average output current results obtained by analytical model, PLECS simulation model and the experimental model in five different cases are compared. The PLECS simulation and experimental results match quite closely, considering that the simulation model includes the effects of parasitic capacitance and losses. A rather large discrepancy was found between analytical and experimental results, which was due to several stray losses present in the hardware [38–41]. Therefore, in this regards the efficiency plays a role in the power transfer and the converter efficiency is assumed to be unity in the analytical calculations. Hence, the average output current (experimental) is normalized by the estimated efficiency \( \left( \frac{I_{o,\text{exp}}}{\eta_{\text{exp}}} \right) \) to match the analytical results to understand the effect of losses (switching and conduction mainly) on average output current [42–45].

After that, closed-loop SPS control has been tested, in order to experimentally verify the implementation of the proposed SPS control schematic, which exploits the obtained analytical results. Closed-loop SPS tests are performed different values of the switching frequency. These tests show that the normalized error (based on efficiency) between the measured and analytical average output current is relatively large in the non-ZVS cases, while it is relatively smaller in all the ZVS cases. This is due to the different leg voltage that is obtained during the dead-time, depending on whether the switching occurs in ZVS or not. In some cases (namely, when the ZVS condition is not achieved), the output current cannot be simply considered a function of phase-shifts, since dead-times also play a relevant role [37,46,47], which should be further investigated. However, it is worth highlighting that the desired condition is ZVS, so this discrepancy can be avoided, by simply ensuring the desired (ZVS) condition is met (which is one of the features of the proposed optimized control).

It is worth highlighting that average output current and peak inductor current also depend on switching frequency. Therefore, it is expected that this variable should also be considered, in order to optimize the DAB operation, i.e., as a further degree of freedom. Including variable switching frequency in the optimization (e.g., by considering 2–3 different values) results in a relatively small increase of the computational cost.

The last test performed was the open loop optimized control test at 100 kHz switching frequency. Since the semi-analytical approach, as mentioned before, allows us to predict the behavior of the converter under many operating conditions with a reasonable computational effort, this can be used for the optimization of the operating point. In particular, the determined result in terms of control (desired output current) can be combined with other objectives (i.e., “multi-objective” optimization) by considering a suitable cost function. All the reported cases with optimized control exhibit the ZVS on primary and secondary side by design, since only the triplets achieving ZVS in all legs are considered in the optimization. Hence, the proposed analytical optimized control results are also verified experimentally.

7. Conclusions

This paper analyzes the behavior of DAB converter using an original approach, focusing on the relationship between control variables (i.e., phase-shifts) and output current. The analysis leads to two “cycle-by-cycle” models, which operate along one switching period. The first one is called “semi-analytical”, since it results in a closed-form algorithm, which gives all the converter waveforms as output. A fully analytical model has also been obtained, which predicts the average output current, depending on phase-shift values. Based on the analytical results, two different control schematics are proposed, one applying the well-known SPS modulation, while the other adopts optimal modulation patterns (i.e., combination of phase-shifts).
The semi-analytical method (i.e., a closed-form algorithm) can replace dynamic simulations (which are much more time-consuming and computationally intensive). The approach allows us to consider any modulation technique, i.e., no constraints are applied between the phases of the leg switching commands. As a result, a large number of different design parameter values and operating conditions can be tested, leading to more design iterations. Offline optimization of modulation selection (considering a certain cost function) has also been demonstrated, while online optimal control (e.g., for Model Predictive Control) is considered.

The fully analytical model evaluates the average output current as a function of phase-shifts, leading to a set of equations. The analysis performed in this work has shown that the relationship between the phase-shift values and the average output current does not depend on the output voltage and has virtually no dynamics (i.e., a variation in the phase-shift is reflected in the average output current within a single switching period, with no transient). By analyzing a classical modulation method (namely, single phase-shift) with the proposed method, the output current is fully (analytically) characterized as a function of a phase-shift value. Thus, the control problem can be solved by obtaining a single formula that gives the phase-shift value based on the desired output current. It is worth mentioning that, in principle, the proposed analytical approach can be easily extended to the case of a 3-phase converter DAB.

A voltage control scheme is then proposed and tested in simulation, where a “fictitious” (i.e., open) inner current control loop is implemented based on the analysis results linking the desired output current to the corresponding phase-shifts. The main advantage of this control scheme is that the simple dynamics of the output voltage versus the average output current (which is dominated by the output capacitor) can be decoupled from the complicated relationship between the phase-shifts and the output current. Indeed, the proposed control approach is more general since it can be applied to any modulation method (i.e., strategy to select an appropriate phase-shift triplet). This is demonstrated by applying an optimized modulation scheme as well as the SPS.

Given the relatively short execution time of the algorithm, many operating points can be explored offline. This allows for simple optimization of the converter or, as in this work, optimization of the operating point with respect to multiple objectives. In the present case, the ZVS constraint and the switch current load (i.e., peak inductor current) are considered along with the accuracy of controlling the average output current (open loop). The control method is very flexible and easy to implement (e.g., using LUTs), making it suitable for cost-sensitive applications.

The idea behind optimized control is to totally avoid rigid modulation rules, ensuring that all possibilities (i.e., all “degrees of freedom”) of the DAB converter are exploited, in order to obtain ZVS and lowest current peak in the widest possible range. SPS and optimized control with variable output voltage are analyzed to evaluate the DAB converter behavior using the cost function, along with its components. The ZVS range is also evaluated for both control methods. This approach makes it possible to optimize the operation of the converter across the whole operating range, according to a certain cost function, in this case based on peak current and occurrence of soft-switching. Moreover, the proposed approach could be used for various optimizations, such as selecting or improving the design decisions (mainly inductance, transformer ratio, and switching frequency), selecting the control method, and/or the converter performance. In particular, the ability to evaluate any phase-shift between the four legs gives the designer complete freedom in finding the most appropriate modulation pattern.

The validation of the models was performed by comparing the main steady-state waveforms and magnitudes of the converter obtained with different models (analytical, semi-analytical and dynamic simulation solver). The results confirm the investigated approach. The obtained analytical results are validated by simulations in PLECS Blockset and experimentally. The experiments on the proposed closed-loop SPS control with fictitious current control also show good agreement with theoretical results. Tests with arbitrary
(optimized) phase-shift triplets are also performed, validating the proposed optimization method and showing that the optimized modulation extends the ZVS range with respect to SPS. Finally, the SPS closed loop tests are also performed with variable switching frequency, which could be considered a further degree of freedom. In addition, by analyzing the converter performance, some interesting second-order effects (related to dead-times) were highlighted, which require further investigation.
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