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Abstract: Due to the inflexibility of cogeneration power plants and the uncertainty of wind power
production, the excess power of the distribution network brings challenges to the power grid opera-
tion. This paper introduced an improved moth-flame optimization algorithm to meet the challenge
of energy complementary dispatching. The proposed algorithm adopts three effective strategies,
namely inertia weight, unified initialization, and the spiral position update strategy, which maintains
a strong global search ability and a potent compromise between global and local search. The effec-
tiveness of the proposed method was evaluated by benchmark functions. Furthermore, the proposed
method was applied to combine heat and power system operation problems and economic dispatch
in light load and wind power unpredictability. In order to verify the robustness of the algorithm
and solve the complex constraints of power systems under extreme conditions, three different cases
had been discussed. The experimental findings indicate that the proposed algorithm shows better
performances in terms of convergence speed, ability to escape from a local optimum solution, and
population diversity maintenance under different complexity conditions of engineering problems.

Keywords: combined heat and power plant; moth-flame optimization; intelligent optimization
algorithm; inertial weight; integrated energy system

1. Introduction

Because of the rising cost of energy and the limited availability of fossil-fuel energy,
systems that are more efficient, such as cogeneration, have become more popular. At
present, the energy utilization rate of most power plants is less than 60%, but the fuel
utilization rate of cogeneration units is as high as 90%, and it can reduce 13–18% of
the pollutants (CO2, SO2, SOx and NOx). With the increasingly serious environmental
problems, reducing the use of fossil fuels and improving fuel utilization has become
a consensus. However, when the cogeneration units with nonlinear and non-convex
characteristics exist, making the best possible use of the electrical system is becoming
more and more difficult. It is a nonlinear, multi-constraint, and non-convex optimization
problem to solve the economic dispatch optimization issue of combined heat and power
(CHPED). The key is to minimize the total cost and meet the power and heat demand of the
system considering the constraints of the unit [1]. With the traditional pure mathematical
optimization algorithm, it is difficult to solve this problem. Many researchers have proposed
different optimization methods by applying heuristic algorithms. Motevasel et al. [2] used
the Modified Bacterial Foraging Optimization Algorithm. Then, there are the ant colony
optimization algorithm and simulated annealing algorithm [3], the Non-dominated Sorting
Genetic Algorithms-II [4], multi-objective particle swarm optimization [5], distributed
proximal strategy optimization [6], genetic algorithm [7], and so on.
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In northern China, coal, oil, and wind energy resources are abundant, while other
resources are relatively scarce. Power generating equipment is mainly composed of large
thermal power units. However, due to the influence of winter temperature, the demand
for heat load is large, so most of the installed units have the function of cogeneration,
which effectively improves the energy utilization rate. In reality, the operation condition
of cogeneration units is greatly constrained by the heat load, and the heat load is only
borne by the heat output of cogeneration, which directly leads to the decrease of peak
regulation capacity of units, resulting in large wind curtailment loss. Therefore, reasonable
optimal scheduling of cogeneration units and wind turbines has an important impact on
improving power system efficiency. Many scholars have researched this field. Iterative
methods are used to solve the CHPED model presented by Li et al. [8]. The model considers
the temperature dynamics of the district heating system and uses energy storage as a choice
to solve the optimization problem for managing wind energy variability. Luo et al. [9]
established a two-way conversion system for cogeneration by charging gas, fuel elements,
and heat preservation devices in the cogeneration organization to realize the two-way
conversion of electricity and gas and the decoupling of the two operation modes of cogen-
eration units, which greatly improved the adaptability of the system to extra wind power.
Niknam, Azizipanah-Abarghooee, Roosta and Amiri [1] considered the uncertainty of
wind power output, combined with the operation price model of wind and thermal power,
constructed the multi-objective dynamic optimization scheduling model considering unit
commitment, and used the multi-objective particle swarm optimization algorithm through
priority ranking and multi-subgroup co-evolution to solve the model. There are also some
references introducing electric boilers and heat storage systems in the arrangement to
effectively enhance the degree of adaptability of the system of combined heat and power
(CHP) units and reduce wind abandonment [10,11].

The main topic of this paper is the moth-flame optimization algorithm. Mirjalili [12]
presented a novel metaheuristics optimization algorithm based on the navigation strategy
of moths in nature. One of its most appealing features is that it requires no derivation
of information in the starting phase. In addition, it has a small number of parameters,
and is easy to implement, scalable, and flexible. So far, a variety of methods for solving
optimization issues, including binary, real (continuous), constraint, single-objective, multi-
objective, and multimodal moth-flame algorithm (MFO), have been developed. Several
research articles have been discussed and summarized. However, the algorithm also has
some defects and shortcomings.

The algorithm’s convergence speed has little effect on its performance. To accelerate
the algorithm’s convergence and allow moths to find the optimal solution faster, many
researchers have carried out a lot of research. Shehab et al. [13] applied the local-based algo-
rithm to MFO and added six popular solution selection schemes. The results show that the
proportional selection scheme has a fast search speed and high quality of solution selection.
Abd Elaziz et al. [14] mixed opposition-based learning technology and differential evolu-
tion technique with MFO to increase the algorithm’s quick convergence. The experimental
results show that this algorithm is superior to the existing meta-heuristic algorithm in the
performance index and optimal subset. Wu et al. [15] designed the moth moves straight to
the optimal position, and then added Levy flights to enhance the moth-flame optimization
technique. The identification results are compared to other optimization approaches to
validate the improved algorithm’s efficacy.

The original moth-flame optimization algorithm’s convergence rate is too quick
throughout the running process, and it is prone to enter a local optimum, resulting in
the inability to provide a high-quality optimal solution. Numerous research works have
been conducted to address this issue. Pelusi et al. [16] defined the mixed stage between
exploration and development by updating the fitness weight factor of moth position. The
results show that the post-well algorithm has achieved the best results in terms of search-
ability and convergence performance. Nguyen et al. [17] mixed the Lévy flight and the
logarithmic function to improve the convergence rate of the algorithm by using its flame
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update formula. The comparison results show that the improved algorithm achieves
better results than other algorithms in the competition. Taher et al. [18] improved the
effectiveness and robustness of the algorithm by changing the path of the moth forming
a new spiral around the flame. Dabba et al. [19] introduced a population-intelligent gene
selection algorithm based on the hybrid of quantum computing and moth flame optimiza-
tion algorithm—quantum moth flame optimization algorithm (QMFOA). QMFOA was
tested on 13 microarray datasets. The results showed that QMFOA had higher classifi-
cation accuracy and the ability to reduce the number of selected genes compared with
other algorithms.

Another problem of MFO is the lack of exploration ability. The flight range of moths is
not large enough, and the searchability is indirectly affected. There are still some defects
in the ability and range of finding solutions. Li et al. [20] introduced two new effective
strategies, Levy Flights and Dimension-by-Dimension Evaluation, to maintain a strong
global search capability and an effective balance between global search and local search.
Kaur et al. [21] increased the Cauchy distribution function to improve the exploration ability
and the best flame effect to improve the exploration efficiency, and uses the adaptive step
size and iterative division to maintain the balance between exploration and exploitation.
Pradhan et al. [22] proposed the orthogonal moth flame optimization algorithm and added
the concept of orthogonality. Statistical measures, convergence analysis, and complexity
measures show that the algorithm can effectively solve practical optimization problems.

The aforementioned methods tend to enhance the exploration ability of the algorithm.
However, sometimes the consideration of diversity is insufficient. For instance, Sheng
et al. [23] proposed a double flame generation strategy to generate two different types of
target flame to guide the moth’s flight. In addition, two different renewal strategies are
proposed to update the location of moths to maximize the balance between development
and exploration. The results show that the algorithm proposed in this paper has better
diversity and performance compared to other mature methods. Xu et al. [24] adopted the
Gaussian variation method to improve the population diversity of MFO. Then, a chaotic
local search is applied to the MFO flame update process to better excavate the locality of
the solution. Yu et al. [25] proposed an improved moth flame optimization algorithm based
on an annealing strategy and quantum rotation gate, which improved the advantages of
the algorithm in the local development process. The two engineering problems of feature
selection, pressure vessel design, and multi-disc clutch braking are effectively solved.

The main work of this paper is to improve the newly proposed moth-fire optimization
algorithm and to study the application of this algorithm in the related optimization prob-
lems of multi-energy scheduling complementarity in power systems. The research work
is mainly reflected in the following aspects: the mathematical model of the optimization
mechanism of the improved moth-flame optimization algorithm and the research into
the optimization performance of the algorithm. This paper also proposes the research on
multi-energy complementary scheduling engineering of power system based on improved
mothball optimization algorithm in extreme environment.

2. Moth-Flame Optimization

The MFO algorithm [12] sees moths as a potential solution and their position in space as
the variable. The moth may therefore exist in multiple dimensions by altering its location vector.
Because the MFO approach uses swarm intelligence, the population of moths may be expressed
as Equation (1) in the matrix. The description of related symbols is given in Table A1.

M =


m1,1 m1,2 · · · m1,d
m2,1 m2,2 · · · m2,d

...
...

...
...

mn,1 mn,2 · · · mn,d

 (1)
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Among them, n is the number of moths, whereas d denotes the number of control
variables in the dimension of the optimization problem. Additionally, a column of fitness
value vectors corresponding to these moths is predicted, as indicated in Equation (2).

OM =


OM1
OM2

...
OMn

 (2)

To avoid entering a local optimum and significantly increase the individual’s universal
search capabilities, the MFO approach mandates that each moth updates its position using
just the matching unique flame. As a consequence, the flame position and the moth location
in the search space are both variable vectors of the same dimension, which are expressed as
Equation (3).

F =


F1,1 F1,2 · · · F1,d
F2,1 F2,2 · · · F2,d

...
...

...
...

Fn,1 Fn,2 · · · Fn,d

 (3)

Additionally, it is hypothesized that these flames correlate to a column in the fitness
vector, which is expressed as Equation (4).

OF =


OF1
OF2

...
OFn

 (4)

Variables in the two matrices have distinct updating strategies throughout the iteration.
The flame represents the ideal location that has been repeatedly optimized so far, and the
moth represents a seeking person traveling around the search space. A similar flame
surrounds each moth. It is updated to the location of the flame in the following generation
whenever a better solution has been identified. The algorithm will virtually never miss a
chance to locate the global optimum solution in the optimization method if this approach is
used. The location update method of each moth relative to the flame may be described by
Equation (5) in order to develop a mathematical model of moth flying behavior in response
to the flame

Mi = S(Mi, Fj) (5)

where Mi denotes the ith moth, Fj represents the jth flame, and S stands for the spiral
function. Equation (7) defines the spiral function of the moth’s flight path. This is presented
in Figure 1.

Di =
∣∣Fj − Mi

∣∣ (6)

S
(

Mi, Fj
)
= Di × ebt × cos(2πt) + Fj (7)
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t donates a random number between [−1, 1] in the interval between the ith moth and
the jth flame, and Di specifies the linear distance between the ith moth and the jth flame.

3. The Proposed Methods

This section discusses the three critical components that comprise the MFO and
explains how they work. Finally, the suggested method’s computational complexity
is evaluated.

3.1. Uniform Initialization

Random initialization, chaotic initialization, and opposition-based initialization do
not effectively alleviate the problem of aggregation of moths in the process of finding
solutions, which directly leads to moths in the local optimum for a long time so that they
cannot reach the global optimum quickly and accurately. It is also possible that some
regions are skipped to explore, while other regions conduct multiple searches, which
greatly prolongs the search time of the moth and reduces its search efficiency. In this paper,
the unified initialization method of the moth is adopted to make the moth more fully
traverse the entire exploration area. The first row randomly selects the position of the moth
X = [X11, X12, . . . , X1D] as the base point. To guarantee the unpredictability of the moth
solution, Row 2–4 creates a D(n − 1) random matrix R = [R1, R2, . . . , RD]. Lines 5–12
divide each dimension’s length by n to get the shortest distance between moths in that
dimension. Moths are uniformly dispersed in each dimension in lines 5–12 to avoid moth
aggregation into a local optimum [26].

3.2. Inertial Weights

The fundamental cause of the MFO algorithm’s early convergence is usually thought
to be a lack of population variety. As a result, its diversity is critical to the population
optimization procedure. When a population has a lot of variety, it will try to expand its
range in a small space. To put it another way, a high population diversity indicates that a
big portion of the search space has been explored. The algorithm’s search space shrinks due
to the fast loss of variety in the evolution process. Moth location updates are grouped into
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two kinds in MFO. Each moth flies around the appropriate flame and updates its location
when the number of moths is less than or equal to the number of flames. When the number
of moths exceeds the number of flames, the adaptive flame reduction method forces all
moths to use the same flame update point. The inertia weight of real-time feedback control is
introduced to the first scenario in this study, and the moth’s update relation is Equation (8).

S
(

Mi, Fj
)
= ω × Di × ebt × cos(2πt) + Fj (8)

The lower the ω number, the more probable that all populations in the search space
will converge to the ideal place. Equation (9) proposes an inertia weight.

ω =
e2(1−T/Tmax) − e−2(1−T/Tmax)

e2(1−T/Tmax) + e−2(1−T/Tmax)
(9)

3.3. Dynamic Variable Spiral Position Update Strategy

The moth will change the traveling distance of each position update throughout the
seeking process based on the spiral shape between the flame location and its position. This
is presented in Figure 2. Dynamic programming is used to tackle the issue of decision
process optimization [27]. In the spiral pathfinding Equation (8), b is a constant that controls
the spiral shape, which is generally set to a constant, and the speed of each position update
is adjusted according to different spiral radians. However, setting b to a constant value
will result in the moth’s spiral movement being too singular during the search process,
each time following the fixed spiral close to the target, making it easy to fall into the
misunderstanding of the local optimal solution and weakening the algorithm’s global
search capability. To address this issue and allow the moth to build more different search
pathways for position updating, we present the concept of variable spiral search [28]. This
work enhanced the technique, optimized the moth’s flying route, and significantly increased
the moth’s seeking efficiency. Argument b is intended to be a variable that varies in value
as the number of iterations increases. The spiral form of the moth is constantly altered
to maximize the moth’s capacity to explore the unknown region, which consequently
improves the algorithm’s global search capability. Equation (10) is as follows after merging
adaptive weights: {

S
(

Mi, Fj
)
= ω × Di × ebt × cos(2πt) + Fj

b = ek×sin(Π×(1−( t
tmax )))

(10)
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b is modeled after the spiral mathematical model. The spiral form is dynamically
modified based on the initial spiral model by adding the iterations. The factor b will grow in
value as the number of generations increases, resulting in a spiral form that transitions from
big to tiny. The moth hunts for the target with a huge spiral form early in the algorithm,
and the moth explores the global optimum solution as much as possible to increase the
algorithm’s global optimal search capability. Later in the process, the moth explores the
target with a little spiral form to increase the program’s optimization accuracy.

This paper uses the above three mechanisms to propose an improved moth fire
suppression algorithm (IUVMFO). To illustrate the mechanism of IUVMFO, the pseudocode
of IUVMFO is shown below (Figure 3).
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4. Case Study
4.1. Benchmark Function Test

This paper selects the benchmark function of CEC2017 to evaluate the suggested IU-
VMFO algorithm’s performance and compares it with the standard MFO algorithm and
moth-flame optimization algorithm based on diversity and mutation strategy (DMMFO) [29].
CEC2017 comprises four parts: three unimodal Functions (1–3), thirteen simple multimodal
Functions (4–16), six hybrid Functions (17–21), and eight composite Functions (21–30). De-
tailed information on CEC2017 is introduced in Table A2.
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4.1.1. Parameter Setting

The parameter setting of the metaheuristic algorithm affects the convergence perfor-
mance. In Equation (9), the MFO algorithm’s primary control parameter is b. The dynamic
variable spiral strategy is used to adjust the path of the moth, and the dynamic factor
k is used to adjust the parameter b. This parameter setting directly affects the shape of
the number spiral curve. To investigate the effect of various k values on the algorithm
and analyze the influence of the k value on the convergence of the algorithm, this article
implements the enhanced algorithm for six distinct kinds of functions. Fixed parameters:
n = 100, MaxFEs = 1000 dim. Tables 1–3 illustrate the test results for three distinct dimen-
sions at various k values. When k = 5, the optimization results of five functions are the best.
As the dimension increases, the convergence result of the F1 function is not ideal. However,
F17 and F25 always show good test results, and the convergence results under other k
values are not significantly different. So, the k value in this article is 5. To achieve fairer
purposes, throughout this paper, all algorithms are performed in the same environment.
Matlab2020b is used to execute all algorithms. Windows 10 is the operating system used
in the simulation. The CPU is an Intel Core i7 running at 2.3 GHz. The experimental
settings are as follows: population size equal to 50, MaxFES equal to 1000 dim. Each
algorithm is independently executed 50 times and accumulates execution results on 10, 30,
and 50 dimensions. Then, the collected results were statistically analyzed. All algorithms
and their versions have control settings that are in line with the relevant research.

Table 1. The 10-dimensional function test.

Function 10 dim

k = 1 k = 3 k = 5 k = 7 k = 9

F1 Mean 5.521 × 103 5.468 × 103 5.583 × 103 3.750 × 103 6.906 × 103

Std 5.058 × 103 5.402 × 103 4.366 × 103 4.420 × 103 5.301 × 103

F6 Mean 6.001 × 102 6.001 × 102 600 7.281 × 102 6.001 × 102

Std 0.522 0.249 1.218 × 10−11 1.234 × 10−6 0.011

F17 Mean 1.741 × 103 1.739 × 103 1.737 × 103 1.739 × 103 1.739 × 103

Std 20.683 15.619 10.212 13.445 17.566

F20 Mean 2.048 × 103 2.031 × 103 2.027 × 103 2.028 × 103 2.036 × 103

Std 27.623 18.024 11.799 19.623 12.091

F25 Mean 2.917 × 103 2.938 × 103 2.942 × 103 2.899 × 103 2.937 × 103

Std 24.231 20.089 13.389 23.692 19.885

F30 Mean 2.621 × 103 2.622 × 103 2.623 × 103 2.617 × 103 2.618 × 103

Std 6.718 10.148 5.909 6.412 9.195

Table 2. The 30-dimensional function test.

Function 30dim

k = 1 k = 3 k = 5 k = 7 k = 9

F1 Mean 1.816 × 109 2.127 × 109 2.819 × 109 3.416 × 109 1.470 × 109

Std 1.618 × 109 3.468 × 109 3.336 × 109 4.125 × 109 2.529 × 109

F6 Mean 6.147 × 102 6.162 × 102 6.121 × 102 6.124 × 102 6.125 × 102

Std 7.670 14.072 7.161 5.631 8.181

F17 Mean 2.332 × 103 2.436 × 103 2.239 × 103 2.28 × 103 2.258 × 103

Std 2.702 × 102 2.373 × 102 1.980 × 102 2.353 × 102 1.988 × 102

F20 Mean 2.587 × 103 2.564 × 103 2.547 × 103 2.550 × 103 2.679 × 103

Std 2.350 × 102 1.803 × 102 1.780 × 102 2.317 × 102 2.718 × 102

F25 Mean 2.974 × 103 2.973 × 103 2.968 × 103 2.970 × 103 2.969 × 103

Std 84.969 65.701 1.090 × 102 60.395 71.729

F30 Mean 2.783 × 103 2.775 × 103 2.772 × 103 2.773 × 103 2.782 × 103

Std 25.436 24.722 27.266 34.693 22.763
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Table 3. The 50-dimensional function test.

Function 50dim

k = 1 k = 3 k = 5 k = 7 k = 9

F1 Mean 1.670 × 1010 1.092 × 1010 1.517 × 1010 1.156 × 1010 1.267 × 1010

Std 1.076 × 1010 5.565 × 109 8.465 × 109 4.889 × 109 6.986 × 109

F6 Mean 6.302 × 102 6.273 × 102 6.271 × 102 6.292 × 102 6.400 × 102

Std 5.667 5.333 6.783 6.927 7.914

F17 Mean 3.606 × 103 3.487 × 103 3.485 × 103 3.830 × 103 3.580 × 103

Std 3.899 × 102 3.773 × 102 3.743 × 102 3.911 × 102 4.064 × 102

F20 Mean 3.383 × 103 3.363 × 103 3.118 × 103 3.419 × 103 3.276 × 103

Std 3.766 × 102 3.275 × 102 4.182 × 102 3.516 × 102 3.217 × 102

F25 Mean 4.331 × 103 4.019 × 103 3.603 × 103 3.664 × 103 3.645 × 103

Std 1.161 × 103 8.093 × 102 3.735 × 102 3.921 × 102 3.872 × 102

F30 Mean 3.151 × 103 3.129 × 103 3.060 × 103 3.075 × 103 3.070 × 103

Std 60.029 34.095 64.180 48.276 45.017

4.1.2. Evaluation Criteria

This article presents the generally used evaluation indices, such as the average con-
vergence value and standard deviation, in order to assess the algorithm’s performance.
Both the standard deviation and the mean value indicate the accuracy of the algorithm in
convergence tests. The Wilcoxon signed-rank test is also used in this work to compare the
two methods in further detail. The algorithm’s benefits and downsides are evaluated using
a small sample size. Both algorithms’ convergence results are paired and subtracted, and
R+ and R are recorded as a consequence of this procedure for each test function. Generally
speaking, when the number of R+ is more than the number of R, the former method is
considered to be superior, and vice versa. The significance threshold is often set at 0.05
in this article. This work compares algorithms and uses symbols to show which ones are
better (‘+’), worse (i.e., ‘−’), and equal (‘=’). The entire difference between the symbols ‘+’
and ‘−’ is represented by gm.

4.2. The Problem of Economic Dispatch of Cogeneration

This problem was raised by Sohrabi et al. [30]. There are three units in this engineering
problem, namely the pure power unit, CHP unit, and pure heat unit in Figure 4.
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The objective function of the problem is to minimize the operating cost of the system
under constraint conditions. The objective function is defined as:

OF =
Np

∑
m=1

Cm(Pp
m) +

NC

∑
n=1

Cn(Pc
n , Hc

n) +
Nh

∑
n=1

Cs(Hh
s ) (11)

where Cm(Pp
m) represents the cost of operation of the mth pure power unit generating

Pp
m MW. Cn(Pc

n , Hc
n) is defined as the operating cost of the nth cogeneration unit for the

production of Pc
n MW power, and Hc

n MWth thermoelectric power. The operating cost of
the pure heat unit in the production of Hh

s MWth thermal power is Cs(Hh
s ). Np, Nc, and Nh

are the total number of pure power, CHP, and pure heat units, m, n, and s are the indicators
of the above units. The unit cost function is formulated as:

Cm(Pp
m) = αm(Pp

m)
2
+ βmPp

m + γm (12)

Cn(Pc
n, Hc

n) = an(Pc
n )

2 + bnPc
n + cn + dn(Hc

n)
2 + en Hc

n + fnPc
n Hc

n (13)

Cs(Hh
s ) = as(Hh

s )
2
+ bsHh

s + cs (14)

In Equation (11), αm, βm, and γm are the calculation coefficients of the operation cost
of the mth pure power unit. In Equation (12), an, bn, cn, dn, en, and fn are the constant cost
coefficients related to the nth CHP unit, and as, bs, and cs are the operating cost function
coefficients of sth pure heat units in Equation (13).

The total amount of electricity and heat generated by the system should fulfill the
following power and heat requirements:

NP

∑
m=1

Pp
m +

Nc

∑
n=1

Pc
n = Pd + Ploss (15)

Nc

∑
n=1

Hc
n +

Nh

∑
s=1

Hh
s = Hd (16)

Pd and Hd are the normal power demand and normal heat demand, respectively. Ploss
is the transmission loss generated in the whole cogeneration. Power and heat generated by
the power system should be within the acceptable range of each unit:

Ppmin
m ≤ Pp

m ≤ Ppmax
m (17)

Pcmin
n (Hc

n) ≤ Pc
n ≤ Pcmax

n (Hc
n) (18)

Hcmin
n (Pc

n) ≤ Hc
n ≤ Hcmax

n (Pc
n) (19)

Hhmin
s ≤ Hh

s ≤ Hhmax
s (20)

where Ppmin
m and Ppmax

m represent the lower limit and upper limit of pure power unit,
respectively. Pcmin

n , Hcmin
n , and Hcmax

n are the minimum and maximum electrical power and
thermal power outputs of CHP units, respectively. In addition, Hhmin

s and Hhmax
s represent

the lower and upper limits of pure thermal units, respectively.
A pure power unit, two cogeneration units, and a pure heat unit make up the whole

cogeneration system. To simplify the computation process and to facilitate the calculation,
this paper ignores the transmission loss of the power system. Demands for power and heat
are 200 MW and 115 MW, respectively. Cost functions for pure power (Equation (21)) and
pure thermal power (Equation (22)) units are considered linear.

C1(P1) = 50P1; 0 ≤ P1 ≤ 150 (21)

C4(H4) = 23.4H4; 0 ≤ H4 ≤ 2695.2 (22)
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Cost coefficients of CHP units are shown in Table 4. In addition, the feasible thermo-
electric operating area of CHP is shown in Figures 5 and 6.

Table 4. Cost coefficient of CHP unit.

Unit a b c d e f

2 0.0345 14.5 2650 0.03 4.2 0.031
3 0.0435 36 1250 0.027 0.6 0.011
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4.3. The Problem of Economic Dispatch in Light Load and Wind Power Unpredictability

This problem was raised by Pourghasem et al. [31]. The main objective of this en-
gineering challenge is to find the best possible output from each unit for each hour and
scenario, under the condition of meeting the requirements of electricity and heat load and
other operational constraints. The whole system is composed of pure power, cogeneration,
pure heat unit, and wind turbine in Figure 7.
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4.3.1. Scenario-Based Uncertainty Model

In this problem, power load demand and wind energy are uncertain. In order to model
the uncertainty, this paper selects the scenario-based model and uses the wheel mechanism
to generate the system demand scenario. Random variables with known probability density
functions are used to represent the prediction error related to loading demand and wind
power, and the probability density function of each random variable is discretized. The
seven intervals in Figure 8 are centered on the zero means. The width of each interval is
equal to the standard deviation (σ) of the prediction error, and σ is equal to 10% of the
predicted value. The probability of each interval at time t is represented by αi,t. As shown
in Equation (23), the sum of the cumulative probability of the interval is 1.

7

∑
i=1

αi,t = 1 (23)

In order to create the scene required by the system, the random number in the inter-
val [0, 1] is generated to compare with the cumulative probability starting from the last
interval. Select the first interval where the cumulative probability is equal to or less than a
random number, and the binary parameter associated with this interval becomes equal to
1. Therefore, as shown in Equation (24), each scene has a binary vector, which shows the
binary parameters of power load demand and wind power interval.
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scene(s) =
[

BL
(1,t,s), · · · , BL

(7,t,s), . . . , BW
(1,t,s), · · · , BW

(7,t,s)

]
t=1,··· ,24

(24)

BL
(interval,t,s) and BW

(interval,t,s) are binary parameters of power load demand and time t
interval of wind power generation in scene s, respectively. The following formula calculates
the probability of each scene

πs =

∏24
t=1 (

7
∑

m=1
(BL

m,t,s × αm,t)×
7
∑

n=1
(BW

n,t,s × βn,t))

Ns
∑

s=1
(∏24

t=1 (
7
∑

m=1
(BL

m,t,s × αm,t)×
7
∑

n=1
(BW

n,t,s × βn,t)))

(25)

The scenario-based model is chosen to represent uncertainty of wind power in prob-
lems. Scenario reduction is performed on the modified system model. The probability
of situations is denoted by πs, αm,t, and βn,t are the demand probability of electricity
consumption and the output probability of wind power at time m and time n, respectively.

Although a large number of scenarios can accurately simulate power load demand
and wind energy uncertainty, the computation time and memory required will increase
significantly. In this chapter, the fast-marching algorithm is used to reduce the number of
generated scenes and accelerate the computational efficiency of the project. Consider the
original scene set with Ns scenes and the selected scene set Ψ, and the final selected scene
set Ψ∗

s and N∗
s scenes. The steps of the algorithm are as follows:

Step 1: Calculate the distance between each pair of scenes.
Step 2: Calculate the average distance between each scene and other scenes. Select the

smallest distance scene as the first selected scene.
Step 3: Calculate the distance between each unselected scene and the selected scene.

The scene that minimizes the distance is the next selected scene. The selected and unselected
scene sets will be updated.

Step 4: Add the probability of each unselected scene to its nearest selected scene.
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In order to solve the SDED problem, 1000 scenes were generated and reduced to
10 scenes by using the fast-marching algorithm.

4.3.2. Objective Function

The overall system consists of four pure power units, two cogeneration units, one
pure heat unit, and two units of 55-MW wind turbine. Consider the valve point effect to
show the ability of the proposed method. Forecasts of electricity and heat demand take
random values between150 MWth and 600 MWth, respectively. Table 5 provides the cost
function coefficients of pure power devices. Table 6 lists the cost coefficient of cogeneration
units, and Table 7 lists the cost coefficient of only heating units. In addition, Figures 5 and 6
depict the feasible operation area of thermal power of cogeneration units. The parameters
related to the wind turbine are shown in Table 8.

Table 5. Cost coefficients for power-only units.

Unit α β γ λ ρ Pp,min Pp,max

1 0.008 2 25 100 0.042 10 75
2 0.003 1.8 60 140 0.04 20 125
3 0.0012 2.1 100 160 0.038 30 175
4 0.001 2 120 180 0.037 40 250

Table 6. Cost coefficients for CHP units.

Unit a b c d e f

5 0.0345 14.5 2650 0.03 4.2 0.031
6 0.0435 36 1250 0.027 0.6 0.011

Table 7. Cost coefficients for heat-only unit.

Unit a b c Hmin Hmax

7 0.038 2.0109 950 0 2695.2

Table 8. Wind turbines parameters.

Rated Power (MW) Cut-in Speed (m/s) Rated Speed (m/s) Cut-Off Speed (m/s)

2 3 13 25

The engineering problem’s objective function is defined as follows:

OF =
Ns

∑
s=1

πs

24

∑
t=1

(
Np

∑
m=1

Cm(Pp
m,t,s) +

Nc

∑
n=1

(
Pc

n,t,s, Hc
n,t,s
)
+

Nh

∑
k=1

Ck(Hh
k,t,s)) (26)

where the generation cost of the mth pure power unit in the production of Pp
m MW power

is expressed as Cm(Pp
m). Cn(Pc

n, Hc
n) represents the cost of generating Pc

n MW power and
Hc

n MWth thermoelectric power from the nth cogeneration unit. Ck(Ph
k ) is the power

generation cost of pure heat units in the production of Hh
k MWth thermal power. Np, Nc,

and Nh are the entire amounts of pure power, CHP, and pure heat units; m, n, and k are the
indicators of the above units. Ns is the total number of scenes, s is the number of scenes
index. The cost function and correlation coefficient of the above units are as follows:

Cm(Pp
m,t,s) = αm(Pp

m,t,s)
2
+ βm pp

m,t,s + γm +
∣∣∣λm sin(ρm(Pp,min

m − Pp
m,t,s)

∣∣∣ (27)

Cn
(

Pc
n,t,s, Hc

n,t,s
)
= an(Pc

n,t,s)
2 + bnPc

n,t,s + cn+dn(Hc
n,t,s)

2 + en Hc
n,t,s + fnPc

n,t,sHc
n,t,s (28)

Ck(Hc
k,t,s) = ak(Hh

k,t,s)
2
+ bk Hh

k,t,s + ck (29)
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αm, βm, γm, and ρm are the cost coefficients of pure power units; an, bn, cn, dn, en, and fn
are the cost coefficients of CHP units; ak, bk, and ck are the cost function coefficients related
to pure heat units. The current wind speed and wind turbine characteristics constitute the
power generation of the wind turbine, the formula is as follows:

P f
w,t =


0
Pmax × ( Vt−VCL

VR−VCL
)

Pmax

Vt � VCO, Vt ≺ VCL
VCL ≤ Vt ≤ VR
VR ≤ Vt ≤ VCO

 (30)

where P f
w,t denotes the wind turbine’s expected output at time t. VCO, VCL, and VR are wind

turbine cut-off speed, cut-in speed, and rated speed. When it comes to wind turbines, Pmax

is the turbine’s maximum output power, and Vt denotes the wind speed forecast for time t.
The only equality constraint is the electric heating demand balance equation:

Np

∑
m=1

Pp
m,t,s +

Nh

∑
n=1

Pc
n,t,s = Pd,t,s (31)

Nc

∑
n=1

Pp
m,t,s +

Nh

∑
k=1

Hh
k,t,s = Hd,t (32)

In the selected Scenario s, the power and thermal energy requirements are Pd,t,s and
Hd,t at time t, respectively. Each unit’s yield must fall within the following range:

Pp,min
m ≤ Pc

m,t,s ≤ Pp,max
m (33)

Pc,min
n (Hc

n) ≤ Pc
n,t,s ≤ Pc,max

n (Hc
n) (34)

Hc,min
n (Pc

n) ≤ Hc
n,t,s ≤ Hc,max

n (Pc
n) (35)

Hh,min
k ≤ Hh

k,t,s ≤ Hh,max
k (36)

where Pp,min
m and Pp,max

m denote the pure power unit’s lowest and maximum output powers.
Pc,min

n and Pc,max
n denote the lowest and maximum output limitations of a combined heat

and power unit, respectively. Hc,min
n and Hc,max

n are the heat output limitations of the CHP
unit. Hh,min

k and Hh,max
k represent the top and lower bounds of pure heat units, respectively.

5. Results and Discussion
5.1. Comparative Analysis of CEC2017 Test Function Results

In this paper, the IUVMFO algorithm, MFO algorithm, and DMMFO algorithm in
three dimensions of all CEC2017 functions are compared. Due to the limited space, this
paper only shows and discusses the algorithm comparison of CEC2017 composite function
in 50 dimensions, other comparison results were listed in Tables A3–A5.

The comparative results for the composite text functions in Table 9, Figures 9 and 10
are shown. The suggested IUVMFO outperforms MFO and DMMFO on F29 and F30. It
continues to provide apparent benefits in the following seven test functions. DMMFO
performs very well on F23 in each dimension and on F24, F25, F27, and F28 in the inter-
mediate and upper dimensions. These five methods, however, are incapable of finding
the global optimum solution. Functional tests in 50-dimensional F26 indicate that the two
upgraded methods perform worse than the MFO algorithm, while the improved IUVMFO
algorithm increases the solution accuracy. As a result, this method performs better than
both MFO and DMMFO in the combined test function. The findings above demonstrate
that the diversity weight and approach for varying the moth flight route provided in this
study greatly increase the algorithm’s optimization performance.
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Table 9. Statistics of 50-dimensional Function Test Results.

Function MFO DMMFO IUVMFO

F21 Mean 2.679 × 103 2.676 × 103 2.623 × 103

Std 49.365 30.603 42.085
Evaluation + =

F22 Mean 1.056 × 104 1.280 × 104 1.012 × 104

Std 8.093 × 102 5.640 × 102 5.591 × 102

Evaluation + +

F23 Mean 3.127 × 103 3.126 × 103 3.030 × 103

Std 63.224 41.230 44.990
Evaluation + =

F24 Mean 3.194 × 103 3.273 × 103 3.164 × 103

Std 26.224 43.179 51.141
Evaluation - =

F25 Mean 5.505 × 103 5.372 × 103 3.603 × 103

Std 1.737 × 103 9.315 × 102 3.735 × 102

Evaluation + +

F26 Mean 8.002 × 103 8.231 × 103 7.256 × 103

Std 5.023 × 102 5.499 × 102 6.000 × 102

Evaluation = +

F27 Mean 3.522 × 103 3.726 × 103 3.450 × 103

Table 9. Cont.

Function MFO DMMFO IUVMFO

Std 72.958 78.405 73.721
Evaluation = +

F28 Mean 7.550 × 103 6.966 × 103 7.056 × 103

Std 1.121 × 103 1.132 × 103 1.475 × 103

Evaluation = -

F29 Mean 5.156 × 103 5.313 × 103 4.656 × 103

Std 5.175 × 102 4.464 × 102 4.259 × 102

Evaluation + +

F30 Mean 3.085 × 103 3.129 × 103 3.060 × 103

Std 49.062 31.117 64.18
Evaluation + -

+/−/=/gm 11/3/6/8



Energies 2022, 15, 3410 17 of 30

Energies 2022, 15, x FOR PEER REVIEW 17 of 32 
 

 

limitations of the CHP unit. h,min
kH  and h,max

kH  represent the top and lower bounds of 
pure heat units, respectively. 

5. Results and Discussion 
5.1. Comparative Analysis of CEC2017 Test Function Results 

In this paper, the IUVMFO algorithm, MFO algorithm, and DMMFO algorithm in 
three dimensions of all CEC2017 functions are compared. Due to the limited space, this 
paper only shows and discusses the algorithm comparison of CEC2017 composite 
function in 50 dimensions, other comparison results were listed in Tables A3–A5. 

The comparative results for the composite text functions in Table 9, Figures 9 and 10 
are shown. The suggested IUVMFO outperforms MFO and DMMFO on F29 and F30. It 
continues to provide apparent benefits in the following seven test functions. DMMFO 
performs very well on F23 in each dimension and on F24, F25, F27, and F28 in the 
intermediate and upper dimensions. These five methods, however, are incapable of 
finding the global optimum solution. Functional tests in 50-dimensional F26 indicate that 
the two upgraded methods perform worse than the MFO algorithm, while the improved 
IUVMFO algorithm increases the solution accuracy. As a result, this method performs 
better than both MFO and DMMFO in the combined test function. The findings above 
demonstrate that the diversity weight and approach for varying the moth flight route 
provided in this study greatly increase the algorithm’s optimization performance. 

 
Figure 9. The result curve of F22. 

Figure 9. The result curve of F22.
Energies 2022, 15, x FOR PEER REVIEW 18 of 32 
 

 

 
Figure 10. The result curve of F25. 

Table 9. Statistics of 50-dimensional Function Test Results. 

Function  MFO DMMFO IUVMFO 
F21 Mean 2.679 × 10³ 2.676 × 10³ 2.623 × 10³ 

 Std 49.365 30.603 42.085 
 Evaluation + =  

F22 Mean 1.056 × 104 1.280 × 104 1.012 × 104 
 Std 8.093 × 102 5.640 × 102 5.591 × 102 
 Evaluation + +  

F23 Mean 3.127 × 10³ 3.126 × 10³ 3.030 × 10³ 
 Std 63.224 41.230 44.990 
 Evaluation + =  

F24 Mean 3.194 × 10³ 3.273 × 10³ 3.164 × 10³ 
 Std 26.224 43.179 51.141 
 Evaluation - =  

F25 Mean 5.505 × 10³ 5.372 × 10³ 3.603 × 10³ 
 Std 1.737 × 10³ 9.315 × 102 3.735 × 102 
 Evaluation + +  

F26 Mean 8.002 × 10³ 8.231 × 10³ 7.256 × 10³ 
 Std 5.023 × 102 5.499 × 102 6.000 × 102 
 Evaluation = +  

F27 Mean 3.522 × 10³ 3.726 × 10³ 3.450 × 10³ 
 Std 72.958 78.405 73.721 
 Evaluation = +  

F28 Mean 7.550 × 10³ 6.966 × 10³ 7.056 × 10³ 
 Std 1.121 × 10³ 1.132 × 10³ 1.475 × 10³ 
 Evaluation = -  

F29 Mean 5.156 × 10³ 5.313 × 10³ 4.656 × 10³ 
 Std 5.175 × 102 4.464 × 102 4.259 × 102 
 Evaluation + +  

F30 Mean 3.085 × 10³ 3.129 × 10³ 3.060 × 10³ 
 Std 49.062 31.117 64.18 
 Evaluation + -  

Figure 10. The result curve of F25.

5.2. Comparative Analysis of the Results of Economic Dispatch of Cogeneration

Due to the inevitability of prediction error, the optimal operational process often
deviates from the plan (Jiang et al., 2018). In order to further compare the search ability
of the algorithm and avoid the randomness of the algorithm, the proposed algorithm and
the comparison algorithm are executed 100 times, and the solution changes are shown in
Figures 11–13. It should be noted that Table 10 not only reports the best solutions for all
solutions but also compares the time spent on 100 runs of various algorithms. In addition,
the convergence of their best solutions is shown in Figure 14.
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Table 10. Comparison of results for economic dispatch of cogeneration.
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Table 10 shows the cost and running time of different algorithms. The experimental
results show that the optimized cost of the IUVMFO algorithm is $9527.075, which is
smaller than that of MFO and improved DMMFO and can provide valuable operation
strategies. Compared with other algorithms, the IUVMFO algorithm has good optimiza-
tion performance, strong robustness, and fast convergence speed, which can better solve
the problem of economic optimal dispatching of the power system. It can be seen from
Figures 11–13 that compared with the MFO algorithm and DMMFO algorithm, the im-
proved IUVMFO algorithm runs 100 times independently in system engineering. It can be
seen from the graph that although the convergence results of the objective function of the
three algorithms are close, the convergence speed and solution-seeking time are compared.
Due to the unified initialization of the IUVMFO algorithm and the improvement of the dy-
namic variable spiral moth path, the IUVMFO algorithm shows obvious advantages, which
can find the best power value faster and smoother, and achieve the goal of minimum cost.

5.3. Comparative Analysis of the Results of Economic Dispatch Considering the Uncertainty of
Load and Wind Power

In order to further verify the robustness of the algorithm and solve the constraints of
complex power systems and extreme environments, the effectiveness of IUVMFO under
three conditions of the integrated energy system was discussed in this section and compared
to other algorithms.

5.3.1. Results of Deterministic Dynamic Economic Scheduling Problem

Firstly, the deterministic dynamic economic scheduling problem is solved 100 times,
and the results are shown in Table 11. The optimal solution ranges of the IUVMFO
algorithm, MFO algorithm, and DMMFO algorithm during 100 runs are shown in Figure 15.

Table 11. Comparison of results for economic dispatch of cogeneration.

Algorithm MFO DMMFO IUVMFO

P1 (MW) 50 54 75
P2 (MW) 30 20 20
P3 (MW) 30 30 30
P4 (MW) 40 95 40
P5 (MW) 81 81 81
P6 (MW) 40 40 40

H1 (MWth) 0 0 0
P7 (MW) 0 0 0
P8 (MW) 128 125 170
Cost ($) 242,231.2 242,231.2 242,231.2
Time (s) 150 130 70

Table 12 shows the cost and running time of different algorithms. The experimental
results show that the optimization cost of the IUVMFO algorithm is $242,231.2, which
is close to that of the MFO algorithm and the improved DMMFO algorithm. The cost
time of IUVMFO decreased 53.3% and 46% compared to the original MFO and DMMFO,
respectively. It can be seen from Figure 15 that the IUVMFO algorithm is faster in finding
the optimal solution for the cost function. The IUVMFO algorithm has good optimization
performance, strong robustness, and fast convergence speed, therefore can better solve the
economic optimization scheduling problem of the power system.
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Table 12. Comparison of results for economic dispatch of cogeneration.

Algorithm MFO DMMFO IUVMFO

P1 (MW) 50 54 75
P2 (MW) 30 20 20
P3 (MW) 30 30 30
P4 (MW) 40 95 40
P5 (MW) 81 81 81
P6 (MW) 40 40 40

H1 (MWth) 0 0 0
P7 (MW) 0 0 0
P8 (MW) 128 125 170
Cost ($) 402,171.2 385,762.2 372,457.7
Time (s) 150 130 70

5.3.2. Results of Stochastic Dynamic Economic Scheduling Problem

Due to unavoidable prediction errors in actual operation [32], the uncertainty of power
load demand and wind energy are taken into account. Moreover, in order to verify the
effectiveness of the proposed method, the uncertainty of power load demand and wind
energy are considered in this case.

IUVMFO is carried out in this case compared to MFO and DMMFO. In Table 12,
IUVMFO obtained the lowest cost of $372,457.7 and the shortest time of 70 s. The results
indicated that the suggested IUVMFO handles this issue successfully and gives the optimal
design strategy. However, it can be seen from Figures 16–18 that the stability of the IUVMFO
algorithm is better than MFO and DMMFO after 100 independent operation.
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It can be seen from Figure 19 that the objective function of the IUVMFO algorithm
is the fastest and best to converge to the optimal value in the three algorithms. Whether
it is the convergence rate of the solution time, due to the inertia weight of the IUVMFO
algorithm and the improvement of the dynamic variable spiral moth path, the IUVMFO
algorithm shows obvious advantages. The constraint conditions are used separately to
achieve the minimum cost goal and achieve multi-energy complementarity.
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5.3.3. Results of Stochastic Dynamic Economic Scheduling Problem under
Extreme Conditions

Three group values of wind speed were tested in this case to verify the effectiveness
of IUVMFO under extreme conditions. The detailed wind speed data are given in Table 13.

Table 13. Comparison of results for economic dispatch of cogeneration.

Algorithm
Strong Wind Weak Wind

Cost ($) Time (s) Cost ($) Time (s)

MFO 498,257.2 150 491,257.07 150
DMMFO 485,675.1 130 486,632.2 130
IUVMFO 473,615.2 70 463,214.1 70

We simulate the strong and weak wind environment by amplifying and reducing the
24-h wind speed (Table A6) in the project by a factor of 10, respectively. Through Table 13
and Figures 20 and 21, it can be seen that the operation cost of IUVMFO in two extreme
conditions is $473,615.2 and $463,214.1, respectively, which is lower than that of MFO and
DMMFO, and the convergence speed of the objective function is better. The proposed
method showed satisfactory performance under two extreme conditions and demonstrated
better accuracy and speed in convergence.
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6. Conclusions

Three successful enhancement strategies are introduced into MFO in this research to
improve the algorithm’s performance to overcome premature convergence. First, the moth’s
solution range is increased by unified initialization. Second, the inertia weight of real-time
feedback control is inserted in the particular position update stage. Third, the moth-variable
spiral position update approach is implemented. The suggested technique was evaluated
using CEC2017 series functions, as well as the average value, standard deviation, and
Wilcoxon rank test. The effectiveness of the proposed methods had been verified in the
CHP. In the second engineering problem, the deterministic and stochastic problems are
introduced, and the system optimization is carried out under extreme conditions. The
results show that the IUVMFO algorithm has good optimization performance, strong
robustness, and fast convergence speed, which can better solve the economic optimization
scheduling problem of the power system. In future work, a multi-objective version of
IUVMFO will be developed. In addition, extending IUVMFO to solve discrete optimization
tasks is a worthy research direction.
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Appendix A

Table A1. Description of symbols.

Symbol Description

CHP the system of combined heat and power
CHPED the economic dispatch optimization issue of combined heat and power

MFO moth-flame algorithm
QMFOA quantum moth flame optimization algorithm

DMMFO Moth-flame optimization algorithm based on diversity and
mutation strategy

CEC2017 Constrained RealParameter Optimization-2017
OF Objective function

IUVMFO Improved uniformed variable moth flame optimization algorithm
M the population of moths

mn,d Single moth position
n number of moths
d dimension of optimization problem

OMn The fitness of moths
Fn,d Single flame position
OF The fitness of flames
Mi The ith moth
Fj The jth flame
S The spiral function
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Table A1. Cont.

Symbol Description

Di The linear distance between the ith moth and the jth flame
t A random number between [−1, 1]
ω Inertial weigh
T Iteration times

Tmax Maximum number of iterations
b Flight path parameters of moths
k Flight path adjustment parameters of moths

X(t) Single moth
X*(t) Flight target location of moths

MaxFEs Iteration times
Cm(Pp

m) the cos t of operation of the mth pure power unit generating Pp
m MW

Cn(Pc
n , Hc

n)
the operating cos t of the nth cogeneration unit for the production of Pc

n
MW power and Hc

n MWth thermoelectric power

Cs(Hh
s )

The operating cos t of the pure heat unit in the production of Hh
s MWth

thermal power
Np the total number of pure power units
Nc the total number of CHP units
Nh the total number of pure heat units

αm, βm, γm
the calculation coefficients of the operation cost of the mth pure

power unit
an, bn, cn, dn, en, fn the constant cost coefficients related to the nth CHP unit

as, bs, cs the operating cost function coefficients of sth pure heat units
Pd normal power demand
Hd normal heat demand

Ploss the transmission loss generated in the whole cogeneration system
Ppmin

m , Ppmax
m the minimum and maximum electrical power outputs of pure power units

Pcmin
n , Pcmax

n the minimum and maximum electrical power outputs of CHP unit

Hcmin
n , Hcmax

n
the minimum and maximum electrical power and thermal power outputs

of CHP units
Hhmin

s , Hhmax
s the lower and upper limits of pure thermal units

C1(P1) Cost functions for pure power units
C4(H4) Cost functions for pure thermal power units

Cn(Pc
n, Hc

n)
the cos t of generating Pp

m MW power and Hc
n MWth thermoelectric

power from the nth cogeneration unit.

Ck(Ph
k )

the power generation cost of pure heat units in the production of MWth
thermal power

Np, Nc, Nh the entire amount of pure power, CHP, and pure heat units
m,n,k the indicators of pure power, CHP, and pure heat units

Ns the total number of scenes
s the number of scenes index

πs The probability of situations

αm,t, βn,t
the demand probability of electricity consumption and the output

probability of wind power at time m and time n
αm, βm, γm, ρm the cost coefficients of pure power units

an, bn, cn, dn, en, fn the cost coefficients of CHP units
ak , bk , ck the cost function coefficients related to pure heat units

P f
w,t denotes the wind turbine’s expected output at time t

VCO, VCL, VR wind turbine cut-off speed, cut-in speed, and rated speed
Pmax the turbine’s maximum
Vt the wind speed forecast for time t

Pd,t,s, Hd,t
the power and thermal energy requirements of selected scenarios of at

time t
Pp,min

m , Pp,max
m the pure power unit’s lowest and maximum output powers

Pc,min
n , Pc,max

n
the lowest and maximum output limitations of a combined heat and

power unit
Hh,min

k , Hh,max
k the top and lower bounds of pure heat units

αi,t The probability of each interval at time t

BL
(interval,t,s), BW

(interval,t,s)
binary parameters of power load demand and time t interval of wind

power generation in scene s

αm,t, βn,t
the demand probability of electricity consumption and the output

probability of wind power at time m and time n
σ Deviation of the prediction error
Ns original scene
Ψ the selected scene



Energies 2022, 15, 3410 27 of 30

Table A2. CEC2017 functions.

No Functions Optimum

1 Rotated High Conditioned Elliptic Function 100
2 Rotated Bent Cigar Function 200
3 Rotated Discus Function 300
4 Shifted and Rotated Rosenbrock Function 400
5 Shifted and Rotated Ackley Function 500
6 Shifted and Rotated Weierstrass Function 600
7 Shifted and Rotated Griewank Function 700
8 Shifted Rastrigin Function 800
9 Shifted and Rotated Rastrigin Function 900
10 Shifted Schwefel Function 1000
11 Shifted and Rotated Schwefel Function 1100
12 Shifted and Rotated Katsuura Function 1200
13 Shifted and Rotated HappyCat Function 1300
14 Shifted and Rotated HGBat Function 1400

15 Shifted and Rotated Expanded Griewank plus
Rosenbrock Function 1500

16 Shifted and Rotated Expanded Scaffer’s F6
Function 1600

17 Hybrid Function1 (N = 3) 1700
18 Hybrid Function2 (N = 3) 1800
19 Hybrid Function3 (N = 4) 1900
20 Hybrid Function4 (N = 4) 2000
21 Hybrid Function5 (N = 3) 2100
22 Hybrid Function6 (N = 5) 2200
23 Composition Function1 (N = 5) 2300
24 Composition Function2 (N = 3) 2400
25 Composition Function3 (N = 3) 2500

Table A2. Cont.

No Functions Optimum

26 Composition Function4 (N = 5) 2600
27 Composition Function5 (N = 5) 2700
28 Composition Function5 (N = 5) 2800
29 Composition Function5 (N = 5) 2900
30 Composition Function8 (N = 3) 3000

Search Range: [−100, 100]

Table A3. Statistics of 50-dimensional Function Test Results.

Function MFO DMMFO IUVMFO

F1 Mean 7.732 × 109 3.324 × 109 2.819 × 109

Std 5.466 × 109 9.405 × 108 3.336 × 109

Evaluation + =

F3 Mean 9.166 × 104 1.941 × 105 1.556 × 104

Std 2.889 × 104 3.735 × 104 1.391 × 104

Evaluation + +
+/−/=/gm 3/0/1/3
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Table A4. Statistics of 50-dimensional Function Test Results.

Function MFO DMMFO IUVMFO

F4 Mean 3.116 × 103 3.421 × 103 1.424 × 103

Std 1.557 × 103 1.294 × 103 8.938 × 102

Evaluation + +

F5 Mean 9.148 × 102 9.703 × 102 8.428 × 102

Std 73.761 1.224 × 102 53.046
Evaluation + +

F6 Mean 6.514 × 102 6.499 × 102 6.271 × 102

Std 8.112 19.116 6.783
Evaluation + +

F7 Mean 1.766 × 103 1.839 × 103 1.324 × 103

Std 3.033 × 102 1.584 × 102 1.706 × 102

Evaluation + =

F8 Mean 1.195 × 103 1.201 × 103 1.150 × 103

Std 81.074 40.579 32.558
Evaluation + +

F9 Mean 1.530 × 104 2.468 × 104 8.827 × 103

Std 4.609 × 104 9.227 × 103 4.629 × 103

Evaluation = +

F10 Mean 8.298 × 103 1.015 × 104 7.483 × 103

Std 9.230 × 102 7.322 × 102 7.681 × 102

Evaluation + =
+/−/=/gm 11/0/3/8

Table A5. Statistics of 50-dimensional Function Test Results.

Function MFO DMMFO IUVMFO

F11 Mean 1.026 × 104 1.886 × 104 5.284 × 103

Std 8.015 × 103 1.067 × 104 2.733 × 103

Evaluation + +

F12 Mean 1.537 × 109 1.791 × 109 9.317 × 108

Std 1.794 × 109 9.792 × 108 1.273 × 109

Evaluation + =

F13 Mean 8.406 × 108 2.393 × 108 1.235 × 106

Std 9.393 × 108 2.671 × 108 5.943 × 106

Evaluation + +

F14 Mean 1.104 × 106 1.656 × 106 1.973 × 106

Std 1.604 × 106 2.652 × 106 2.001 × 106

Evaluation - +

F15 Mean 8.612 × 106 9.225 × 106 3.208 × 104

Std 2.360 × 107 4.865 × 106 1.252 × 104

Evaluation + +

F16 Mean 4.249 × 103 3.977 × 103 3.927 × 103

Std 6.321 × 102 4.689 × 102 4.998 × 102

Evaluation + =

F17 Mean 3.723 × 103 3.412 × 103 3.485 × 103

Std 3.006 × 102 2.733 × 102 3.743 × 102

Evaluation = -

F18 Mean 4.844 × 106 1.524 × 107 2.061 × 106
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Table A5. Cont.

Function MFO DMMFO IUVMFO

Std 5.648 × 106 1.724 × 107 4.126 × 106

Evaluation + +

F19 Mean 1.967 × 106 4.158 × 106 4.259 × 104

Std 3.742 × 106 2.575 × 106 5.292 × 104

Evaluation + +

F20 Mean 3.666 × 103 3.560 × 103 3.118 × 103

Std 4.762 × 102 4.341 × 102 4.182 × 102

Evaluation + +
+/−/=/gm 15/2/3/13

Table A6. Wind speed in 24 h.

Time (h) Wind
Speed (m/s) Time (h) Wind

Speed (m/s) Time (h) Wind
Speed (m/s) Time (h) Wind

Speed (m/s)

1 7.95 7 7.15 13 5.1 19 9
2 8.8 8 6.4 14 6.2 20 8.5
3 9.65 9 6.45 15 7.2 21 7.4
4 10.55 10 5.1 16 8 22 7
5 9.45 11 4.35 17 9.35 23 6.75
6 8.45 12 4.7 18 10 24 7.15
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