An Adaptive Tracking-Extended Kalman Filter for SOC Estimation of Batteries with Model Uncertainty and Sensor Error
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Abstract: Accurate state of charge (SOC) plays a vital role in battery management systems (BMSs). Among several developed SOC estimation methods, the extended Kalman filter (EKF) has been extensively applied. However, EKF cannot achieve valid estimation when the model accuracy is inadequate, the noise covariance matrix is uncertain, and the sensor has large errors. This paper makes two contributions to overcome these drawbacks: (1) A variable forgetting factor recursive least squares (VFFRLS) is proposed to accomplish parameters identification. This method updates the forgetting factor according to the innovation sequence, which accuracy is superior to the forgetting factor recursive least squares (FFRLS); (2) an adaptive tracking EKF (ATEKF) is proposed to estimate the SOC of the battery. In ATEKF, the error covariance matrix is adaptively corrected according to the innovation sequence and correction factor. The value of the correction factor is related to the actual error. Proposed algorithms are validated with a publicly available dataset from the University of Maryland. The experimental results indicate that the identification error of VFFRLS can be reduced from 0.05% to 0.018%. Additionally, ATEKF has better accuracy and robustness than EKF when having large sensor errors and uncertainty of the error covariance matrix, in which case it can reduce SOC estimation error from 1.09% to 0.15%.
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1. Introduction

With the increasing environmental pollution, governments are giving increasing attention to the problem of pollution caused by energy. Meanwhile, electric vehicles (EVs) have become a crucial development in the automotive industry [1–3]. Lithium-ion batteries (LIBs) have the advantages of low weight, low self-discharge rate, high energy density, and high power density [4]. Therefore, LIBs are widely applied in EVs. However, LIBs in EVs are often operated in a very complex environment, and their dynamic behavior is strongly nonlinear. If the BMS cannot accurately estimate the SOC, possible overcharge and discharge current can cause irreversible damage to the capability and lifetime of LIBs [5,6].

At present, numerous battery SOC estimation methods have been proposed, with some advantages and disadvantages [7,8]. The most popular LIBs SOC estimation methods are as follows: open-circuit voltage method, ampere-hour counting method, data-driven method, and model-based method. The open-circuit voltage method needs LIBs to be stationary for a long time. Obviously, this method is not applicable to driving EVs. It is merely suitable for environments such as a laboratory. The ampere-hour counting method is the most commonly used method, which is elementary to implement. However, its accuracy is affected by LIB capacity, initial SOC of LIBs, and current sensor error. These disadvantages
lead ampere-hour counting method being easy to accumulate errors with large current fluctuations [9]. The data-based method eliminates the system modeling, which only requires the input and output data to train the model for SOC estimation. However, this method needs to collect a massive volume of data, and the performance of the model is greatly determined by the quality of data [10–12]. The model-based approaches can be divided into three categories depending on the model. Among them, the Kalman filter (KF), based on the equivalent circuit model (ECM), is the most classical. As KF has good accuracy and acceptable computational volume, it can be widely applied to practical applications.

In recent years, KF and its derivative algorithms are extremely popular in the field of LIB SOC estimation. The estimation principle of KF is a recursive minimum method, which can achieve a dynamic estimation of the system state. KF is very suitable for the SOC estimation of EV batteries because it provides a reasonable balance between complexity and accuracy. Meanwhile, there are some limitations to KF [13–15]. Since KF is a SOC estimation method based on ECM, the accuracy of ECM influences SOC estimation. Therefore, it is essential to enhance the accuracy of ECM while ensuring the computational power of the algorithm. References [16,17] proposed a parameter identification algorithm based on FFRLS, which can set forgetting factors to adjust the weights of new data. However, the forgetting factor of this algorithm is set to be a constant throughout the identification process, and the accuracy of identified model parameters is not high under complex driving conditions. Reference [18] proposed a simulated annealing optimized particle swarm optimization (SA-PSO), which has excellent local searchability. However, it cannot online identify the parameters of ECM, so it is not applicable to LIBs in EVs. Reference [19] proposed an adaptive Kalman filter (AEKF) estimation method based on a fractional order model. Despite this method having high estimation accuracy, the identification of model parameters is complicated. Reference [20] proposed a combination algorithm of AUKF and STUKF, which has strong tracking capability and accuracy. However, the model uncertainty threshold for fusing the two algorithms needs to be derived by the trial patch method. Reference [21] proposed a particle swarm and extended Kalman filter fusion algorithm (PSO-EKF), which has better convergence and robustness. However, PSO as a global optimization algorithm requires a large amount of computation. Reference [22] proposed a fusion algorithm of ampere-hour counting and extended Kalman filter (EKF-AH). This method has wonderful robustness to sensor error, but when the sensor errors are slight, the proposed algorithm is rather less effective than EKF.

Considering the LIBs of EVs working in a complex environment, in this paper, two algorithms are proposed, which can accurately estimate the SOC in the case of large sensor errors and uncertainty in the error covariance [23]. After testing in some dynamic operating conditions, the algorithms can adapt to the practical requirements of EVs. To reduce the error of ECM, a variable forgetting factor recursive least squares (VFFRLS) method is proposed in this paper, which can adaptively update the forgetting factor according to the innovation sequence. Additionally, in order to improve the accuracy and robustness of SOC estimation, we propose an adaptive tracking-extend Kalman filter (ATEKF) algorithm. The experiments confirm that ATEKF has better accuracy and robustness than EKF and AEKF. This means that the ATEKF can operate in more complex environments, such as battery aging and battery thermal models [5].

The primary contributions of this paper are as follows:

1. A VFFRLS method is proposed, which can adaptively update the forgetting factor. Compared with the FFRLS algorithm, this method can improve the accuracy of identified parameters;  
2. An ATEKF method is proposed to accomplish the SOC estimation of EVs. The experiments show that ATEKF has better accuracy than EKF and AEKF;  
3. Under voltage drift and uncertain error covariance, the ATEKF has better robustness and lower error. It is more suitable for the SOC estimation of EVs.

The rest of this paper is organized as follows: In Section 2, the ECM and parameter identification methods of ECM are discussed; in Section 3, the SOC estimation method
based on ATEKF is introduced; the battery experimental dataset utilized for validation is presented in Section 4, followed by the verification of the performance of VFFRLS and ATEKF in Section 5; lastly, conclusions of this paper are presented in Section 6.

2. Battery Modeling

2.1. Equivalent Circuit Models and Parameter Identification

At present, LIB models can be divided into three types—namely, equivalent circuit models (ECMs), electrochemical models (EMs), and electrochemical impedance models (EIMs). Among them, ECM is very suitable for modeling EVs battery because of its good applicability, scalability, and balance between performance and computation. ECM commonly consists of multiple RC networks, which often be connected in series. Increasing the number of RC networks can improve the accuracy of the model, but the computational effort is increased at the same time [24–26]. Reference [25] pointed out that the first-order RC model is the optimal choice to balance model accuracy and computational effort; therefore, in this paper, we used the first-order RC network. As shown in Figure 1, the first-order RC model consists of open-circuit voltage $U_{oc}$, ohmic internal resistance $R_0$, polarization resistance $R_1$, and polarization capacitor $C_1$. $U_o$ is the terminal voltage. $I$ represents the operating current, which is positive during the charging process and negative during the discharging process. As a result, the functional equation corresponding to the ECM can be defined using Equations (1) and (2).

$$\begin{cases}
SOC = -\frac{\eta}{Q_o} I_t \\
\dot{U}_1 = -\frac{1}{R_1 C_1} U_1 + \frac{1}{C_1} I
\end{cases}$$

(1)

$$U_o = U_{oc} + IR_0 + U_1$$

(2)

where $\eta$ is the Coulomb efficiency, $Q_o$ is the rated capacity of the battery, and $U_1$ represents the terminal voltage of $C_1$. It is worth mentioning that these parameters are not constant, which will change with the SOC and the aging degree of the battery [27–29].

![Figure 1. Equivalent circuit model of LIBs (Remark: If the order of ECM changes, the algorithm can be applied to different ECMs after changing Equations (1)–(7), which are the input–output equations of the system).](image)

The mathematical expression of ECM is a continuous equation, but BMS is used to identify parameters through sampling data points one after another. Therefore, Equations (1) and (2) need to be discretized into the form of difference equations.

Equation (2) is transformed into an expression in the frequency domain by Laplace variation.

$$U_o(s) = U_{oc}(s) + I(s)(R_0 + \frac{R_1}{1 + R_1 C_1 s})$$

(3)
Discrete Equations (3) and (4) are obtained. The derivation of omitted formula can be found in Ref. [28].

\[ U_o(k) - U_{oc}(k) = a_1[U_{oc}(k) - U_o(k)] + a_2I(k) + a_3I(k-1) \]  \hspace{1cm} (4)

where \( T \) is denoted as sampling time, and \( a_1, a_2, \) and \( a_3 \) can be written as

\[
\begin{align*}
    a_1 &= \frac{T - 2R_1C_1}{T + 2R_1C_1} \\
    a_2 &= \frac{R_0T + R_1T + 2R_0R_1C_1}{T + 2R_1C_1} \\
    a_3 &= \frac{R_0T + R_1T - 2R_0R_1C_1}{T + 2R_1C_1}
\end{align*}
\]  \hspace{1cm} (5)

According to the description of the system equation in the FFRLS algorithm, the system output is defined as \( y_k \). The system input is defined as \( \phi_k \), and the parameter vector is defined as \( \theta_k \). The system equations can be obtained by rectification.

\[
\begin{align*}
    y_k &= U_o(k) \\
    \phi_k &= [1, U_{oc}(k-1) - U_o(k-1), I(k), I(k-1)] \\
    \theta_k &= [U_{oc}(k); a_1; a_2; a_3]
\end{align*}
\]  \hspace{1cm} (6)

The FFRLS algorithm identification result \( \theta_k \) contains parameters \( U_{oc}, a_1, a_2, \) and \( a_3 \). However, the estimation of SOC actually requires parameters \( R_0, R_1, \) and \( C_1 \). Accordingly, by inverting the result of Equation (5), Equation (7) can be obtained.

\[
\begin{align*}
    R_0 &= \frac{a_3 - a_2}{a_1 - 1} \\
    R_1 &= \frac{2(a_1a_2 - a_1)}{a_1^2 - 1} \\
    C_1 &= \frac{T(a_1^2 - 2a_1 + 1)}{4(a_3 - a_1a_2)}
\end{align*}
\]  \hspace{1cm} (7)

Additionally, the specific recursive process of FFRLS is expressed as Equation (8).

\[
\begin{align*}
    K_{k+1} &= \frac{P_k\phi_k^T}{\lambda_k + \phi_kP_k\phi_k^T} \\
    \theta_{k+1} &= \theta_k + K_{k+1}[U_o(k) - \phi_k\theta_k] \\
    \phi_{k+1} &= \frac{1}{\lambda_k}[\phi_k - K_{k+1}P_{k+1}\phi_k]
\end{align*}
\]  \hspace{1cm} (8)

where \( K \) is the Kalman gain, \( P \) is the covariance matrix, and \( \lambda \) is the forgetting factor, which determines the sensitivity of discrimination result to system input.

2.2. Parameter Identification Based on VFFRLS

The LIBs of EVs usually work in complicated environments. When LIBs are current changing rapidly, the FFRLS algorithm with a fixed forgetting factor lacks sufficient accuracy [31–33]. If the forgetting factor \( \lambda_k \) can update in real time, the algorithm should be able to enhance accuracy and robustness.

This paper proposes a VFFRLS algorithm, which differs from FFRLS in forgetting factor \( \lambda_k \). Forgetting factors in VFFRLS can be changed with the update of the innovation sequence. Therefore, the weights of new data can be adjusted in time to improve the accuracy of VFFRLS. In order to avoid a sudden increase in prediction error, VFFRLS sets a minimum forgetting factor and adds a data window \( m \) for the innovation sequence. Since the innovation sequence of FFRLS is limited, a sensitivity factor \( \alpha \) is set to ensure the innovation sequence value is reasonable. The sensitivity of VFFRLS to innovation sequence shows a positive association with the sensitivity factor. Compared with FFRLS,
the innovation of VFFRLS is shown in Equation (9). The overall flow of VFFRLS is shown in Algorithm 1.

\[
\begin{align*}
E(k) &= U_o(k) - q_k \theta_k \\
N(k) &= -\frac{1}{m} \sum_{k-m+1}^{k} a E(k)^2 \\
\lambda_k &= \lambda_{\text{min}} + (1 - \lambda_{\text{min}}) e^{N(k)}
\end{align*}
\]  

(9)

**Algorithm 1.** VFFRLS algorithm.

1. Using Equations (8) and (9) set the initial of \( P \), data window \( m \), sensitivity factor \( a \), minimum forgetting factor \( \lambda_{\text{min}} \);
2. Using Equation (8), determine the recurrence of the Kalman gain \( K_k \), covariance matrix \( P_k \), and parameter vector \( \theta_k \);
3. Using Equation (4), obtain the terminal voltage \( U_o(k) \) and calculate voltage error \( E(k) \);
4. Based on the voltage error \( E(k) \) and Equation (9), compute the forgetting factor \( \lambda_k \);
5. Using Equation (7), obtain parameters \( R_0(k) \), \( R_1(k) \), and \( C_1(k) \);
6. Make \( k = k + 1 \), bring \( \lambda_k \) into Equation (8), and return to (2).

3. SOC Estimation Based on ATEKF

Due to cost and other reasons, the accuracy of sensors in EVs is lower than that in laboratories. This leads to the measured voltage and current having a certain deviation from the real value in practical applications [34,35]. In the EKF algorithm, the measurement noise is used to reflect sensor error and interference noise, and the process noise to reflect the uncertainty of the prediction model. These uncertainties of noise greatly affect the accuracy of SOC estimation using EKF. These noises are difficult to quantify and variable in practical applications, so an adaptive correction mechanism has been proposed [36–39]. Based on existing research, this paper proposes an ATEKF algorithm, which can achieve adaptive correction of process noise, measurement noise, and covariance matrix. Therefore, it can improve the accuracy and robustness of SOC estimation.

For providing the state–space model of LIB, the model equation after discretization can be written as Equation (10).

\[
\begin{align*}
\begin{bmatrix}
x_k \\
y_k
\end{bmatrix} &= \begin{bmatrix} 0 \\
\exp(-\frac{\Delta t}{R_1C_1})
\end{bmatrix} \begin{bmatrix} SOC(k) \\
U_1(k)
\end{bmatrix}
\end{align*}
\]

\[
\begin{align*}
+ \begin{bmatrix} \frac{\Delta t}{C_1} \\
R_1 \left( 1 - \exp(-\frac{\Delta t}{R_1C_1}) \right)
\end{bmatrix} I(k-1) + v(k)
\end{align*}
\]

\[
U_o(k) = U_{oc}(k) - U_1(k) - R_1 I(k) + v(k)
\]  

(11,12)

where \( x_k = \begin{bmatrix} SOC(k) \\
U_1(k)
\end{bmatrix} \), \( y_k = U_o(k) \), \( u_k = I(k) \), \( A = \begin{bmatrix} 1 & 0 \\
0 & \exp(-\frac{\Delta t}{R_1C_1})
\end{bmatrix} \), \( C = \begin{bmatrix} \frac{\partial f(SOC(k))}{\partial SOC(k)} \\
1
\end{bmatrix} \).

Additionally, the detailed steps of EKF are as follows:

**Step 1.** Initialize measurement noise \( R \), process noise \( Q \), covariance matrix \( P \), and data window \( m \);
Step 2. Using Equations (11) and (12), calculate the a priori state value \( \hat{x}_k^- \) at k moment;

Step 3. Calculate Kalman gain \( K_k \), error of prediction \( e_k \), and a priori state error covariance matrix \( P_k^- \);

\[
P_k^- = A_k P_{k-1} A_k^T + Q_{k-1} \quad (13)
\]

\[
K_k = P_k^- C_k^T (C_k P_k^- C_k^T + R_{k-1})^{-1} \quad (14)
\]

\[
e_k = y_k - h(\hat{x}_k^-, u_k) \quad (15)
\]

Step 4. Calculate a posteriori state value \( \hat{x}_k^+ \), and a posteriori state error covariance \( P_k^+ \);

\[
\hat{x}_k = \hat{x}_k^- + K_k e_k \quad (16)
\]

\[
P_k = (I - K_k C_k) P_k^- \quad (17)
\]

where \( I \) is the unit matrix with the appropriate dimension.

Step 5. Make \( k = k + 1 \) and return to Step 2; continue.

In order to enhance the accuracy of SOC estimation, AEKF adds the step of adaptively changing the process noise and measurement noise. However, it is worth noting that if data window \( m_1 \) is not properly set, the AEKF algorithm will not converge.

By adding the following three equations between Step 4 and Step 5 of EKF, AEKF can be implemented.

\[
H_k = \frac{1}{m_1} \sum_{i = k - m_1 + 1}^{k} e_i e_i^T \quad (18)
\]

\[
R_k = H_k - C_k P_k^- C_k^T \quad (19)
\]

\[
Q_k = K_k H_k K_k^T \quad (20)
\]

where \( H_k \) represents innovation sequence; \( P_k \) and \( Q_k \) represent measurement noise and process noise at \( k \) moment, respectively.

In the ATEKF algorithm, the innovation sequence is the basis of updating measurement noise, process noise, and covariance matrix. There is a reasonable relationship between innovation sequence and covariance matrix because the covariance matrix reflects the accuracy of estimation. Therefore, it is reasonable to correct the covariance matrix by innovation sequence [40].

The actual error can be defined as \( \hat{\Delta}_k \), and its calculation equation is written as Equation (21).

\[
\hat{\Delta}_k = C_k P_k^- C_k^T + R_{k-1} \quad (21)
\]

when \( \hat{\Delta}_k < H_k \), it means the accuracy of state estimation is high, and covariance matrix \( P_k^- \) has to be reduced; when \( \hat{\Delta}_k > H_k \), it means that state estimation accuracy is inadequate, and covariance matrix \( P_k^- \) should be increased. Nonetheless, in order to avoid divergence of estimated quantities, covariance matrix \( P_k^- \) is kept constant.

Hence, we can decide whether to correct covariance matrix \( P_k^- \) by comparing \( \hat{\Delta}_k \) and \( H_k \). The detailed calibration principle and correction factor are defined using Equation (22), where \( \text{Tr}(\cdot) \) represents the function of solving matrix trace.

\[
\begin{cases}
\beta_k = 1, \hat{\Delta}_k \geq H_k \\
\beta_k = \frac{\text{Tr}(\hat{\Delta}_k)}{\text{Tr}(H_k)}, \hat{\Delta}_k < H_k
\end{cases} \quad (22)
\]

After adding the correction factor, Equation (13) can be rewritten as Equation (23).

\[
P_k^- = \beta_k (A_k P_{k-1} A_k^T + Q_{k-1}) \quad (23)
\]
From this deduction, the steps of ATEKF can be shown in Algorithm 2. The overall process of estimating SOC based on ATEKF is shown in Figure 2.

Algorithm 2. ATEKF algorithm.

1. Initialize covariance matrix $P$, measurement noise $R$, process noise $Q$, and data window $m_1$;
2. Using Equation (11) and (12), calculate a priori state $\hat{x}^i$;
3. Using Equation (15), calculate estimation error $e_k$ at $k$ moment;
4. Using Equations (18) and (21), compute innovation sequence $H_k$ and actual error $\tilde{P}_k$;
5. Using correction principle Equation (22), obtain correction factor $\beta_k$;
6. Using Equations (14) and (23), obtain a priori state covariance matrix $P^{-}_k$ and Kalman gain $K_k$;
7. From Equations (19) and (20), obtain measurement noise $R_k$ and process noise $Q_k$;
8. Calculate a posteriori state $\hat{x}_k$; and a posteriori covariance matrix $P_k$ by using Equations (16) and (17);
9. Make $k = k + 1$, return to (2), and continue.

Figure 2. Overall process of SOC estimation based on ATEKF.

4. Experimental Data

In this paper, the validation data were collected from a public dataset, which is measured by the University of Maryland [41]. Their experimental platform consists of test sample, an Arbin BT2000 battery test system, and a computer with Arbin software that collects voltage, current, charge, and discharge capacity data. The test sample was an 18,650 LiNiMnCoO2/Graphite battery, with a normal operating voltage of 3.6 V, nominal capacity of 2 Ah, maximum voltage and cut-off voltage of 4.2 V and 2.5 V, a maximum current of 22 A, and temperature ranging from 0 °C to 50 °C.

In this paper, we utilized five types of experiments included in the dataset. Among them, the incremental OCV test was used to establish the OCV–SOC function relationship. Additionally, the other four types were Federal Urban Driving Schedule (FUDS), Dynamic Stress Test (DST), Beijing Dynamic Stress Test (BJDST), and US06 Highway Driving Schedule. All experiments were conducted at 25 °C, with a sampling time of one second; their
current data are shown in Figure 3. The OCV–SOC function relationship is defined as a polynomial in this paper, and the established parameters based on incremental OCV test data are shown in Table 1 [23].

\[
U_{oc} = b_1 S^7 + b_2 S^6 + b_3 S^5 + b_4 S^4 + b_5 S^3 + b_6 S^2 + b_7 S + b_8
\]  

(24)

where \( S \) represents the value of SOC.

![Figure 3. Current data of battery experiments.](image)

Table 1. OCV–SOC fitting function parameters.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>( b_1 )</th>
<th>( b_2 )</th>
<th>( b_3 )</th>
<th>( b_4 )</th>
<th>( b_5 )</th>
<th>( b_6 )</th>
<th>( b_7 )</th>
<th>( b_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>-26.69</td>
<td>102.67</td>
<td>-152.00</td>
<td>104.66</td>
<td>-28.99</td>
<td>-0.80</td>
<td>2.03</td>
<td>3.30</td>
</tr>
</tbody>
</table>

The single test times for DST, FUDS, BJDST, and US06 were only 360 s, 1372 s, 600 s, and 916 s. It is clear that the test would not have drained the battery if it ran only a single time. In order to collect enough data, the dynamic test in the dataset was run in cycles until the battery was depleted. There was a rest period of about 1 s between each cycle. The detailed definitions of these four dynamic tests can be found in the US Advanced Battery Consortium (USABC) manual and Environmental Protection Agency (EPA) manual.
5. Experimental Results

5.1. Verification of VFFRLS Performance

To demonstrate the performance of VFFRLS, DST and BJDST data were used to identify the ECM parameters. Additionally, the prediction error was compared with FFRLS. Figure 4 displays the variation of ECM parameters with SOC during the identification process. Figure 4a–d show the change in SOC, internal resistance $R_0$, polarization resistor $R_1$, and polarization capacitor $C_1$, respectively. As shown in Figure 4b–d, some flickers exist with the main trend of the parameters. These fluctuations usually occur at the moment of rapid discharge and charge of DST conditions. The $R_1$ and $C_1$ reflect the internal polarization degree of the battery. When a battery is rapidly charged and discharged, its internal polarization degree varies widely, which leads to these flickers. Figure 5 shows the experimental situation of DST working conditions at 25 °C. The actual voltage, prediction voltage of FFRLS, and VFFRLS are shown in Figure 5a; in Figure 5b, the relative error of VFFRLS and FFRLS are compared. It can be seen that the error is mainly concentrated at the beginning and end of time, while the relative error of VFFRLS at the beginning is obviously smaller than FFRLS. Throughout the DST experiment, the average absolute error (MAE) of FFRLS is 0.045%, and the MAE of VFFRLS is 0.016%. Figure 5c shows the change in forgetting factor $\lambda$ of VFFRLS during the DST experiment. It can be observed that the forgetting factor fluctuates more sharply at the beginning and end of the experiment, which is exactly in line with the design idea.

![Figure 4](image)

**Figure 4.** Changes in parameters and SOC: (a) the change in SOC; (b) the change in internal resistance $R_0$; (c) the change in polarization $R_1$; (d) the change in polarization capacitor $C_1$.

Figure 6 shows the experimental situation of the BJDST condition at 25 °C. The figure is approximately the same as Figure 5, and only Figure 6b is analyzed here. At the beginning of BJDST, the relative error of VFFRLS is still significantly smaller than FFRLS. The MAE of FFRLS is 0.05%, and the MAE of VFFRLS is 0.018% during the whole experiment. It is worth mentioning that forgetting factor $\lambda$ set by FFRLS is 0.985, data window $m_1$ set by VFFRLS is 10, sensitivity factor $a$ set by VFFRLS is 20,000, and minimum forgetting factor $\lambda_{\text{min}}$ set by VFFRLS is 0.8.
Figure 5. DST under 25 °C: (a) actual voltage, predictive voltage of FFRLS, and VFFRLS; (b) relative error of VFFRLS and FFRLS; (c) forgetting factor \( \lambda \) of VFFRLS.

Figure 6. BJDST under 25 °C: (a) actual voltage, predictive voltage of FFRLS and VFFRLS; (b) relative error of VFFRLS and FFRLS; (c) forgetting factor \( \lambda \) of VFFRLS.
5.2. Verification of ATEKF Performance

5.2.1. Accuracy of ATEKF

To reveal the accuracy of ATEKF, we compared the results of EKF and AEKF for four experiments. Figure 7 demonstrates the experimental result of DST at 25 °C. Figure 7a compares actual SOC and the prediction of EKF, AEKF, and ATEKF. The local magnification shows that the prediction of ATEKF is closest to the actual SOC. Figure 7b compares the prediction error of EKF, AEKF, and ATEKF, and the MAE values of them are 0.99%, 0.76%, and 0.47%, respectively. It can be observed that the prediction error of ATEKF stabilizes in a small range after a short time. However, the prediction error of EKF and AEKF have larger fluctuations. Figures 8–10 are approximately the same as Figure 7 and simply show the prediction error of the three algorithms. Figure 8 shows the experimental result of FUDS at 25 °C. The MAE values of EKF, AEKF, and ATEKF are 1.09%, 0.75%, and 0.15%. Figure 9 displays the experimental result of BJDST at 25 °C. The MAE values of EKF, AEKF, and ATEKF are 0.78%, 0.76%, and 0.07%. Figure 10 exhibits the experimental result of US06 at 25 °C. The MAE values of EKF, AEKF, and ATEKF are 0.65%, 0.60%, and 0.32%.

Figure 7. DST under 25 °C: (a) actual SOC, prediction of EKF, AEKF, and ATEKF; (b) SOC error comparison of EKF, AEKF, and ATEKF.
Figure 8. FUDS under 25 °C: (a) actual SOC, prediction of EKF, AEKF, and ATEKF; (b) SOC error comparison of EKF, AEKF, and ATEKF.

Figure 9. BJST under 25 °C: (a) actual SOC, prediction of EKF, AEKF, and ATEKF; (b) SOC error comparison of EKF, AEKF, and ATEKF.
Combining these four figures and their MAEs, we can conclude that ATEKF outperforms the other two algorithms in SOC estimation. The data window \( m_1 \) of VFFRLS is 1000 for the first two experiments and 100 for the last two experiments.

### 5.2.2. Robustness of ATEKF

In this paper, we compared the robustness of algorithms by adding voltage drift at different levels and setting different initialization of covariance matrices. Sensor errors are divided into two categories: drift and noise; however, the estimation error caused by noise can be reduced to zero in practical application. Therefore, we focused on the effect of voltage drift on SOC estimation, which is about 0.1%–1% [42–44]. Considering that the maximum voltage of an 18,650 battery is 4.2 V, voltage drift was taken from \(-40 \text{ mv} \) to \(40 \text{ mv}\). At the same time, considering that the state of health (SOH) of the battery impacts SOC, we compared the accuracy of EKF, AEKF, and ATEKF when SOH was from 70% to 90%.

Figure 11 shows the SOC estimation error of EKF, AEKF, and ATEKF for different degrees of voltage drift. Figure 11a shows the MAE data of SOC error in voltage drift intervals. It can be seen that ATEFK performs better than the other two algorithms in voltage drift conditions, and it is more obvious when drift voltage is large. By contrast, AEKF only outperforms EKF when drift voltage is positive, and the SOC estimation is not comparable to EKF when drift voltage is negative. Figure 11b–d show SOC estimation error for voltage drift of \(20 \text{ mv}\), \(-5 \text{ mv}\), and \(40 \text{ mv}\). In Figure 10b, the MAEs of EKF, AEKF, and ATEKF are 4.22%, 3.14%, and 2.07%, respectively. In Figure 11c, the MAEs of EKF, AEKF, and ATEKF are 0.72%, 0.42%, and 0.36%. In Figure 11d, the MAEs of EKF, AEKF, and ATEKF are 7.64%, 5.51%, and 4.12%.
Figure 11. SOC error of three algorithms with voltage drift: (a) MAEs of EKF, AEKF, and ATEKF with different voltage drifts; (b) SOC error comparison of EKF, AEKF, and ATEKF with 20 mv voltage drift; (c) SOC error comparison of EKF, AEKF, and ATEKF with -5 mv voltage drift; (d) SOC error comparison of EKF, AEKF, and ATEKF with 40 mv voltage drift.

The SOC estimation error of EKF, AEKF, and ATEKF for different measurement noises under FUDS conditions are shown in Figure 12. Figure 12a shows the MAE data of EKF, AEKF, and ATEKF under three measurement noises. It reveals that EKF is greatly influenced by measurement noise, whereas ATEKF is not sensitive to measurement noise. At the same time, ATEKF has higher accuracy, and AEKF is slightly inferior to EKF when \( R = 10 \times \text{eye}(2) \). Figure 12b–d show SOC estimation error when \( R = 10 \times \text{eye}(2) \), \( R = 1 \times \text{eye}(2) \), and \( R = 0.1 \times \text{eye}(2) \). In Figure 12b, the MAEs of EKF, AEKF, and ATEKF are 1.25\%, 1.29\%, and 0.17\%. In Figure 12c, the MAEs of EKF, AEKF, and ATEKF are 0.57\%, 0.51\%, and 0.11\%. In Figure 12d, the MAEs of EKF, AEKF, and ATEKF are 0.19\%, 0.41\%, and 0.14\%.

Figure 13 shows the SOC error of EKF, AEKF, and ATEKF under different process noises. Figure 13a statistics the MAEs of EKF, AEKF, and ATEKF under different process noises. Among them, the performance of EKF is the most sensitive, and the accuracy of ATEKF is maintained to a wonderful degree regardless of the process noise. Figure 13b–d are SOC estimation errors when \( Q = 10^{-3} \times \text{eye}(2) \), \( Q = 10^{-5} \times \text{eye}(2) \), \( Q = 10^{-7} \times \text{eye}(2) \). In Figure 13b, the MAEs of EKF, AEKF, and ATEKF are 1.09\%, 0.62\%, and 0.15\%. In Figure 13c, the MAEs of EKF, AEKF, and ATEKF are 1.09\%, 0.62\%, and 0.15\%. In Figure 13d, the MAEs of EKF, AEKF, and ATEKF are 1.25\%, 0.62\%, and 0.17\%.

Combining the three tests, we can observe that ATEKF can accurately estimate the LIB SOCs having voltage drift and covariance matrix uncertainty. Additionally, the accuracy of ATEKF is higher than EKF and AEKF in that case, which indicates that ATEKF has better robustness when having voltage drift and covariance matrix uncertainty.
Figure 12. SOC error of three algorithms under different measurement noises: (a) MAEs of EKF, AEKF, and ATEKF under different measurement noises; (b) SOC error comparison of EKF, AEKF, and ATEKF with $R = 10 \times \text{eye}$ (2); (c) SOC error comparison of EKF, AEKF, and ATEKF with $R = 1 \times \text{eye}$ (2); (d) SOC error comparison of EKF, AEKF, and ATEKF with $R = 0.1 \times \text{eye}$ (2).

Figure 13. SOC error of three algorithms under different process noises: (a) MAEs of EKF, AEKF, and ATEKF under different process noises; (b) SOC error comparison of EKF, AEKF, and ATEKF with $Q = 10^{-3} \times \text{eye}$ (2); (c) SOC error comparison of EKF, AEKF, and ATEKF with $Q = 10^{-5} \times \text{eye}$ (2); (d) SOC error comparison of EKF, AEKF, and ATEKF with $Q = 10^{-7} \times \text{eye}$ (2).
Figure 14 displays the SOC error of EKF, AEKF, and ATEKF under different SOH. Figure 14a shows the MAE data of EKF, AEKF, and ATEKF with different SOH. The estimation error of EKF gradually increases with the decrease in SOH. However, the accuracy of AEKF and ATEKF are not as sensitive to SOH, since AEKF and ATEKF have adaptive correction mechanisms, which can update parameters by error. In SOH ranging from 90% to 70%, ATEKF has the best estimation results among the three algorithms. Figure 14b–d are SOC estimation errors when SOH values are 90%, 80%, and 70%. In Figure 14b, the MAEs of EKF, AEKF and ATEKF are 0.75%, 0.95% and 0.56%. In Figure 14c, the MAEs of EKF, AEKF and ATEKF are 0.94%, 1.02% and 0.68%. In Figure 14d, the MAEs of EKF, AEKF and ATEKF are 1.62%, 1.09% and 0.75%.

6. Conclusions

In order to solve some shortcomings of classical EKF in practical applications, we proposed two improvements in this paper. A VFFRLS algorithm was proposed to reduce the error of ECM, which can adaptively change the forgetting factor with the innovation sequence. Under BJDST conditions, the relative error of VFFRLS is 0.018%, and the relative of FFRLS is 0.05%. To improve the accuracy and robustness of SOC estimation, we proposed an ATEKF method. ATEKF can estimate the statistical properties of measurement noise and process noise by innovation sequence. Therefore, ATEKF has better accuracy and robustness than EKF and AEKF. Under FUDS conditions, the estimation error of EKF, AEKF, and ATEKF are 1.09%, 0.75%, and 0.15%. The estimation error of EKF, AEKF, and ATEKF are 7.64%, 5.51%, and 4.12% with 40 mv voltage drift.

In the future, the proposed method can be combined with other methods to solve problems in more practical situations. For example, a neural network can be trained to consider the effects of battery temperature and aging level. By combining this neural
network with the proposed method, the accuracy of SOC estimation can be improved at different temperatures and aging levels.
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