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Abstract: Jet fish pumps are efficient hydraulic machinery for fish transportation. Yet, the complex
flow phenomenon in it is the major potential risk for damage to fish. The dangerous flow phenomena
for fish, such as radial pressure gradient and exposure strain rate, are usually controlled by the
structural parameters of jet fish pumps. Therefore, the injury rate of fish can be theoretically decreased
by the structural optimization design of jet fish pumps. However, there is a complex nonlinear relation
between flow phenomena and key structural parameters. To solve this problem, the present paper
established a complex mapping between flow phenomena and structural parameters, based on
computational fluid dynamics and a back-propagation neural network. According to this mapping,
an NSGA-II multi-objective genetic algorithm was used to optimize the structure of jet fish pumps.
The results showed that the optimized jet fish pumps could reduce the internal radial pressure
gradient, exposure strain rate and danger zone to 40%, 12.5% and 50% of the pre-optimization level,
respectively. Therefore, the optimized jet fish pump could significantly reduce the risk of fish injuries
and keep the pump efficiency at a high level. The results could provide a certain reference for relevant
structural optimization problems.

Keywords: jet fish pump; structural optimization; pressure gradient; exposure strain rate; BP neural
network; NSGA-II algorithm

1. Introduction

In 2020, the Food and Agriculture Organization of the United Nations (FAO) pointed
out that the world’s capture fisheries and aquaculture production have shown a rising
trend in the past 80 years, and how to efficiently transport fish has become a key to fetching
fish [1]. Therefore, there is a need for fish pumps capable of effectively carrying out live
fish catching work, to replace the traditional fish transportation method. According to
the working principle, fish pumps can be generally divided into vacuum fish pumps,
centrifugal fish pumps, air-lift fish pumps and jet fish pumps [2]. The vacuum fish pump
sucks and discharges the fish water mixture through negative vacuum pressure. Although
resulting in slight fish loss, its intermittent suction and discharge work methods lead to
low efficiency and high power consumption [3]. Centrifugal fish pumps are divided into
submersible and fixed types depending on the installation position. They rely on the
centrifugal force induced by the specially designed high-speed rotating impeller to suck
the fish and water mixture, but this working principle causes a high damage rate to fish [4].
Air-lift fish pumps first use a blower to generate negative pressure in a pipe. When the
wind speed in the tube is greater than the suspension speed of the fish, fish are sucked into
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the fish pump. The fish loss is modest, but the efficiency is low [5]. The jet fish pump is a
particular type of annular jet pump that utilizes high-speed annular jet flow to entrain a
mixture flow of water and fish, and it can continuously transport a variety of fish [6]. The
structure of the jet fish pump is simple without any rotating impellers, so the mechanical
damage risk for fish is relatively low. Therefore, compared with other fish pumps, jet fish
pumps have better performance for live fish transportation.

Jet fish pumps were firstly used in the United States as early as 1922. Yet, it was not
until recent decades that scholars paid attention to the research on jet fish pumps. The
preliminary research studied the design of jet fish pumps affected by structural parameters,
for example, the throat [7]. After that, following studies focused on the fish in jet fish pumps.
Xiao et al. [3] used a high-speed camera to record the fish locomotion characteristics in a
jet fish pump and theoretically analyzed the force on fish. According to this experiment,
the team of Long [2] numerically studied the internal flow of jet fish pumps and discussed
potential risks for fish injuries. In the same year, Wu et al. [8] experimentally studied
changes in blood indexes to obtain the stress response of grass carp after passing through
jet fish pumps. A year later, Xu et al. [6] conducted a series of experiments to research
the transport capacity of jet fish pumps for different kinds of fish and their diversities of
physiological changes were analyzed. Due to the irregular movement of fish in jet fish
pumps, the experiment was the main method to study the locomotion of stressed fish
before 2018. In 2019, Xu et al. [9] made a significant step toward the numerical simulation
of stressed fish locomotion, developing an image-based numerical simulation method to
study the locomotion of fish in jet fish pumps. Based on this method, rich flow details could
be obtained, including the distribution of pressure and velocity around fish.

Yet, the working principle of jet fish pumps causes several unavoidable complicated
hydraulic factors; shear flow and pressure gradient are typical injury risk sources for
fish. Experiments are the common research method to study shear flow. By exposing
the fish to a submerged jet, Neitzel et al. [10] studied the effect of shear flows on various
types of juvenile fish and introduced a strain rate as an index of the shear intensity to
describe the hydraulic force experienced by a fish in the shear environment. They [11]
found that different fish species had different sensitivities to strain rate and fish could
be damaged when strain rates were more than 500 s−1. Guensch et al. [12] checked the
effects of shear flows and found that eye injuries and operculum injuries were common.
Pressure gradients including compression and decompression are common hydraulic
factors. Rapid decompression is dangerous for fish because it can cause barotrauma [13].
Typical symptoms of barotrauma include exophthalmia, protrusions of the everted stomach
and gonads, overexpansion or rupture of the swim bladder, displacement of internal organs
and rupturing of blood vessels and kidneys [14]. Some fish have even been killed by the
barotrauma in the process of decompression [15]. Therefore, these dangerous hydraulic
factors should merit more attention. Xu et al. [16,17] numerically studied the effects of
pressure gradients and shear flow on fish and revealed the mechanism of fish external
damage caused by these hydraulic factors. These hydraulic factors are the root of fish
injury and are mainly determined by structural parameters. Thus, further research on jet
fish pumps relies on the optimization of fish injury and transportation performance. For
optimization, the biggest challenge lies in the nonlinear relationship between hydraulic
factors and structural parameters. Additionally, the change of structural parameters also
affects the efficiency and transportation performance of jet fish pumps. Therefore, it is a
multi-parameter and multi-objective optimization problem aiming at high pump efficiency
and low fish loss.

It is hard to directly establish this nonlinear relationship using traditional methods,
so an advanced optimization method is needed. Currently, BP (back-propagation) neural
network technology is a good choice to develop complex relationships between multiple
objectives [18]. A BP neural network was considered with arbitrarily complex pattern clas-
sification capabilities and excellent multi-dimensional function mapping capabilities [19].
This technology does not need to determine the mathematical equation of the mapping re-
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lationship between input and output in advance. It only learns some rules through its own
training and obtains the result closest to the expected output value when the input value
is given. As for multi-objective optimization, evolutionary algorithms such as NSGA-II
have become the main method for multi-objective optimization problems currently [20].
NSGA-II is a non-dominated sorting genetic algorithm with an elite strategy [21]. NSGA-II
uses crowdedness and crowdedness comparison operators to make the individuals in the
Pareto domain evenly distributed in the entire Pareto domain [22].

In this research, the flow characteristics in jet fish pumps with different structural
parameters were numerically studied. After that, corresponding fish damage was evaluated,
according to hydrodynamic theory and multi-objective optimization theory. The BP neural
network was used to establish the internal mapping between structural parameters and
fish damage. Aiming at reducing fish loss while keeping efficiency without significant
decrease, an NSGA-II multi-objective genetic algorithm was used to solve this mapping
relationship and the optimized structural parameters of the jet fish pump were obtained.

2. Materials and Methods
2.1. Jet Fish Pump

A jet fish pump comprises a primary duct, a suction duct, an annular nozzle, a suction
chamber, a throat and a diffuser, as shown in Figure 1. The operating principle can be
simplified as follows: the high-velocity primary flow entrains the secondary flow at the
annular nozzle. Then, these flows exchange momentum and mix together in the suction
chamber and throat, and then pass through the diffuser [23].

Figure 1. Sketch of jet fish pump structure. 1-suction duct; 2-primary duct; 3-suction chamber;
4-annular nozzle; 5-throat; 6-diffuser.

A jet fish pump with an area ratio m of 1.75 (m = At/Aj) was chosen as the initial
calculation model [24,25]. The main structural parameters are shown in Table 1.

Table 1. Structural parameters of jet fish pump.

Parameter Ds(mm) Dp(mm) Dt(mm) Dd(mm) α(◦) β(◦)

Size 80 100 60 125 39 7

In addition, several non-dimensional parameters are calculated as follows:

q =
Qs

Qj
(1)

h =
Pc − Ps

Pj − Pc
(2)

η = q·h (3)
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where q is flow ratio, h is pressure ratio, η is jet fish pump efficiency; Qs and Qj are
volumetric flow rates of the secondary and primary flows; Pc, Ps and Pj are total pressure
of mixed, secondary and primary flows, respectively.

2.2. Description of the Optimization Problem

In our previous research, the numerical simulation feasibility of the three-dimensional
turbulent flow field was tested in jet fish pumps, and the numerical calculation settings
used in this paper are consistent with the cited papers [17]. Area ratio m, suction chamber
inclination angle α and the length-to-diameter ratio of throat L/Dt are key structural param-
eters for damage probability in jet fish pumps. Therefore, they were taken as optimization
design variables. Then, two groups of objectives of multi-objective optimization were taken,
the radial pressure gradient∇pr and efficiency η, the exposure strain rate e and efficiency η,
respectively. The ∇pr and e were reduced to minimize the risk of fish damage, respectively.
The multi-objective optimization problem was described as follows:

Optimization variable: T = (α, m, L/Dt)
Optimization object: Maximize {−∇pr, η}, Maximize {−e, η}.

2.3. Experimental Design
2.3.1. Uniform Experimental Design

According to uniform experimental design tables and usage tables of U30
*(3013),

three factors were applied to the jet fish pump, and the experimental design with a level
number of 30 was selected for each element [26]. As mentioned in Section 2.2, prior to this,
simulation calculations have been considered, α, m, and L/Dt were selected as the input
parameters for the following multi-objective optimization. The variable value range of the
structural parameters of the jet fish pump was set as follows:

Suction chamber inclination angle α: from 19◦ to 42.2◦;
Area ratio m: from 1 to 4.625;
Throat length-diameter ratio L/Dt: from 2 to 4.03.

2.3.2. Sample Space Solution

The value ranges of α, m, and L/Dt were equally divided into 30 groups, and the
structures of different combinations in these 30 groups were subjected to inverse problem
design calculations. According to the above uniform test table, the test arrangement was
carried out. 30 groups of jet fish pumps with different structural parameters were used
to perform the three-dimensional modeling of the fluid domain as shown in Figure 2. A
total of 30 groups of jet fish pumps with different structural parameters were meshed and
the parts with complicated hydraulic factors were meshed densely in Figure 3. After grid
independence verification, the total number of design grids of 30 groups of jet fish pump
models with different structural parameters was about 5.5 million. Working conditions
were consistent during the calculation of each group of models. According to the experi-
ment results, primary and secondary flow rates were set as 80.08 m3/h and 40.89 m3/h,
respectively. The outlet pressure was set as 18,270 Pa. A realizable k-ε model was used,
SIMPLEC pressure-velocity coupling algorithm was adopted and the second-order upwind
style discretization was adopted. Standard wall parameters were selected for each wall.
Based on numerical simulation, the exposure strain rate e, radial pressure gradient∇pr and
overall efficiency η of 30 groups of jet fish pumps with different structures were obtained.
Among them, the values of ∇pr and e were taken at the near wall of the throat y/Rt = 0.9
and y/Rt = 0.75, respectively.
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Figure 2. Computational domain model of jet fish pump.

Figure 3. Schematic diagram of local grid refinement. 1-annular nozzle; 2-suction chambers; 3-throat;
4-diffuser.

The sample space was solved according to the simulation calculation method and
all the sample space information obtained is shown in Table 2. There was a complicated
non-linear relationship between ∇pr, η, e and α as well as m and L/Dt. Moreover, ∇pr and
η as well as e and η were also coupled with each other.

Table 2. Sample space of multi-objective optimization.

NO. α/(◦) m L/Dt ∇pr/(kPa/m) e/(s−1) η/(%)

1 19 3.25 3.47 5340 942.545 16.99
2 19.8 1.75 2.84 28,115 914.349 18.75
3 20.6 4.125 2.21 5410 987.528 16.90
4 21.4 2.625 3.75 5570 998.607 16.92
5 22.2 1.125 3.12 5890 1097.280 18.41
6 23 3.5 2.49 9133 1358.620 16.66
7 23.8 2 4.03 5187 1002.740 19.24
8 24.6 4.375 3.4 12,900 1815.040 14.41
9 25.4 2.875 2.77 8285 1512.280 19.35

10 26.2 1.375 2.14 6086 965.498 16.81
11 27 3.75 3.68 13,662 1892.400 15.59
12 27.8 2.25 3.05 5682 1301.140 22.12
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Table 2. Cont.

NO. α/(◦) m L/Dt ∇pr/(kPa/m) e/(s−1) η/(%)

13 28.6 4.625 2.42 18,477 2289.660 13.02
14 29.4 3.125 3.96 11,287 1707.770 18.19
15 30.2 1.625 3.33 5734 1076.140 20.76
16 31 4 3.89 15,765 1085.120 34.57
17 31.8 2.5 3.47 8896 1663.190 21.87
18 32.6 1 3.61 4614 432.414 1.85
19 33.4 3.375 2.98 16,500 1950.460 17.21
20 34.2 1.875 2.35 6558 1521.680 23.88
21 35 4.25 2.07 23,944 2276.480 13.52
22 35.8 2.75 3.26 13,059 2063.720 21.08
23 36.6 1.25 2.125 5695 1081.482 18.30
24 37.4 3.625 2 20,666 2201.540 16.31
25 38.2 2.125 3.54 19,313 1875.480 23.56
26 39 4.5 2.91 28,279 2403.170 13.13
27 39.8 3 2.28 17,716 2069.190 19.39
28 40.6 1.5 3.82 7379 1098.200 17.40
29 41.4 3.875 3.19 27,138 2437.370 15.14
30 42.2 2.375 2.56 13,437 2015.680 23.61

2.4. Neural Network Design

The relationship between α, m, L/Dt and η as well as ∇pr, and e were complex
nonlinear relationships and there was no empirical formula to refer to. Therefore, the
BP neural network can better approximate the models of input structure parameters η,
∇pr, and e. After the mapping relationship was fitted, it was optimized with the NSGA-II
multi-objective genetic algorithm.

2.4.1. Normalization of Sample Data

In the sample data, due to the difference of several orders of magnitude between
η, ∇pr and e, the neural network will have slow convergence and a long training time
during neural network training. Data input with an extensive data range may play a more
prominent role in pattern classification, and vice versa, and even data annihilation may
occur. In addition, the value range of the activation function of the neural network output
layer is limited, so the trained objective function should also be mapped to the value range
of the activation function. To avoid this error caused by the characteristics of the data,
before BP neural network modeling, the data needed to be normalized first. The data were
normalized to the range of [0, 1] according to Equation (4), as shown in Table 3.

Y =
X − Xmin

Xmax − Xmin
(4)

Table 3. Sample space of multi-objective optimization after data normalization.

NO. α/(◦) m L/Dt ∇pr/(kPa/m) e/(s−1) η/(%)

1 0.0000 0.6207 0.7241 0.0965 0.0965 0.4627
2 0.0345 0.2069 0.4138 0.9935 0.9935 0.5165
3 0.0690 0.8621 0.1034 0.0993 0.0993 0.4600
4 0.1034 0.4483 0.8621 0.1056 0.1056 0.4606
5 0.1379 0.0345 0.5517 0.0000 0.0000 0.5061
6 0.1724 0.6897 0.2414 0.2459 0.2459 0.4526
7 0.2069 0.2759 1.0000 0.0511 0.0511 0.5315
8 0.2414 0.9310 0.6897 0.3943 0.3943 0.3839
9 0.2759 0.5172 0.3793 0.2125 0.2125 0.5348

10 0.3103 0.1034 0.0690 0.0471 0.0471 0.4572
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Table 3. Cont.

NO. α/(◦) m L/Dt ∇pr/(kPa/m) e/(s−1) η/(%)

11 0.3448 0.7586 0.8276 0.4243 0.4243 0.4199
12 0.3793 0.3448 0.5172 0.1100 0.1100 0.6195
13 0.4138 1.0000 0.2069 0.6139 0.6139 0.3414
14 0.4483 0.5862 0.9655 0.3307 0.3307 0.4994
15 0.4828 0.1724 0.6552 0.0726 0.0726 0.5779
16 0.5172 0.8276 0.9310 0.5071 0.5071 1.0000
17 0.5517 0.4138 0.7241 0.2366 0.2366 0.6119
18 0.5862 0.0000 0.7931 0.0679 0.0679 0.0000
19 0.6207 0.6552 0.4828 0.5361 0.5361 0.4694
20 0.6552 0.2414 0.1724 0.1445 0.1445 0.6733
21 0.6897 0.8966 0.0345 0.8293 0.8293 0.3567
22 0.7241 0.4828 0.6207 0.4005 0.4005 0.5877
23 0.7586 0.0690 0.0616 0.1105 0.1105 0.5028
24 0.7931 0.7241 0.0000 0.7001 0.7001 0.4419
25 0.8276 0.3103 0.7586 0.6469 0.6469 0.6635
26 0.8621 0.9655 0.4483 1.0000 1.0000 0.3447
27 0.8966 0.5517 0.1379 0.5840 0.5840 0.5361
28 0.9310 0.1379 0.8966 0.1768 0.1768 0.4752
29 0.9655 0.7931 0.5862 0.9551 0.9551 0.4062
30 1.0000 0.3793 0.2759 0.4154 0.4154 0.6650

In the formula, Y is the normalized value of the initial sample data; X is the value of
the initial data; Xmax is the maximum value in the initial data set; Xmin is the minimum
value in the initial data set.

2.4.2. Determination of the Number of Hidden Nodes

The number of hidden nodes of the BP neural network had a greater impact on the
final training prediction effect [27]. When the number of hidden nodes is small, the learning
effect of the neural network is poor, the training times need to be increased, and the training
accuracy is low. When the number of hidden nodes is large, the training time is long, and
the neural network is prone to overfitting. Therefore, this paper randomly divided 30
groups of training samples into a training set (25) and a test set (5). The loop algorithm was
used to test the error of the neural network when the number of hidden nodes is 1–15. The
error between the predicted and actual results was used to determine the number of hidden
nodes. Among them, the hidden layer activation function selected tansig, the output layer
activation function selected purelin, and the training function selected traingx [28]. After
a total of 15 cycles, the original samples of the test set and the sum squared errors of the
prediction of 15 groups of different hidden nodes were obtained, as shown in Figure 4.
When the number of hidden nodes was 12, the error of the prediction efficiency was the
smallest, so the hidden nodes of the BP neural network for the prediction efficiency were
set to 12. Similarly, the number of hidden nodes of the BP neural network for predicting
the pressure gradient and the exposure strain rate was set to 10 and 14.
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Figure 4. Sum squared error of BP neural network (η) in different hidden layer nodes.

2.4.3. Comparison of BP Neural Network Construction

The BP neural network was used to model and analyze the sample data. Then, the
fitted mapping function was used as the fitness function of the NSGA-II multi-objective
genetic algorithm for multi-objective optimization. The BP neural network used three
structural parameters α, m, and L/Dt as input. η, ∇pr and e were output, and the hidden
layers were 12, 10, and 14 neurons, respectively. The hidden layer activation function
selected the tangent sigmoid function tansig, the output layer selected the linear transfer
function purelin, and the training function selected the weight function tradingdm function.
A three-layer BP neural network was established through the newff function, which was
called by the following format:

net = newff
(
pn, tn, 12,

{
‘tansig′,′ purelin′

}
,′ traingdm′

)
(5)

where pn is the normalized training sample data matrix, and tn is the normalized target
sample data matrix. MATLAB was used to model and train the BP neural network. There
were 30 sets of samples in the above sample space, of which 25 groups in the sample space
were randomly selected for training the neural network, and the remaining 5 groups were
used as the test set of the neural network. Five test sets were used to test the effect of
neural network training. The BP neural network for η prediction was trained 50,000 times,
the learning step was set to 0.05 and the mean square error of the result was set to 10−5.
After the neural network was trained 38,206 times, the mean square error met the target
value, and the performance of the BP neural network was stable. The neural network
regression value was about 0.998, close to 1, indicating that the fitting was reasonable.
With the same settings to predict ∇pr and e, the neural network trained 48,259 times and
34,460 times, respectively, when the mean square error reached 10−5, which met the training
requirements.

Then, the prediction model was compared with the numerical simulation value. The
result showed that the designed BP neural network had a high training accuracy and met
the prediction accuracy of the nonlinear relationship function. According to the three BP
neural network models established, MATLAB was used to program the three prediction
models in the form of functions. The following NSGA-II multi-objective genetic algorithm
will sort the fitness values according to this fitness function.

2.5. NSGA-II Genetic Algorithm Verification

Before using the NSGA-II multi-objective genetic algorithm for optimization, it was
necessary to pass several test functions to verify the required reliability of the programmed
genetic algorithm. The selected test function was introduced in Equations (6)–(8) [29].
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ZDT1 function:
f1(x) = x2

f2(x) = g(x)[1 −
√

f1(x)/g(x)], xi ∈ [0, 1], n = 30
g(x) = 1+ 9(∑n

i=2 xi)
n−1 , x = (x1, x2, . . . , xn)

T ∈ [0, 1]n
(6)

ZDT2 function:
f1(x) = x1

f2(x) = g(x)[1 −
(

x1
g(x)

)2
], xi ∈ [0, 1], n = 30

g(x) = 1+ 9(∑n
i=2 xi)

n−1 , x = (x1, x2, . . . , xn)
T ∈ [0, 1]n

(7)

ZDT3 function:
f1(x) = x1

f2(x) = g(x)[1 − f1(x)
g(x) (1 − sin(10πx 1))], xi ∈ [0, 1], n = 30

g(x) = 1+ 9(∑n
i=2 xi)

n−1 , x = (x1, x2, . . . , xn)
T ∈ [0, 1]n

(8)

Programming calculations were performed separately through the NSGA-II algorithm
for the above three test functions. The main program remains unchanged; only the fitness
function in the sub-function was changed, and the result obtained was compared with
the ideal Pareto frontier of the corresponding function. The result is shown in Figure 5
below. According to the comparison chart of the three reliability function verification
results of ZDT1, ZTD2 and ZDT3 in the figure below, the Pareto solution set produced by
the NSGA-II multi-objective genetic algorithm written in this paper was consistent with
the ideal Pareto solution set and was more consistent in value. Therefore, it was reliable
that this paper used the NSGA-II multi-objective genetic algorithm to optimize η and ∇pr
as well as η, and e of the internal structural parameters of the jet fish pump.
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3. Results and Discussion
3.1. Basic Analysis of Optimization Results

After verifying the reliability of the above experimental design arrangement, the
neural network mapping function was established, as well as the NSGA-II multi-objective
genetic optimization function. Therefore, the structural parameters of the jet fish pump can
be optimized. The optimization operation of NSGA-II was the optimization of ∇pr-η and e-
η. In this paper, the BP neural network was applied to approximate the non-linear function
relationship between the structural parameters and the target. Then the NSGA-II multi-
objective genetic algorithm was used to cooperate with each other to optimize. Among
them, the initial population of the NSGA-II multi-objective genetic algorithm was set to
200. The number of iterations was set to 500. The tournament selection method was used
for selection, the genetic crossover probability was set to 0.9, and the mutation probability
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was set to 0.3. After 500 iterations of the NSGA-II multi-objective genetic algorithm, the
corresponding non-dominated solution set can be obtained.

Figures 6 and 7 showed ∇pr-η Pareto solution set and e-η Pareto solution set obtained
after optimization by the NSGA-II multi-objective genetic algorithm. According to the
figure, the obtained ∇pr-η Pareto frontier and e-η Pareto front curves were smooth, with
good distribution. It can better reflect the excellent ability of the NSGA-II multi-objective
genetic algorithm to search for Pareto non-dominated solutions [30].

Figure 6. Pareto solution set (∇pr-η).

Figure 7. Pareto solution set (e-η).

According to Table 4, when m was approximate to 2.1, α was about 20◦, and L/Dt
was about 2.2, the jet fish pump could achieve greater efficiency. At the same time, we
have noticed that ∇pr at the inlet section of the jet fish pump throat was relatively small.
According to Table 5, when m was about 1.5, α and L/Dt were approximately 19.15◦ and
2.5, respectively, η was slightly improved, and the fish was less likely to be damaged by
the shear flow in the fish pump. Due to a large number of solutions, this research followed
the principle of high to low fitness; the information of each of the 5 Pareto solutions was
selected, as shown in Tables 5 and 6 below.
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Table 4. Specific information of optimized Pareto solution (∇pr-η).

NO. α/(◦) m L/Dt ∇pr(kPa/m) η/(%) Fitness

1 0.04135 0.289110 0.091270 3618.76 24.75 0.0414
2 0.03982 0.291732 0.080383 3343.88 24.72 0.0385
3 0.04119 0.323666 0.095324 3159.67 24.70 0.0325
4 0.04211 0.310589 0.085714 3379.58 24.73 0.0314
5 0.04026 0.329214 0.083542 3202.41 24.71 0.0276

Table 5. Specific information of optimized Pareto solution (e-η).

NO. α/(◦) m L/Dt ∇pr(kPa/m) η/(%) Fitness

1 0.006612 0.147448 0.248935 212.67 26.15 0.0654
2 0.005905 0.148308 0.247737 257.14 26.28 0.0416
3 0.006946 0.164264 0.238342 218.63 26.18 0.0363
4 0.007037 0.153077 0.244936 220.20 26.19 0.0342
5 0.006875 0.167778 0.239856 203.79 26.10 0.0327

Table 6. Comparison of optimization results (∇pr-η and e-η).

Value ∇pr/(kPa/m) η/(%) e/(s−1) η/(%)

Initial value 10,200 23.83 1572.19 23.83
Predictive value 3618.76 24.75 212.67 26.15

Analog value 3787.73 23.98 205.94 25.03

3.2. Analysis of Internal Flow Field before and after Optimization

The internal flow field with a high fitness value was numerically simulated. The simu-
lation calculation settings were consistent with the flow field settings in Section 2.3.2. Then
the simulation calculation results were compared with the predicted results and individual
target values before NSGA-II multi-objective genetic optimization. The comparison results
are shown in Table 6. According to the table, it can be seen that ∇pr and η inside the
optimized jet fish pump were smaller than that in the initial structure. After multi-objective
optimization, ∇pr at the throat inlet section y/Rt = 0.9 and e at the throat inlet section y/Rt
= 0.75 were about 2/5 and 1/8 of the values in the initial jet fish pump, respectively. In
addition, η was increased by 4.8%.

Figure 8 shows diagrams of∇pr inside the jet fish pump before and after optimization
by the NSGA-II multi-objective genetic algorithm. In this figure, the distribution areas
where ∇pr was higher than 1000 kPa/m after optimization were similar to those before
optimization. They were all distributed from the outlet of the annular nozzle to the front
part of the suction chamber, at the end of the suction chamber and at the throat inlet
section. Near the front wall surface of the shrinking chamber, the volume of ∇pr higher
than 1000 kPa/m after optimization was about 1/3 of that before optimization. Before
optimization, the region with high ∇pr accounted for about half of the inlet of the throat.
After multi-objective genetic optimization, even though the high-pressure gradient region
still appeared at the end of the suction chamber and the entrance of the throat, the range of
this region was reduced. Therefore, the probability of fish being damaged by the pressure
gradient was smaller than that before optimization.

As shown in Figure 9, ∇pr before and after optimization was further compared and
analyzed. After NSGA-II multi-objective optimization, ∇pr distribution law of the jet fish
pump at the inlet section of its throat was the same as before optimization. ∇pr near the
centerline of the jet fish pump was small or even close to zero. As the radial position
gradually approached the wall surface, ∇pr gradually increased and the magnitude of the
increase was also more significant. Numerically, the difference in ∇pr near the centerline
of the inlet section of the jet fish pump throat before and after optimization was relatively
small. ∇pr, where the optimized radial position y/Rt was between 0.75 and 0.9 and
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between −0.9 and −0.75, was significantly different from ∇pr before optimization; ∇pr in
this interval before optimization was about 2~2.5 times that after optimization. In addition,
the corresponding force on fish gills and scales after optimization was only about 2/5 of
that before optimization. Therefore, the risk of damage to fish due to∇pr was also reduced.

Figure 8. Internal radial pressure gradient before and after optimization. (a) Before optimization;
(b) After optimization.

Figure 9. Internal radial pressure gradient before and after optimization (at inlet section of throat).

The cloud diagram of the internal flow field of the jet fish pump optimized by the
NSGA-II with e higher than 500 s−1 is shown in Figure 10. Similar to the distribution trend
before optimization, e near the axis of the jet fish pump optimized by the multi-objective
structure was relatively small. After optimization, there were still dangerous areas inside
the jet fish pump due to shear flow. The scope of the dangerous area was significantly
reduced compared to before optimization, and it was mainly distributed in the interior
of the suction chamber and the area near the wall of the diffuser inlet. The dangerous
area at the diffuser inlet of the optimized jet fish pump was slightly smaller than that
of the initial model. Before the optimization, the dangerous area inside the throat was
more extensive and existed in the entire throat. However, the dangerous area inside the
optimized throat only existed at the entrance of the throat, and as the flow progressed, e
gradually decreased. In addition, the area where e was higher than 500 s−1 was analyzed
and calculated separately. Before optimization, the dangerous area was 4.5 × 10−4 m3, and
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the dangerous area after NSGA-II optimization was reduced to 2.5 × 10−4 m3. The scope
of the dangerous area was reduced by nearly 1/2. Therefore, the probability of damage to
the transported fish due to shear flow was relatively small.

Figure 10. Internal exposure strain rate before and after optimization. (a) Before optimization;
(b) After optimization.

4. Conclusions and Future Direction

Based on the numerical simulation method, this study calculated the flow characteris-
tics of jet fish pumps with different structural parameters. According to numerical results
and the fish injury threshold of typical hydraulic factors, the internal mapping between
key structural parameters, including suction chamber inclination angle, area and throat
length-diameter ratios, and fish injuries was established using a BP neural network. Then,
this mapping relationship was solved by an NSGA-II multi-objective genetic algorithm.
The main conclusions are summarized as follows:

(1) By comparing with Pareto solution sets, the reality of the NSGA-II multi-objective
genetic algorithm is verified. This multi-objective genetic algorithm can optimize η
and ∇pr as well as η and e of the internal structural parameters of the jet fish pump.
The obtained∇pr-η Pareto frontier and e-η Pareto front can reflect the excellent ability
of the NSGA-II multi-objective genetic algorithm to search for Pareto non-dominated
solutions.

(2) According to optimization results, efficiency, radial pressure gradient and exposure
strain rate cannot be optimal at the same time. The optimized structural parameters
considering ∇pr-η are different from those considering e-η.

(3) Aiming at high jet pump efficiency and low radial pressure gradient, the optimized
structure combination is that m = 2.1, α = 20◦and L/Dt = 2.2. The radial pressure
gradient in the jet fish pump with this structure combination can be decreased to
about 40% of that in the origin jet fish pump before optimization.

(4) Aiming at high jet pump efficiency and low exposure strain rate, the optimized
structure combination is that m = 1.5, α = 19.15◦ and L/Dt = 2.5. The exposure strain
rate and dangerous area scope in the jet fish pump with this structure combination
can be decreased at about 12.5% and 50% of that in the origin jet fish pump before
optimization, respectively. In addition, the efficiency of this jet fish pump with
optimized structure is increased by 4.8%.

Notwithstanding our present results on the jet fish pumps, there is still a lot of work
needed in the future. Key issues include the following:
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(1) The motion of fish could affect the distribution of the flow field, which was ignored in
this research. For further study, researchers could pay more attention to the swimming
of fish and achieve a more optimized model of a jet fish pump.

(2) Limited by computing resources, input samples of structural parameters are rela-
tively few. For additional research, it is necessary to expand the range of structural
parameters and increase the level of input variables to obtain a more accurate internal
mapping relationship.

(3) In the present research, two objectives of∇pr-η and e-η were optimized by the NSGA-
II genetic algorithm, respectively. For the following research, multi-objective opti-
mization combining η with ∇pr and e could be carried out and provide a theoretical
basis for high-efficiency and low fish-loss jet fish pump design.
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