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Abstract: To better respond to the impact of power system-uncertain parameters on transient stability, a novel model named the parametric transient stability constrained optimal power flow (parametric TSCOPF) is proposed. It seeks the optimal control scheme of transient stability constrained optimal power flow (TSCOPF) expressed by the function of uncertain parameters in power systems. The key difficulty to solve this model lies in that the relationship between the parametric TSCOPF solution and uncertain parameters is implicit, which is hard to derive generally. To this end, this paper approximates the optimal solution of parametric TSCOPF by polynomial expressions of uncertain parameters based on the stochastic collocation method. First, the parametric TSCOPF model includes both uncertain parameters and transient stability constraints, in which the transient stability constraint is constructed as a set of polynomial expressions using the SCM. Then, to derive the relationship between the parametric TSCOPF solution and uncertain parameters, the SCM is applied to the parametric Karush–Kuhn–Tucker (KKT) conditions of the parametric TSCOPF model, so that the optimal solution of the parametric TSCOPF is approximated by using polynomial expressions with respect to uncertain parameters. The proposed parametric TSCOPF model has been tested on a 3-machine, 9-bus system, and the IEEE 145-bus system, which verifies the effectiveness of the proposed method.
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1. Introduction

The transient stability constrained optimal power flow (TSCOPF) [1–5] is an efficient tool to reconcile the requirements of economic operation and dynamic security in power systems, and the model of TSCOPF problem has been generally addressed as a deterministic optimization problem. However, renewable resources and nodal loads are uncertain factors in power systems, which have significant influence on the solution of deterministic TSCOPF. So it is necessary to consider the effect of these uncertain parameters in the TSCOPF problem, and implement control schemes to respond to the fluctuations of uncertain factors in power systems.

According to the manners of parameter uncertainty quantification and optimization model construction, there are two commonly used methods of solving optimization problems considering uncertain parameters, i.e., probabilistic optimization [6–8] and robust optimization [9,10]. Probabilistic optimization assumes that the uncertain parameters obey a certain determined probability distribution. It minimizes the expectation of generation
cost, etc. as the objective function to build a stochastic probabilistic model satisfying a certain probability level constraints. This approach has been used in problems such as optimal siting and sizing of distributed generators [11], security-constrained unit commitment [12–15] and reserve dispatch with uncertain wind power output [16–18]. It has been shown that the strategy derived from probabilistic programming can optimize the expectations of the objective function under uncertainty. However, probabilistic optimization modeling requires the knowledge of complete information about the probability distribution of uncertain parameters. Robust optimization is widely used because it does not need to know the information of probability distribution of uncertain parameters. Robust optimization limits the value of all uncertain parameters within their variation range, and transforms the problem into a deterministic optimization problem to cater to the needs of all extreme scenarios. Robust optimization has been widely used to deal with uncertain parameters in economic dispatch [19–22], security-constrained unit commitment [23], and cooperative energy and reserve scheduling for multi-microgrids [24]. However, although robust optimization can effectively deal with uncertain parameters, the optimization results are often very conservative due to its neglect of the distribution information of uncertain parameters.

In this paper, a novel approach named parametric optimization is proposed. In the model of the parametric optimization, uncertain parameters are treated as independent variables which vary freely in their range, and the system variables and control parameters are treated as dependent variables of uncertain parameters. So the parametric optimization seeks a solution that characterize the quantitative relationship between the parametric optimization solution and uncertain parameters.

The difficulty of solving the well-known TSCOPF is that the transient equality constraint is a set of differential algebraic equations (DAEs) which are hard to be dealt with in the optimization model. For the parametric TSCOPF (Pa-TSCOPF), this difficulty will be even more serious because the uncertain parameters are free to change in the optimization model. Therefore, to obtain the parametric solution, the relationship between system variables (containing both state and algebraic variables) in the transient process and parameters (containing both uncertain and control parameters) needs to be reformulated, thus the DAEs can be eliminated from the optimization model. There are three kinds of ways to solve this problem: (1) The Monte Carlo method [25] is a straightforward method to analyze the statistical characteristic of the transient variables. However, the dynamic models of power systems have the characteristics of high dimensionality and strong nonlinearity; thus this method is time-consuming. (2) The analytical trajectory sensitivity method [26,27] is a linearization approximation method, which can be used to approximate the effect of parameters on the transient variables. Although this method is time-saving, it is a local linear approximation that is only accurate in the neighborhood of the expansion point. (3) The polynomial chaos expansion (PCE) method [28,29] uses a linear combination of a set of polynomial basis functions with undetermined coefficients to retain the nonlinearity of the transient process, so it is more accurate compared with the trajectory sensitivity method. This method falls into the category of polynomial approximation, which approximates the relationship between system variables in the transient process and parameters explicitly by polynomial approximation. Because this method has high accuracy and good convergence, it has been applied to many static or dynamic problems in engineering fields [30–36].

In terms of ways to solve undetermined coefficients, the PCE method can be classified into the stochastic Galerkin method (SGM) [37] and the stochastic collocation method (SCM) [38]. These two methods both can be applied to the parametric transient stability analysis and have high accuracy. The difference is that the SGM is an intrusive method and may become computationally intensive or even too hard to solve for systems with many parameters, whereas SCM is a non-intrusive PCE method that treats the system model as a black box and only needs to acquire samples of parameter-output function at the collocation points from the system model. Therefore, the SCM is more portable than the SGM as it can be easily integrated with existing commercial software such as BPA and
PSS/E. Because of this, in this paper, the SCM method is applied to analyze the parametric transient stability by constructing the polynomial approximation of transient variables concerning parameters.

With transient variables been approximated by algebraic polynomial formulation, the DAEs transient constraint can be reformulated as a set of algebraic equations, and hence the differential algebraic Pa-TSCOPF can be reformulated in terms of algebraic parametric nonlinear programming (Pa-NLP). In efforts to solve the algebraic Pa-NLP, Qiu et al. in [39] propose an SGM-based method. However, in this paper, the Pa-TSCOPF model would be even more computationally demanding and too hard to solve because of the large size of the power system and the complexity of the model. As an alternative solution, an SCM-based method is developed to effectively solve this algebraic Pa-NLP by using PCE to approximate the relationship between the Pa-TSCOPF solution and uncertain parameters.

The main contributions of this paper are twofold: (1) the proposed SCM-based method is used to reformulate the original complicated set of stochastic DAEs in the optimization model into a simple set of algebraic equations in polynomial form, which can explicitly describe the relationship between system variables in the transient process and parameters. In this way, the original system of stochastic DAEs can be eliminated from the optimization model, which facilitates the solution of the optimization problem. (2) Compared with the robust TSCOPF and the probabilistic TSCOPF, the proposed Pa-TSCOPF can provide effective preventive control schemes according to parameter variations, and can avoid the conservativeness of the solution while improving the transient stability of the power system. In practice, the variation ranges of uncertain parameters are predicted in advance, then once the information about the uncertain parameters has been measured, the values of the uncertain parameters can be substituted into the parametric optimization solution. Because the computation time required to obtain the preventive control scheme through the parametric optimization solution is negligible, it can ensure the timeliness of the preventive control scheme.

The rest of this paper is organized as follows. The model of Pa-TSCOPF is first introduced in Section 2, Section 3 applies the SCM to the parametric transient stability analysis to reformulate the Pa-TSCOPF model as an algebraic Pa-NLP. Section 4 applies the SCM to solve the algebraic Pa-NLP, and Section 5 validates this method on the 3-machine, 9-bus system and IEEE 145-bus system. Section 6 concludes the paper.

2. Formulation of Parametric Transient Stability Constrained Optimal Power Flow

The proposed parametric TSCOPF (Pa-TSCOPF) is formulated as the following parametric nonlinear programming (Pa-NLP) in the form of DAEs, where the control parameters \( u \) are variables to be optimized, such as rescheduling the generators’ active powers or adjusting their terminal voltage, while the uncertain parameters \( p \) are treated as variables that vary freely in their range. In the parametric problem, the control variables \( u \), the state variables \( x \) and the algebraic variables \( y \) depend on the value of uncertain parameters \( p \); thus they are functions in terms of \( p \). In addition to that, the initial conditions \( x_0 \) and \( y_0 \) are also affected by the uncertain parameters, so initial conditions are also functions in terms of \( p \).

The mathematical models of the parametric problem are as follows:

\[
\min_{x_0, y_0, u} c(x_0(p), y_0(p), u(p); p) \tag{1}
\]

subject to:

\[
0 = g(x_0(p), y_0(p), u(p); p) \tag{2}
\]

\[
0 = f(x_0(p), y_0(p), u(p); p) \tag{3}
\]

\[
H_{0,\text{min}} \leq H_0(x_0(p), y_0(p), u(p); p) \leq H_{0,\text{max}} \tag{4}
\]

\[
0 = g(x(t), y(t), u(p); p), \quad t \in (t_0, t_{\text{end}}] \tag{5}
\]

\[
\frac{dx(t)}{dt} = f(x(t), y(t), u(p); p), \quad t \in (t_0, t_{\text{end}}] \tag{6}
\]
The objective function $c : \mathbb{R}^{nx} \times \mathbb{R}^{ny} \times \mathbb{R}^{nu} \times \mathbb{R}^{np} \to \mathbb{R}$ in Equation (1) can be expressed as the fuel cost, network loss, or the renewable energy consumption capability, etc. $g : \mathbb{R}^{nx} \times \mathbb{R}^{ny} \times \mathbb{R}^{nu} \times \mathbb{R}^{np} \to \mathbb{R}^{ns}$ in Equation (2) and (5) includes the models of network and machine–network interface. $f : \mathbb{R}^{nx} \times \mathbb{R}^{ny} \times \mathbb{R}^{nu} \times \mathbb{R}^{np} \to \mathbb{R}^{nq}$ in Equations (3) and (6) includes dynamic models of generators and loads. Equations (2) and (3) describe the steady-state equality constraints including power flow balances. Equation (4) includes limits on bus voltage magnitude, generator active and reactive power outputs etc. Equations (5) and (6) describe the dynamics of the power system during the transient period $t \in (t_0, t_{end}]$, and Equation (7) represents the corresponding transient stability constraints such as the limit on relative swing angles in transient process.

Obviously, if $p$ is set to a deterministic value, then Pa-TSCOPF Equations (1)–(7) becomes the traditional TSCOPF [1–5].

In the robust problem, the control parameters $u$ will be influenced by the variation ranges of the uncertain parameters $p$ but not by the particular values of $p$. But the state variables $x$, the algebraic variables $y$, the initial conditions $x_0$ and $y_0$ will depend on it. As we do not optimize the objective function for each $p$ of the range independently, but jointly for all $p$, the objective function is reformulated as its supremum considering the variation ranges of $p$ in the robust problem, such as

$$
\min_{x_0,y_0,u} \sup_{p \in D} c(x_0(p),y_0(p),u;p)
$$

where $\sup$ is the supremum calculation. The solution of the robust optimization is a set of deterministic optimal control schemes, which are independent of uncertain parameters.

For the probabilistic problem, the issue is similar to the one of the robust problem. The difference is that the control parameters will be influenced by the probability distribution of the uncertain parameters. In addition to that, the objective function is reformulated as its expectation considering the probability distribution of $p$ in the probabilistic problem. Therefore, the mathematical models of the parametric problem are as follows:

$$
\min_{x_0,y_0,u} \mathbb{E}_p \left[ c(x_0(p),y_0(p),u;p) \right]
$$

subject to

$$
P\{H(x_0(p),y_0(p),u;p) \leq 0\} \geq \beta, \quad p \sim F,
$$

where $p \sim F$ is the probability distribution of $p$. The solution of the probabilistic optimization is a set of deterministic optimal control schemes, which are independent of uncertain parameters either.

The aim of the above kinds of TSCOPF models is to search an optimal steady-state operating point $x_0, y_0$ that is transient stable through regulate the control parameters $u$. The transient equality constraints Equations (5) and (6) is a set of parametric DAEs. Because this set of equations is difficult to be dealt with in the optimization model, the SCM is applied to reformulate Equations (5) and (6) as a set of parametric polynomial equations in the next section.

3. Reformulation of Transient Stability Constraints Based on the Stochastic Collocation Method

3.1. Polynomial Approximation of Transient Dynamics

As can be seen from the dynamic constraints of (5) and (6), the relationship between parameters $p'$ and system variables $y'$ is implicitly described by a set of DAEs with initial condition $y'_0$. To eliminate this set of DAEs from the optimization model to make the optimization model easy to solve, the SCM is introduced to approximate the relationship between $y'(t)$ and $p'$ explicitly with polynomial expression.
Because \( |\partial g / \partial y| \neq 0 \) for \( t \in (t_0, t_{\text{end}}) \), in general, according to the implicit function theorem, the relationship between \( y' \) and \( p' \) can be approximated by

\[
y'(t, p') \approx \hat{y}'(t, p') = \sum_{k=1}^{N_h} c_k'(t) \Phi_k(p'),
\]

where \( \Phi_k(p') \triangleq \{ \varphi_{k_1}(p'_1) \varphi_{k_2}(p'_2) \cdots \varphi_{k_d}(p'_d) \} \) is the \( k \)-th orthogonal polynomial basis function. As \( N \) is the total degree of \{ \Phi(p') \}, then \( N_h = \frac{(N + d)!}{N! d!} \). In this paper, the Legendre polynomial series are selected as basis functions; thus the range of \( p' \) is transformed to \([-1, 1]\) by linear transformations.

Then, the undetermined coefficients \( c_k'(t) \) in (10) can be solved by the SCM with the following formula:

\[
c_k'(t) = \frac{1}{\chi_k} \sum_{m=1}^{M} \alpha_m \Phi_k(p'^{(m)}) \varphi(t, y'^{(m)}),
\]

where \( \chi_k = \int_{\Omega} \Phi_k(p') \Phi_k(p') \omega(p') dp' \) with \( \omega(p') = 1 \) for Legendre polynomial series; \( p'^{(m)}, m = 1, \ldots, M \) are collocation points (also called integration points). The collocation points and corresponding integration coefficient \( \alpha_m \) are determined through the Smolyak sparse grid quadrature [28]; \( \varphi(t, y'^{(m)}) \) is the trajectory of \( y' \) with fault information, initial condition \( y'(t_0) = y'0 \) and \( p' = p'^{(m)} \), which can be obtained through simulation by numerical methods. Therefore, the nonlinearity of the initial condition and the accuracy of numerical simulation results will affect the accuracy of the polynomial approximation. The common numerical integration includes Euler’s method, improved Euler’s method, implicit trapezoidal method, and Runge–Kutta method. Considering that the implicit trapezoidal method has better accuracy and numerical stability, in this paper, the implicit trapezoidal method is utilized. It can be observed in Equation (11) that \( c_k'(t) \) is determined by initial condition \( y'0 \) when \( \chi_k, \alpha_m, p'^{(m)} \) arepredesigned in SCM.

Note that polynomial approximation Equation (10) cannot reflect the statistical information of uncertain parameters. However, when their probability distribution is known, Equation (10) can be used to retrieve the statistical information of \( y' \). For instance, if the uncertain parameters are uniformly distributed, according to the orthogonality of Legendre polynomials, the mean and standard variance of \( y'(t, p') \) can be approximated as [29]

\[
\mu_{y'}(t) = \mathbb{E}[y'(t, p')]
\]

\[
= \int \left( \sum_{k=1}^{N_h} c_k'(t) \Phi_k(p') \right) dF(p') = c_k'(t),
\]

\[
\sigma_{y'} = \sqrt{\mathbb{E}[(y'(t, p') - \mu_{y'}(t))^2]} = \sqrt{\sum_{k=2}^{N_h} [\chi_k(c_k'(t))^2]}.
\]

Figure 1 is plotted to illustrate Equations (12) and (13). The fault condition of Figure 1 is presented in Section 6.1, and the uncertain parameter \( p_{L5} \) is uniformly distributed in \( p_{L5} \in [112.5, 137.5] \) MW. By setting the total degree of polynomial bases to 2, the polynomial approximation of \( \delta_{G2} \) in terms of \( p_{L5} \) is

\[
\delta_{G2} \approx \delta_{G2} = \sum_{k=1}^{3} c_k(t) \Phi_k(p_{L5}).
\]
Coefficients $c_k(t)$, $k = 1, 2, 3$ in (14) are plotted in Figure 1. As can be seen, the trajectories of $c_k'(t)$ and $\sqrt{\sum_{k=2}^{3} \chi_k(c_k(G_k(t)))^2}$ are coincident with the mean trajectory $\bar{\delta}$ and standard variance trajectory $\sigma$ respectively, which validates Equations (12) and (13).
The elimination of the dynamic constraints (5) and (6) from the parametric TSCOPF model gives the following advantages:

1. The effect of uncertain parameters \( p \) on the transient process can be explicitly evaluated by the transient stability constraint (20), which is a series of polynomials and easy to be evaluated in the Pa-TSCOPF problem.

2. The dynamic constraints (5) and (6) in the general Pa-TSCOPF model is a set of DAEs, which cannot be dealt with directly by existing optimization methods. Differently, the solution for the algebraic Pa-NLP in the reformulated Pa-TSCOPF model is easier to be dealt with.

4. Solution of Algebraic Pa-NLP Model Based on the Stochastic Collocation Method

The existence of uncertain parameters \( p \) in the proposed algebraic Pa-NLP model implies the optimal steady state operating point \( y'_0(\mathbf{p}) \) and the optimal control scheme \( u^*(\mathbf{p}) \) depend on uncertain parameters \( p \). The challenge for solving the algebraic Pa-NLP is how to effectively evaluate the effect of uncertain parameters \( p \) on the optimal solution. The SCM-based optimization method proposed here is a parametric optimization method for algebraic Pa-NLP. It aims to approximate the relationship between the Pa-TSCOPF solution and uncertain parameters explicitly by polynomial expressions. This method starts with the formulation of parametric Karush–Kuhn–Tucker (KKT) conditions by the primal–dual interior point method (PDIPM) and gets the parametric optimal solution by applying the SCM to solve KKT conditions.

4.1. Parametric KKT Conditions of Algebraic Pa-NLP Model

Based on the classical PDIPM [40], by introducing slack variables for inequality constraints (19) and (20) and appending the logarithmic barrier functions to the objective, algebraic Pa-NLP model (17)–(20) can be reformulated as the following subproblem:

\[
\begin{align*}
\min_{y'_0, \mathbf{u}, \mathbf{p}} & \quad c(y'_0, \mathbf{u}, \mathbf{p}) - \mu \sum_{j=1}^{r_0} \log(l_j(\mathbf{p})) - \mu \sum_{j=1}^{r_t} \log(v_j(\mathbf{p})) \\
& \quad -\mu \sum_{j=1}^{r_t} \log(v_t(\mathbf{p})) \\
\text{subject to:} & \quad 0 = G(y'_0, \mathbf{u}, \mathbf{p}) \quad (22) \\
& \quad H_0(y'_0, \mathbf{u}, \mathbf{p}) + v_0(\mathbf{p}) = H_{0,\text{max}} \quad (23) \\
& \quad H_0(y'_0, \mathbf{u}, \mathbf{p}) - l(\mathbf{p}) = H_{0,\text{min}} \quad (24) \\
& \quad H_t(y'_0, \mathbf{u}, \mathbf{p}) + v_t(\mathbf{p}) = 0, \quad (25) 
\end{align*}
\]

where \( l = [l_1(p), ..., l_r(p)] \), \( v = [v_1(p), ..., v_t(p)] \), \( v_t = [v_{t1}(p), ..., v_{ts}(p)] \) are the slack variables for inequality constraints respectively, and \( r, s \) are the numbers of steady-state inequality constraints (19) and transient stability inequality constraints (20). As \( \mu \) tends towards zero, the solution of the reformulated subproblem approaches the solution of the primary optimization model (17)–(20).
The Lagrange function of the subproblem (21)–(25) is
\[
L_{\mu} = c(\bar{y}, p) - \zeta^T(p)G(\bar{y}, p) - z^T(p)[H_0(\bar{y}, p) + v(p) - H_{0\max}] - w^T(p)[H_0(\bar{y}, p) + l(p) - H_{0\min}] - \gamma^T(p)[H_1(\bar{y}, p) + \nu_l(p)] - \mu \sum_{j=1}^{r_0} \log(l(p)) - \mu \sum_{j=1}^{r_0} \log(v(p))
\]
(26)

where \(\zeta(p), z(p), w(p), \gamma(p)\) are Lagrange multipliers (dual variables) for constraints (22)–(25) respectively. The optimal solution of the subproblem (21)–(25) satisfies KKT first-order conditions:

\[
\nabla_{\bar{y}} L_{\mu} \equiv \nabla_{\bar{y}}c(\bar{y}, p) - \nabla_{\bar{y}}G(\bar{y}, p)\xi = \nabla_{\bar{y}}H_0(\bar{y}, p)(w + z) - \nabla_{\bar{y}}H_1(\bar{y}, p)\gamma = 0
\]
(27)

\[
\nabla_{\bar{z}} L_{\mu} \equiv G(\bar{y}, p) = 0
\]
(28)

\[
\nabla_{\bar{w}} L_{\mu} \equiv H_0(\bar{y}, p) - l(p) - H_{0\min} = 0
\]
(29)

\[
\nabla_{\bar{w}} L_{\mu} \equiv H_0(\bar{y}, p) - v(p) - H_{0\max} = 0
\]
(30)

\[
\nabla_{\bar{\gamma}} L_{\mu} \equiv H_1(\bar{y}, p) + \nu_l(p) = 0
\]
(31)

\[
\nabla_{\bar{\nu}} L_{\mu} \equiv LZe - \mu e = 0
\]
(32)

\[
\nabla_{\bar{e}} L_{\mu} \equiv UWe + \mu e = 0
\]
(33)

\[
\nabla_{\bar{e}} L_{\mu} \equiv URe = 0
\]
(34)

where \(e = [1, \ldots, 1]^T, L = \text{diag}(l_1, \ldots, l_r), Z = \text{diag}(z_1, \ldots, z_r), U = \text{diag}(v_1, \ldots, v_r), W = \text{diag}(w_1, \ldots, w_r), U_\ell = \text{diag}(\nu_{1\ell}, \ldots, \nu_{\ell \ell}), R = \text{diag}(\gamma_1, \ldots, \gamma_s)\).

So far, the algebraic Pa-NLP model (17)-(20) is translated into a group of parametric KKT conditions (27)-(34). We will use the SCM introduced in Section 3.2 to find the polynomial approximations of the implicit functions mapping parameters \(p\) to the optimal solution.

4.2. Parametric Solution of Parametric TSCOPF Model

In Section 3.2, the way to apply the SCM to reformulate DAEs as algebraic equations has been presented; therefore, to avoid redundancy, here we will only pay attention to how to solve the parametric KKT conditions (27)–(34) using the SCM.

First, all variables in KKT conditions (27)–(34) can be represented as linear combinations of the polynomial basis functions \(\{\Phi_k(p)\}\) as follows:

\[
\omega(p) \approx \hat{\omega}(p) = \sum_{k=1}^{N_b} c_k^0 \Phi_k(p),
\]
(35)

where \(\omega = [\bar{y}^T, \bar{z}^T, \bar{\mu}^T, \bar{\nu}^T, \bar{\nu}_l^T, \bar{z}^T, \bar{w}^T, \bar{\gamma}^T]\) is the compact form of variables in KKT conditions.
Then, by the SCM introduced in Section 3.2 the unknown coefficients $c^w_k$ can be solved:

$$c^w_k(t) = \frac{1}{\chi_k} \sum_{m=1}^{M} \alpha_m \Phi_k(p^m(t)) \omega(p^m),$$

(36)

where $\omega(p^m)$ is the solution of parametric KKT conditions (27)–(34) with $p = p^m$.

So far, the parametric optimal solution (35) of the initial parametric TSCOPF (1)-(7) has been obtained by the SCM. The parameterized optimal solution contains polynomial approximation for the optimal control parameters, system states, slack variables, and Lagrange multipliers, which explicitly describes the quantitative relationship between the Pa-TSCOPF solution and uncertain parameters.

5. Procedures of Parametric TSCOPF in Multi-Contingency Case

The preceding sections have introduced how to use the SCM to solve the Pa-TSCOPF considering a single contingency. In practical applications, when multiple contingencies are considered, the corresponding transient stability constraints need to be reformulated separately for each contingency according to the proposed method. The main procedures of the proposed method for solving the parametric TSCOPF problem in multi-contingency case are summarized below and depicted in Figure 2.

Step 1: Input system data and construct the parametric TSCOPF model. Determine the $k_{max}$ contingencies to be considered in the transient stability analysis and set $k = 1$.

Step 2: For the $k$-th contingency, construct the polynomial approximation of transient variables as (10), and then the $k$-th transient stability constraint in parametric TSCOPF model can be reformulated as (20).

Step 3: Add the $k$-th transient stability constraint into the reformulated model of the parametric TSCOPF, set $k = k + 1$.

Step 4: If $k < k_{max}$, return to step 2. If $k = k_{max}$, solve the reformulated model of parametric TSCOPF (17)–(20) by the method proposed in Section 4; the polynomial formulation (35) with coefficient solved by (36) is the parametric optimal solution of the reformulated parametric TSCOPF problem.

Figure 2. Flowchart of SCM-based polynomial approximation for solving parametric TSCOPF model.
6. Case Studies

The 3-machine, 9-bus system case is used to verify the theoretical validity of the proposed method. In addition, because it is difficult to obtain the transient parameters of an actual power system, we use the IEEE 145-bus system to verify the feasibility of the proposed method in practical power systems. All computations are performed on Wolfram Mathematica 12.0 on a laptop with a CPU of Intel i5-6200U 2.30 GHz and a RAM of 4.0 GB, and the time step of numerical integration is 0.01 s.

6.1. 3-Machine 9-Bus System Case

6.1.1. Case Settings

The detailed data of the 3-machine, 9-bus system shown in Figure 3 can be found in [31]. The mechanical power of generators is assumed to remain constant during the transient process, and the dynamic models for transient stability analysis are 4th order models equipped with IEEE Type 1 exciter which is cited from [16]. The slack generator is at bus 1. The controllable parameters are power generation $P_{G2} \in [130, 155]$ MW and $P_{G3} \in [45, 155]$ MW.

Two fault scenarios are considered in this case study: fault 1 involves a three-phase fault on line 5–7 at the bus 7 end at $t = 0.1$ s, which is cleared after $t_{cl} = 0.07$ s by tripping the faulted line 5–7; fault 2 is a three-phase fault on line 4–5 at the bus 4 end at $t = 0.1$ s, which is cleared after $t_{cl} = 0.2$ s by tripping this faulted line.

There are 3 uncertain parameters allowed to vary, i.e., the real power $P_{L5}$, $P_{L6}$, $P_{L8}$ of the load at bus 5, bus 6, and bus 8, whose variation ranges are $P_{L5} \in [112.5, 137.5]$ MW, $P_{L6} \in [81, 99]$ MW, $P_{L8} \in [90, 110]$ MW.

The objective function is defined as the traditional operating cost:

$$C_G = \sum_{i=1}^{3} (a_i P_{Gi}^2 + b_i P_{Gi} + c_i),$$

where $P_{Gi}$ is active power of the $i$-th generator. $[a_1, a_2, a_3]^T = [2, 1, 1]^T$, $[b_1, b_2, b_3]^T = [3, 1, 1]^T$ and $[c_1, c_2, c_3]^T = [3, 1, 1]^T$ are the fuel cost coefficients of generators.

The steady state constraint is that voltages of PQ buses are required to be in range [0.95, 1.05] p.u. The transient stability constraint is defined as the following inequality constraints:

$$\delta_{Gi} = \delta_{cG} - \sum_{k=1}^{NG} H_k \delta_{Gk}^i \leq \delta_{Gi,max}, \quad t \in (t_0, t_{end}),$$

where $H_k$ is inertia constant of the $k$-th generator, $\delta_{cG}$ is the rotor angle of the $i$-th generator and $\delta_{Gk}^i$ is its relative rotor angle with respect to the center of inertia reference frame. $\delta_{Gi,max}$ is the upper limit of the rotor angle. It should be noted that other constraints, such as voltage dips or rises and line flow limits can also be included in transient stability constraints.

Figure 3. Diagram of 9-buses system.
6.1.2. Approximation Error and Computation Time

To show the accuracy of the proposed method for the approximation of transient variables, fault 1 is taken as an example and the trajectory of $\delta_{G2}$ is plotted in Figure 4 to compare the approximation error of the proposed stochastic collocation method (SCM) and the trajectory sensitivity method (TSM), where the results of the numerical simulation method are used as a benchmark. The nominal trajectory of $\delta_{G2}$, shown as a black line in Figure 4, is obtained with the parameter variation $\Delta P_L = [\Delta P_{L_5}, \Delta P_{L_6}, \Delta P_{L_8}]^T = 0$ by the numerical simulation method (NSM). Approximated trajectories were then formed for $\Delta P_L = \pm 7.5\%P_{L0}$, where $P_{L0}$ is the expected value of $P_L$. These approximated trajectories are shown as dashed lines for the SCM with $N = 2$ and dotted lines for the TSM respectively. For comparison, corresponding exact (fully simulated) trajectories are shown as solid lines. As we can see, the approximations obtained by the proposed SCM presented in this example are very accurate with parameter variation $\pm 7.5\%P_L$. Both the proposed method and the trajectory sensitivity-based approximation tracked the exact trajectory quite closely before $t = 0.5$ s. After that time, the approximation error of the trajectory sensitivities increased obviously. To quantitatively evaluate the approximation error, we use the mean absolute percentage error (MAPE) $E_y\%$ as the error index:

$$E_y\% (t) \triangleq \frac{100}{n} \sum_{i=1}^{n} \left| \frac{y'(t) - \hat{y}'(t)}{y'(t)} \right|,$$

where $n$ is the number of simulation points.

Figure 4. Approximated trajectories of $\delta_{G2}$ with $\Delta P_L = \pm 7.5\%P_{L0}$ by the SCM and the TSM in fault 1.

Figure 5 plots the MAPE of rotor angle $E_{\delta_{G2}}\%$ versus time $t$, and Table 1 shows the average MAPE $\bar{E}_{\delta_{G2}}\%$ and computation time of the TSM and the SCM with different order $N$. It can be seen from Figure 5 that, no matter what $N$ is, $E_{\delta_{G2}}\%$ with the SCM during the whole time domain is smaller than that of the TSM. However, from Table 1 we can see that though the SCM’s average RMSE is much smaller than that of TSM, it needs more computation time in the respect that it requires a small number of simulations at the collocation points. Moreover, for the SCM, when $N = 3$, although the average MAPE is reduced compared to that of $N = 2$, more computation time is required. This is because the higher $N$, the more collocation points are needed for the SCM, which leads to more computation time. So it is suggested that $N = 2$ is sufficient for analysis of transient stability to retain both accuracy and efficiency in the general case.
Table 1. Computation time and approximation error of the SCM and TSM in fault 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>$\bar{E}<em>{\delta</em>{G1}}$ %</th>
<th>$\bar{E}<em>{\delta</em>{G2}}$ %</th>
<th>$\bar{E}<em>{\delta</em>{G3}}$ %</th>
<th>$N_p$</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSM</td>
<td>38.29%</td>
<td>6.91%</td>
<td>13.11%</td>
<td>-</td>
<td>8.548 s</td>
</tr>
<tr>
<td>SCM, $N = 1$</td>
<td>2.45%</td>
<td>2.78%</td>
<td>1.84%</td>
<td>7</td>
<td>12.125 s</td>
</tr>
<tr>
<td>SCM, $N = 2$</td>
<td>0.88%</td>
<td>0.98%</td>
<td>0.73%</td>
<td>25</td>
<td>45.75 s</td>
</tr>
<tr>
<td>SCM, $N = 3$</td>
<td>0.27%</td>
<td>0.30%</td>
<td>0.24%</td>
<td>69</td>
<td>136.766 s</td>
</tr>
</tbody>
</table>

$^1$ $E_{\delta_{G1}}$, $E_{\delta_{G2}}$, $E_{\delta_{G3}}$ % are mean values of $E_{\delta_{G1}}$, $E_{\delta_{G2}}$, $E_{\delta_{G3}}$ %.

$^2$ $N_p$ is the number collocation points of the SCM.

Figure 5. Mean absolute percentage error of the SCM and the TSM in fault 1.

6.1.3. Transient Stability Analysis of the Initial Operation Point

Because the polynomial approximation of transient variables concerning the uncertain parameters has been formed, their expectation and standard variance can be easily obtained by using Equations (10) and (11). When no preventive control is applied in the fault 1 and fault 2, the expectation trajectories of relative rotor angles $\delta_{G1}$, $\delta_{G2}$, $\delta_{G3}$ with respect to a center of inertia reference frame and their standard deviation are plotted in Figures 6 and 7, which are obtained through Equations (12) and (13).

As we can see, the trajectories of rotor angles will be affected by uncertain parameters in both faults. According to Chebyshev’s inequality, for a variable with any distribution, at least 93.75% of the data were within 4 standard deviations of the expectation, or a little more conservative, at least 96% were within 5 standard deviations of the expectation. Therefore, in fault 1, the possible maximum rotor angles is $\delta_{G2} = 87.63^\circ + 5 \times 5.08^\circ = 113.035^\circ$ at $t = 0.84$ s. In fault 2, the possible maximum rotor angles is $\delta_{G2} = 101.17^\circ + 5 \times 5.05^\circ = 126.44^\circ$ at $t = 0.64$ s. The maximum rotor angles in the critical stable scenario are $\delta_{G2} = 114.3^\circ$ in fault 1 and $\delta_{G2} = 138.73^\circ$ in fault 2 respectively. Therefore, affected by uncertain parameters, the initial operation point without preventive control is close to the critical stable scenario, and hence the implementation of parametric TSCOPF is needed. For the consideration of safety, we set the upper limit of the relative swing angle as 80° for fault 1 and 100° for fault 2 in (38).
Figure 6. Expectation and standard variance of rotor angles in fault 1.

Figure 7. Expectation and standard variance of rotor angles in fault 2.

6.1.4. Solution of the Parametric TSCOPF Problem

To show how the optimal solution varies with uncertain parameters, we make $P_{L8}$ be fixed to 100 MW, and hence objective function becomes a function of $P_{L5}$ and $P_{L6}$, which forms a surface as shown in Figure 8. As we can see, the surface obtained by the proposed method is composed of 2 parts, part 1 in dark blue is transient stability constrained as $\delta_{G2}$ encountering its upper limit in fault 2, whereas part 2 in light blue is transient stability constrained as $\delta_{G2}$ encountering its upper limit in fault 1. When $P_{L5}$ or $P_{L6}$ decreases to the dashed line where part 1 and part 2 intersect, the encountering of the transient stability constraint is transformed from fault 1’s to fault 2’s. The RMSE in the whole parameter domain is 0.09 (about 0.83% compared to the mean value of the objective function), showing good accuracy of the proposed approximation.
Furthermore, 500 pairs of the uncertain parameters are generated to compare the performance of the parametric control scheme obtained by the proposed Pa-TSCOPF with the control scheme obtained by the Pr-TSCOPF and R-TSCOPF. Note that for R-TSCOPF and Pa-TSCOPF with a 15% probability of allowing constraints violation, $\delta_{G2} \leq 80^\circ$ in fault 1 and $\delta_{G2} \leq 100^\circ$ in fault 2 can not be satisfied. Therefore, the transient stability constraints are relaxed to $\delta_{G2} \leq 90^\circ$ and $\delta_{G2} \leq 115^\circ$ in fault 1 and fault 2 respectively.

Figure 9 plots the results in terms of the cost $C_G$ and the maximum rotor angle $\delta_{G2,max}$ by different methods: (1) When the proposed Pa-TSCOPF is implemented, $\delta_{G2,max}$ is controlled to be lower than $85^\circ$ in fault 1 and $105^\circ$ in fault 2. (2) Assume that the uncertain parameters are uniformly distributed over their range, when the Pr-TSCOPF with $\beta = 0.9$ and R-TSCOPF are implemented, because there does not exist an optimal control scheme such that $\delta_{G2,max} \leq 85^\circ$ in fault 1 and $\delta_{G2,max} \leq 105^\circ$ in fault 2 are satisfied simultaneously, the transient constraints in Pr-TSCOPF and R-TSCOPF are relaxed to $\delta_{G2,max} \leq 90^\circ$ in fault 1 and $\delta_{G2,max} \leq 110^\circ$ in fault 2. As shown in Figure 9, it can be seen that in comparison with the Pa-TSCOPF and Pr-TSCOPF, although the cost of Pr-TSCOPF is generally lower, the transient stability constraint at many sampling points has been violated and the transient stability of the system under the influence of parameter uncertainty is not guaranteed; whereas in comparison with the Pa-TSCOPF and R-TSCOPF, although the transient stability margin of the sampling results of R-TSCOPF is larger, the cost of the control scheme is generally higher than that of the Pa-TSCOPF.
The corresponding conclusions can also be obtained from the results in Table 2, which show that, compared with the other two methods, the control scheme provided by Pa-TSCOPF not only minimizes the out-of-limit probability of transient constraints but also makes the average cost of the control scheme relatively low. Therefore, the advantage of the proposed Pa-TSCOPF is to provide the most economical solution while maintaining the transient stability of the system. It should be noted that because the polynomial approximation still has a certain approximation error, the out-of-limit probability of transient constraints in fault 1 and fault 2 is 0.2% and 0%, respectively. That is to say, the proposed method may not be able to guarantee 100% transient stability of the system. Besides, once the parametric solution of the Pa-TSCOPF is obtained, the optimal control scheme obtained by this parametric solution is indeed essentially equal to the deterministic TSCOPF. In practice, they both obtain the solution of TSCOPF based on the measurement results of uncertain parameters, and then apply the optimal control scheme to the power system. However, the computation time required to obtain the preventive control scheme through the solution of Pa-TSCOPF (around 0.0 s in this case) is much less than the computation time required to implement a deterministic TSCOPF (2.296 s in this case). Therefore, compared with the deterministic TSCOPF, the proposed Pa-TSCOPF can provide a preventive control scheme according to the real-time operating state of the power system in a more timely manner.

Table 2. Comparison of optimization results of different methods in 3-machine, 9-bus system case.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean of $\delta_{G_{\text{max}}}$</th>
<th>Mean of Cost</th>
<th>Out-of-Limit Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>case1</td>
<td>case2</td>
<td>case1</td>
</tr>
<tr>
<td>Pr-TSCOPF</td>
<td>87.51°</td>
<td>102.44°</td>
<td>12.35</td>
</tr>
<tr>
<td>R-TSCOPF</td>
<td>86.37°</td>
<td>97.66°</td>
<td>13.11</td>
</tr>
<tr>
<td>Pa-TSCOPF</td>
<td>84.00°</td>
<td>102.04°</td>
<td>12.34</td>
</tr>
</tbody>
</table>

6.2. IEEE 145-Bus System Case

The detailed data of the IEEE 145-bus system can be found in [41]. In this case, three wind farms are added at bus 101, bus 105, and bus 112 to verify the effectiveness of the proposed method, and each wind farm consists of 100 DFIGs with rated power 1.5 MW, whose parameters are cited from [42]. Therefore, the variation range of the uncertain wind power generation $P_{W_{101}}$, $P_{W_{105}}$, $P_{W_{112}}$ is [0, 150] MW.

The fault scenario considered in this case is a three-phase fault occurring at one end of line 1–6 near bus 6 at $t = 0.1$ s, and subsequently cleared by tripping line 1–6 after a time period $t_{cl} = 0.12$ s. Considering some generators have little influence on transient stability, to avoid adverse effects on the convergence and calculation efficiency of optimization due to too many parameters, the trajectory sensitivity method is used to screen the critical generators. Therefore, the control parameters in this case are the power generation by generators at bus 89, bus 98, bus 100, and bus 104, which are assumed to vary in the range of 80~120% of their nominal values.

By the SCM, the expectation rotor angle trajectories of several generators affected by wind speed and control parameters in the base case are plotted in Figure 10. Note that the expected trajectories and standard variance in Figure 10 are obtained by combining the polynomial approximation with the sampling-based Monte Carlo method. As we can see, the magnitude of $\delta_{G_{104}}$’s expectation trajectory is the highest among all generators, whose approximated possible maximum rotor angle is $\delta_{G_{104}} = 136.152° + 5 \times 23.653° = 254.417°$ at $t = 1.24$ s. The maximum rotor angle in the critical stable scenario is $\delta_{G_{104}} = 182.935°$. Therefore, affected by uncertain parameters and control parameters, the optimal operation point without considering transient stability constraints can be transiently unstable; thus the implementation of preventive control is required. The parametric TSCOPF model is
the same as that of the first case. The upper limit of the relative rotor angle is set to 135° in this case.

Figure 10. Expectation and standard variance of rotor angles in the base case of IEEE 145-bus system.

The parametric TSCOPF model is solved by using the proposed approach, and the results are shown in Table 3. As we can see, the optimal control scheme will vary with the wind power generation $P_{W101}$, $P_{W105}$, $P_{W112}$. In practice, this set of parametric control scheme can be utilized to adjust the control parameters according to the wind speed or schedule power generation in advance based on wind speed forecasts. In Figure 11, the performance of the parametric control scheme obtained by the proposed method and the control scheme obtained by the normal OPF is compared. The lower bound and upper bound trajectories of $\delta_{G104}$ are formed by their vertices. As we can see, when the parametric control scheme is implemented, the maximum of $\delta_{G104}$ is 136.2°. Almost all $\delta_{G104}$ is controlled to be lower than 135° except 9 realizations, and all realizations are transient-stable under the proposed parametric control scheme; when the normal OPF which does not consider transient stability constraints is implemented, all realizations do not satisfy the transient stability constraint because the lower bound of $\delta_{G104}$ is larger than 135° since $t = 0.4s$ and the power system is insecure when the fault occurs.

Table 3. Parametric Control Scheme of the IEEE 145-bus system case.

<table>
<thead>
<tr>
<th>Control Parameter</th>
<th>Parametric Control Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{G89}$</td>
<td>$202.356 - 0.0011872P_{W101} - 0.0066261P_{W105} - 0.001142P_{W112}$</td>
</tr>
<tr>
<td>$P_{G98}$</td>
<td>$35016 - 778.754P_{W101} + 124.31P_{W101}^2 - 4074.73P_{W105} + 1.34181P_{W101}P_{G105} + 126.188P_{W105}^2 + 570.413P_{W112} - 2.06418P_{W102}P_{W112} - 1.85842P_{W105}P_{W112} - 96.1712P_{W112}^2$</td>
</tr>
<tr>
<td>$P_{G100}$</td>
<td>$801.093 - 0.0074P_{W101} - 0.02623P_{W105} - 0.0045P_{W112}$</td>
</tr>
<tr>
<td>$P_{G104}$</td>
<td>$507.08 - 0.003P_{W101} + 0.017P_{W105} - 0.003P_{W112}$</td>
</tr>
</tbody>
</table>
7. Conclusions

In this paper, a Pa-TSCOPF model is proposed for power system control to enhance the transient stability security, and the SCM-based polynomial approximation is presented to solve the Pa-TSCOPF. Firstly, to reformulate the transient stability constraints in the form of DAEs into algebraic equations, the SCM is utilized to approximate the transient variables by a set of polynomial expressions. Consequently the initial differential algebraic Pa-TSCOPF model is reformulated as an algebraic Pa-NLP model. Then, by applying the SCM to the parametric KKT conditions in an interior point method-like manner, the optimal control scheme is approximated by using polynomial expressions, which explicitly depict the relationship between the Pa-TSCOPF solution and uncertain parameters.

The advantage of the proposed Pa-TSCOPF model is that it can avoid the conservativeness of the control scheme and improves its economy compared with the R-TSCOPF, and can effectively deal with the inconsistency between the actual probability distribution and the predicted results of uncertain parameters compared with the Pa-TSCOPF. Note that based on the characteristics of different methods, suitable methods can be selected for different application scenarios to improve the transient stability of the power system. The proposed method can improve the transient stability of the power system in scenarios wherein the probability distribution of uncertain parameters varies greatly and the cost of preventive control schemes needs to be reduced.

Note that the disadvantages of the proposed method are mainly as follows: (1) since the resulting parametric control scheme needs to be computed based on the real-time values of the uncertain parameters, it leads to a more complicated acquisition of its control scheme than the deterministic control scheme provided by the probabilistic and robust methods; (2) the proposed method may suffer from the problem of large amounts of computational effort when the parameter dimension is high or the polynomial approximation order is high. Therefore, the screening of polynomial basis functions for specific computational scenarios to reduce the computational effort is a future research direction.
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Nomenclature

c{·} The objective function.
P{∗} The probability calculation operator.
x State variables.
y Algebraic variables.
u Control parameters.
p Uncertain parameters.
nx, ny The dimension of x and y
nu, np The dimension of u and p
f{·} The vector of functions corresponding to the differential part of power system model.
g{·} The vector of functions corresponding to the algebraic part of power system model.
x0, y0 The initial values of x and y.
H0{·} The vector of functions corresponding to the steady-state inequality constraints.
H0.min The lower bound of H0.
H0.max The upper bound of H0.
Ht{·} The vector of functions corresponding to the transient inequality constraints.
H The vector of functions corresponding to the inequality constraints.
D The domain of p.
E{∗} The expectation calculation operator.
β A fixed risk security level.
F{·} The distribution function of uncertain parameters.
p′ The compact form of u and p.
D′ The domain of p′.
y′ The compact form of x and y.
y′0 The compact form of x0 and y0.
ckj The vector of time-varied undetermined coefficients.
M The number of collocation points.
Φ(p′) The orthogonal multi-parameter polynomial basis function in terms of p′.
ϕ(p′i) The orthogonal single-parameter polynomial basis function in i-th dimension of p′.
kij The subscript of k-th or j-th multi-parameter polynomial basis function Φ(p′) in i-th dimension of p′.
kij,l The subscript of k-th or j-th single-parameter polynomial basis function ϕ(p′i) in i-th dimension of p′.
N The total degree of {Φ(p′)}.
d The dimension of p′.
Nb The number of polynomial basis functions.
a_m The integration coefficient of the m-th collocation point.
ω The density of orthogonal Legendre polynomial series.
uy The mean of y′.
s The standard variance of y′.
pLi The active load at bus i.
δGi The relative swing angle of generator i.
nS The number of total integration steps.
G The compact form of functions g and f.
µ The barrier parameter of interior point method.
y The compact form of y′0 and u.
ω All Lagrange variables in KKT conditions.

References


