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Abstract: In this paper, flat plate film cooling with two rows of compound angle cylindrical film 
cooling holes was investigated. A data processing method was evaluated which could determine 
the film cooling effectiveness and heat transfer coefficient simultaneously from the transient wall 
temperature data. The method was based on solving an inverse problem of the one-dimensional 
transient heat conduction equation. To evaluate the performance of the method, wall temperature 
data were obtained using the known film cooling effectiveness and heat transfer coefficient data as 
the convection boundary condition. Then, the method was applied to calculate the film cooling ef-
fectiveness and heat transfer coefficient based on the wall temperature data. Different blowing ra-
tios, heat transfer coefficients, mainstream temperatures, and material thermal conductivities were 
investigated. In general, the data and calculation were in good agreement. It was found that the 
error decreased when the heat transfer coefficient increased and the material thermal conductivity 
decreased. The percentage error of the span-wise averaged film cooling effectiveness was mainly 
between 0% and 10%, and the percentage error of the span-wise averaged heat transfer coefficient 
was mainly between 0% and 4%. 
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1. Introduction 
Gas turbines are designed with very high turbine inlet temperatures to improve ther-

mal efficiency and power output. Film cooling is a widely used cooling technology to 
protect turbine blades from hot gas under high temperature and pressure conditions. Re-
views on film cooling research can be found in [1–4]. 

Film cooling effectiveness and heat transfer coefficient are two important variables 
used to evaluate film cooling performance. Some methods can determine the film cooling 
effectiveness and heat transfer coefficient simultaneously in a transient experiment. 
Vedula and Metzger [5] proposed a transient liquid crystal technique based on the ana-
lytical solution of the one-dimensional semi-infinite transient heat conduction equation. 
Ekkad et al. [6] developed a transient infrared thermography technique to determine the 
film cooling effectiveness and heat transfer coefficient simultaneously, using the meas-
ured wall temperature at two different times in a single test. A turbine blade leading edge 
model with a single film cooling hole was studied. Many data processing methods [7–9] 
can calculate the heat flux from the measured wall temperature. O’Dowd et al. [10] stud-
ied the heat transfer measurement technique for a transonic turbine blade tip. Heat flux 
was calculated from the measured wall temperature in the experiments, and the heat flux 
versus wall temperature curve was used to calculate the adiabatic wall temperature and 
heat transfer coefficient by linear fitting. Peck et al. [11] evaluated the errors of the linear 
fitting method in calculating the film cooling effectiveness and heat transfer coefficient 
and presented a method that could be used when the wall temperature was close to the 
adiabatic wall temperature in the experiments. 
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Flat plate film cooling with compound angle holes has been studied by many re-
searchers. Schmidt et al. [12] and Sen et al. [13] measured the film cooling effectiveness 
and heat transfer coefficient for a flat plate with one row of 60° compound angle film 
cooling holes, respectively. The coolant to mainstream momentum flux ratio varied from 
0.16 to 3.9. The film cooling effectiveness was measured as the adiabatic effectiveness in 
steady-state experiments at DR = 1.6. The heat transfer coefficient was obtained by meas-
uring the temperature on a constant heat flux surface at DR = 1.0. It was found that, at 
higher momentum flux ratios, the compound angle film cooling holes provided both 
higher film cooling effectiveness and heat transfer coefficients than the simple angle film 
cooling holes. Ekkad et al. [14,15] investigated flat plate film cooling with one row of cy-
lindrical film cooling holes. Three compound angles of 0°, 45°, and 90° were tested. The 
blowing ratio M = 0.5, 1.0, and 2.0. The film cooling effectiveness and heat transfer coeffi-
cient were determined using a transient liquid crystal technique [16] through two separate 
transient experiments. The results showed that compound angle holes provided higher 
film cooling effectiveness than simple angle holes, and the heat transfer coefficient in-
creased as the compound angle increased from 0° to 90°. Chen et al. [17] measured the 
film cooling effectiveness for a flat plate with one row of cylindrical or fan-shaped film 
cooling holes using the pressure-sensitive paint technique. The compound angle was 45°. 
The blowing ratio M varied from 0.3 to 2.0, and the density ratio DR = 1.0, 1.5, and 2.0. 
Film cooling effectiveness of the compound angle cylindrical holes was higher than that 
of the simple angle cylindrical holes. Laroche et al. [18] experimentally and numerically 
studied the flow field and heat transfer of a multiperforated plate with 90°compound an-
gle holes. The results showed that the numerical simulations underestimated the mixing 
between the jets and freestream. Yao et al. [19–21] investigated the effects of spanwise 
distance, streamwise distance, density ratio, and mainstream incidence angle on the film 
cooling effectiveness of double-jet film cooling on a flat plate using the pressure-sensitive 
paint technique. The flow field and film cooling effectiveness were measured, and the 
interaction between the two jets was studied. It was found that the anti-kidney vortex 
effect could benefit the film cooling performance at proper incidence angles. Hang et al. 
[22] numerically studied a double-jet film cooling design on a turbine vane at different 
spanwise distances and incidence angles. The results showed that the design could re-
strain the jet detachment and improve the film coverage. Wang et al. [23] measured the 
film cooling effectiveness for a flat plate with two rows of 45° compound angle cylindrical 
film cooling holes using the pressure-sensitive paint technique. The density ratio DR = 1.0, 
1.5, and 2.0, and the blowing ratio M = 0.5, 1.0, 1.5, and 2.0. Zhang et al. [24] presented an 
inverse method for simultaneously calculating the recovery temperature and heat transfer 
coefficient of aerodynamic heating. The method was to solve an inverse problem of the 
one-dimensional transient heat conduction equation with the convection boundary con-
dition, using the measured wall temperature in a transient wind tunnel test. Aerodynamic 
heating on a flared cone at Mach 6 was considered. The infrared thermography technique 
was used to measure the wall temperature on the flared cone in the experiments. 

In this study, flat plate film cooling with two rows of compound angle cylindrical 
film cooling holes, studied by Wang et al. [23], was considered. The novelty of this study 
was that it evaluated a heat transfer data processing method that was able to obtain the 
film cooling effectiveness and heat transfer coefficient simultaneously from the transient 
wall temperature data in an experiment. The advantage of this method is that it can be 
applied when the wall temperature data at several times is known, instead of the whole 
transient wall temperature history. In addition, the method can be carried out with time-
dependent mainstream temperature and coolant temperature. The procedure of the 
method was presented in detail. The experimentally measured film cooling effectiveness 
and numerically calculated heat transfer coefficient data were used to generate the transi-
ent wall temperature data by solving the three-dimensional transient heat conduction 
equation. The method was then evaluated at different blowing ratios, heat transfer coeffi-
cients, mainstream temperatures, and material thermal conductivities. 
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2. Materials and Methods 
In this section, the inverse method to simultaneously calculate the film cooling effec-

tiveness and heat transfer coefficient presented by Zhang et al. [24] was introduced, based 
on solving the one-dimensional transient heat conduction equation, that can be written as 𝜕𝑇𝜕𝑡 = 𝑘𝜌𝐶௣ 𝜕ଶ𝑇𝜕𝑧ଶ   (1),

where T is the temperature, t is the time, z is in the inward-pointing normal direction of 
the wall, k is the material thermal conductivity, ρ is the material density, and Cp is the 
material specific heat capacity. The convection boundary condition is used on the wall (z 
= 0), and the adiabatic wall boundary condition is used on the internal surface (z = L), 
where L is the wall thickness. Equation (1) is solved by the MATLAB one-dimensional 
parabolic and elliptic partial differential equations solver. The heat transfer coefficient and 
film cooling effectiveness can be written as ℎ = 𝑞𝑇௔௪ − 𝑇௪ (2)

𝜂 = 𝑇௔௪ − 𝑇௠𝑇௖ − 𝑇௠   (3),

where h is the heat transfer coefficient, η is the film cooling effectiveness, q is the heat flux 
on the wall, Tw is the wall temperature, Taw is the adiabatic wall temperature, Tm is the 
mainstream temperature, and Tc is the coolant temperature. When η, h, Tm, and Tc are 
known, the convection boundary condition on the wall can be applied. 

The procedure of the method includes four steps. For an interval (ta, tb) that η and h 
are constants, the goal is to find a pair of η and h so that the calculated Tw using η and h as 
the convection boundary condition by solving Equation (1) approaches the known Tw in 
the time interval. 
(1) A series of times ti in (ta, tb) is selected and the initial value of η is guessed. 
(2) For a guessed η and given ti, the corresponding hi can be calculated so that the recon-

structed Tw based on η and hi is equal to the measured Tw at time ti. In the calculation 
process, the time interval is from ta to ti. To calculate hi, the approach is to find and 
narrow down an interval (hi,n, hi,n + 1) by iteration, so that Tw is between Tw,n and Tw,n + 1. 
Here, n is the iteration number, and Tw,n and Tw,n + 1 are the reconstructed wall temper-
atures at time ti based on hi,n and hi,n + 1, respectively. 

(3) A series of hi can be obtained for the guessed η, and the slope of the hi curve as a 
function of ti can be calculated. 

(4) A pair of η and h can be obtained when the slope of the hi curve is close to zero. The 
approach is to narrow down an interval (η,n, η,n + 1), so that at η,n and η,n + 1 the slopes are 
in opposite signs. Here, η,n and η,n + 1 are the guessed film cooling effectiveness, and n 
is the iteration number. When the slope is close to zero, the reconstructed wall tem-
perature based on η and h will be close to the known wall temperature at times ti, and 
in the interval (ta, tb). 
The inverse method can be carried out with time-dependent mainstream temperature 

and coolant temperature, where the film cooling effectiveness and heat transfer coefficient 
are constants. 

We considered the flat plate film cooling with two rows of compound angle cylindri-
cal film cooling holes, as studied by Wang et al. [23]. The measured film cooling effective-
ness data with density ratio DR = 2.0 and blowing ratio M = 0.5, 1.0, and 1.5 were used. To 
evaluate the performance of the method, the film cooling effectiveness and heat transfer 
coefficient data were given, and the transient wall temperature data were generated. 

Figure 1 shows the flat plate geometry with two film cooling holes. For the flat plate 
design, the hole-to-hole spacing in the same row was 0.024 m; one film cooling hole for 
each row is shown. The mainstream was in the y-direction, and the mainstream velocity 
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was 21 m/s. The coordinate origin was at the center of the film cooling hole in the second 
row. The film cooling hole diameter d was 0.004 m, and the distance between the two holes 
in the y-direction was 0.012 m. The distance between the two side walls was 0.024 m, and 
the thickness of the flat plate was 0.01 m. The film cooling hole compound angle to the 
mainstream β = 45°, and the inclination angle to the top wall α = 30°. More information on 
the flat plate design and flow conditions can be found in Wang et al. [23]. 

 
Figure 1. Flat plate geometry and coordinate. 

Heat transfer coefficient data were obtained by CFD simulations, using the shear 
stress transport (SST) turbulent model. Wall temperature data were generated using the 
measured film cooling effectiveness and CFD calculated heat transfer coefficient data. We 
used the partial differential equation toolbox in MATLAB to solve the three-dimensional 
transient heat conduction equation. The solid domain is shown in Figure 1. The convection 
boundary condition with given η, h, Tm, and Tc was used on the top wall, and the adiabatic 
wall boundary condition was used on the other walls. The solid material density was 1300 
kg/m2, and the specific heat capacity was 1470 J/(kg·°C). The coolant temperature Tc was 
300 K. The time interval was from t = 0 s to 20 s. The initial temperature field Ti at t = 0s 
was 300 K. For transient experiments, the flow conditions such as h, Tm, and Tc can vary in 
the beginning period. In that case, the initial temperature field Ti needs to be calculated 
using the wall temperature in the beginning period as the temperature boundary condi-
tion. 

To evaluate the performance of the method, ten cases with different values of blow-
ing ratio M, mainstream temperature Tm, heat transfer coefficient h, and material thermal 
conductivity k were calculated, as presented in Table 1. Here, h0 is the heat transfer coeffi-
cient by CFD simulations. For cases 1 to 9, common plastic material as used with k = 0.2 
W/(m·K); for case 10, thermal insulation material was used with k = 0.05 W/(m·K). For 
cases 1, 2, and 3, the mainstream temperature was 320 K, the heat transfer coefficient was 
h0, and the blowing ratio M varied from 0.5, 1.0, to 1.5. The experiments were carried out 
using a large-scale test section in a low-speed wind tunnel. In other experimental condi-
tions, the scale of h can be different. For cases 4 and 5, the effect of h value was considered. 
For cases 6 and 7, the differences between the mainstream temperature and the coolant 
temperature were 10 K and 40 K, respectively. For case 8, Tm was a linear function of time; 
for case 9, Tm was a quadratic function of time, where Tm is 300 K at t = 0 s and 320 K at t = 
20 s. In the calculation process, for cases 1–7 and case 10, the ti series included eight points 
evenly distributed from 1 s to 20 s. For cases 8 and 9, the ti series included eight points 
evenly distributed from 10 s to 20 s, as the difference between Tm and Tw was small (from 
0 s to 10 s) for cases 8 and 9. 
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Table 1. Test cases. 

Case M Tm (K) h k (W/mK) 
1 0.5 320 h0 0.2 
2 1.0 320 h0 0.2 
3 1.5 320 h0 0.2 
4 1.0 320 0.5 h0 0.2 
5 1.0 320 2 h0 0.2 
6 1.0 310 h0 0.2 
7 1.0 340 h0 0.2 
8 1.0 300 + t h0 0.2 
9 1.0 300 + 2t − 0.05t2 h0 0.2 

10 1.0 320 h0 0.05 

3. Results 
Temperature and heat flux fields at different y/d and t for case 2 are shown in Figure 

2. The curves represent the temperature contours, and the red arrows represent the heat 
flux vectors in the x-z plane. For y/d = 2, at −1 < x/d < 1, large value of heat flux in the x-
direction was observed. When y/d increased from 2 to 8, the lateral heat conduction and 
the heat flux in the x-direction decreased since the local variation of η and h decreased. 

 
Figure 2. Temperature and heat flux fields at different y/d and t for case 2. 

Figure 3 presents the comparison of the wall temperature time series between the 
data and calculation with different x/d at y/d = 4 for case 2. Here, the calculated wall tem-
perature was reconstructed using the calculated film cooling effectiveness and heat trans-
fer coefficient. A good agreement between the data and calculation was achieved. At x/d 
= 0 and 0.5, the wall temperature was low because of high film cooling effectiveness. 
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Figure 3. Comparison of wall temperature between the data and calculation with different x/d and 
t at y/d = 4 for case 2. 

Comparisons of heat transfer coefficient and film cooling effectiveness contours be-
tween the data and calculation for cases 1, 2, and 3 at different blowing ratios are shown 
in Figures 4 and 5, respectively. Errors of calculated heat transfer coefficient and film cool-
ing effectiveness contours at different blowing ratios are shown in Figure 6. In the figure, 
h and η are the known data, and hcal and ηcal are the calculation. Overall, the contours were 
similar between the data and calculation. After each film cooling hole, two high heat trans-
fer coefficient regions were observed, where the calculation was higher than the data. In 
the region between the two high heat transfer coefficient regions, the calculation was 
lower than the data. 

 
Figure 4. Comparison of heat transfer coefficient contours between the data and calculation at dif-
ferent M. 

The comparison of heat transfer coefficient and film cooling effectiveness between 
the data and calculation at different blowing ratios and y/d is shown in Figure 7. A large 
difference between the data and calculation was observed at −0.5 < x/d < 1, because of the 
lateral heat conduction in this region, as shown in Figure 2. The comparison of span-wise 
averaged heat transfer coefficient and film cooling effectiveness for cases 1, 2, and 3 at 
different blowing ratios is shown in Figure 8, where the data and calculation were in very 
good agreement. 

 



Energies 2022, 15, 4144 7 of 11 
 

 

 
Figure 5. Comparison of film cooling effectiveness contours between the data and calculation at 
different M. 

 
Figure 6. Errors of calculated heat transfer coefficient and film cooling effectiveness at different M. 

Figures 9 and 10 present errors of calculated heat transfer coefficient and film cooling 
effectiveness contours at M = 1.0 for cases 4 to 10, respectively. For cases 4 and 5, errors 
decreased when h increased from 0.5 h0 to 2 h0. For cases 6 to 9, different mainstream tem-
peratures ere tested. For case 10, local errors decreased significantly when k decreased 
from 0.2 W/(m·K) to 0.05 W/(m·K). At k = 0.05 W/(m·K), the local percentage error of h and 
the local error of η were mainly less than 6% and 0.04, respectively. 
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Figure 7. Comparison of heat transfer coefficient and film cooling effectiveness between the data 
and calculation at different M and y/d. 

 
Figure 8. Comparison of span-wise averaged heat transfer coefficient and film cooling effectiveness 
between the data and calculation at different M for cases 1, 2, and 3. 
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Figure 9. Errors of calculated heat transfer coefficient at M = 1.0. 

 
Figure 10. Errors of calculated film cooling effectiveness at M = 1.0. 

Figure 11 shows errors of span-wise averaged heat transfer coefficient and film cool-
ing effectiveness. In general, the calculations agreed well with the data. For case 4, the 
percentage error of h was about 3% to 5%, and the percentage error of η was about 4% to 
10%. For case 5, the percentage error of h was below 2%, and the percentage error of η was 
below 1%. 

 
Figure 11. Errors of calculated span-wise averaged heat transfer coefficient and film cooling effec-
tiveness at M = 1.0. 
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4. Discussion 
In this paper, flat plate film cooling with two rows of compound angle cylindrical 

film cooling holes was investigated. The method to calculate the film cooling effectiveness 
and heat transfer coefficient simultaneously from the transient wall temperature data was 
evaluated. Results showed that the method could be applied with time-dependent main-
stream temperature and coolant temperature, where the film cooling effectiveness and 
heat transfer coefficient were constants. Furthermore, reliable results could be obtained 
when the wall temperature data at several times were known. 

In general, the calculated film cooling effectiveness and heat transfer coefficient ob-
tained by the method agreed well with the known data. Errors of film cooling effective-
ness and heat transfer coefficient decreased when the heat transfer coefficient increased, 
as the uncertainty of the inverse method decreased. As the calculation was based on the 
one-dimensional heat conduction equation, in the region with high lateral heat conduc-
tion, large errors in film cooling effectiveness and heat transfer coefficient were observed. 
Lower thermal conductivity material could be used to reduce the lateral heat conduction 
effect. When the material thermal conductivity was 0.05 W/(m·K), the local error of η was 
mainly below 0.04, and the local percentage error of h was mainly below 6%. In terms of 
span-wise averaged film cooling effectiveness and heat transfer coefficient, the calculation 
and data were in very good agreement. Results showed that the percentage error of span-
wise averaged η was mainly between 0% and 10%, and the percentage error of the span-
wise averaged h was mainly between 0% and 4%. 

Funding: This research received no external funding. 
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Conflicts of Interest: The authors declare no conflict of interest. 

Nomenclature 
Cp specific heat capacity (J/kg·K) 
DR coolant to mainstream density ratio = ρc/ρm 
d film cooling hole diameter (m) 
h heat transfer coefficient (W/m2·K) 
k thermal conductivity (W/m·K) 
M coolant to mainstream blowing ratio = ρcVc/ρmVm 
q heat flux (W/m2) 
Taw adiabatic wall temperature (K) 
Tc coolant temperature (K) 
Tm mainstream temperature (K) 
Tw wall temperature (K) 
t time (s) 
x span-wise direction 
y stream-wise direction 
z inward-pointing normal direction of the wall 
Greek Symbols  
η film cooling effectiveness 
α hole inclination angle to the surface (o) 
β hole compound angle to the mainstream (o) 
ρ density (kg/m3) 
Subscripts  
c coolant 
m mainstream 
w wall 
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