Estimation of Unmeasured Room Temperature, Relative Humidity, and CO₂ Concentrations for a Smart Building Using Machine Learning and Exploratory Data Analysis
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Abstract: Smart buildings that utilize innovative technologies such as artificial intelligence (AI), the internet of things (IoT), and cloud computing to improve comfort and reduce energy waste are gaining popularity. Smart buildings comprise a range of sensors to measure real-time indoor environment variables essential for the heating, ventilation, and air conditioning (HVAC) system control strategies. For accuracy and smooth operation, current HVAC system control strategies require multiple sensors to capture the indoor environment variables. However, using too many sensors creates an extensive network that is costly and complex to maintain. Our proposed research solves the mentioned problem by implementing a machine-learning algorithm to estimate unmeasured variables utilizing a limited number of sensors. Using a six-month data set collected from a three-story smart building in Japan, several extreme gradient boosting (XGBoost) models were designed and trained to estimate unmeasured room temperature, relative humidity, and CO₂ concentrations. Our models accurately estimated temperature, humidity, and CO₂ concentration under various case studies with an average root mean squared error (RMSE) of 0.3 degrees, 2.6%, and 26.25 ppm, respectively. Obtained results show an accurate estimation of indoor environment measurements that is applicable for optimal HVAC system control in smart buildings with a reduced number of required sensors.
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1. Introduction

As civilization advances, indoor environments have become our predominant habitat because we spend much of our time indoors for work and accommodation. Building occupants’ health, well-being, and productivity depend on four aspects of indoor environmental quality (IEQ): thermal comfort, visual comfort, acoustics, and indoor air quality [1,2]. Thermal comfort is the most prevalent factor of the four categories. Arif et al. in [3] showed that good thermal comfort levels inspired occupant productivity in commercial buildings. For example, a slight increase in indoor temperature above ideal decreased occupant cognitive performance [4].

In Tokyo, Japan, the world’s largest metropolitan city, commercial buildings consume about 36% of the total energy usage. The heating, ventilation, and air conditioning (HVAC) systems alone account for approximately 40% of the total building energy consumption worldwide [5,6]. Experts are responsible for regularly monitoring and physically operating the installed HVAC system in traditional buildings. Human errors, such as forgetting to turn off the system on days when no one is in the building, will inevitably result in energy waste when HVAC systems are manually controlled. HVAC control can be automated in today’s smart buildings by adjusting HVAC systems based on user preferences to boost occupant comfort and save energy waste.
Innovative technologies are helping to accelerate the development of smart buildings [7] to ensure that people can live in a more pleasant, intelligent, and energy-efficient environment. A smart building is distinguished from an ordinary building because it can sense its environment using sensors, actuators, smart meters, and the ability to respond intelligently to achieve desired goals [6,8]. Smart buildings incorporate three major components: hardware, software, and a communication network. Hardware includes sensors, actuators, and smart meters. The software components are computer programs that collect and analyze data from sensors and meters and then implement control strategies. Examples of software components include building energy management systems (BEMS) and machine learning algorithms that extract useful information from the raw data. A communication network acts as the nervous system of the building [6,8]. All these components fall into the trending category of Internet of Things (IoT) technology, where multiple devices will interconnect over the internet and store large amounts of data in the cloud. Artificial intelligence (AI) is a data-driven technique that utilizes such data to optimize the HVAC system performance of smart buildings.

Estimating indoor room temperature and relative humidity is essential for optimal HVAC control strategies. Currently, thermal estimation models are implemented using building simulations such as EnergyPlus [9]. Simulations are extensively used during the design stage [10] to predict a building’s thermal and electrical parameters. On the other hand, building simulation models are based on prior knowledge gathered during the design stage and require lengthy and sometimes complex configurations. These models are also impractical for real-world applications as they do not consider real-world indoor environment variables and are not capable of coping with model drift or the change in building operation [11]. Sensor-based real-time indoor environment variables monitoring, on the contrary, is a viable solution to this issue [12,13]. The wireless sensor network (WSN) and IoT techniques based on real-time indoor environment data transcend the limitations of simulation-based approaches. Nonetheless, maintaining a giant sensor and communication network is expensive and complex [10].

Many researchers have extensively studied various data-driven algorithms for forecasting a building’s energy consumption and environmental variables such as temperature, humidity, and CO₂ concentration. Energy wastage is reduced by optimally controlling the HVAC system’s operations, which also improves the thermal comfort of occupants. From the algorithm perspective, machine learning (ML) based techniques that learn historical data trends and thermal behaviors have attracted significant research attention [14]. In [15], researchers compared the accuracy of various building energy consumption forecasting models such as linear regression, ridge regression, K-Nearest Neighbors regressor, Random Forest regressor, gradient Boosting regressor, Extra Trees regressor, MLP regressor, and Artificial Neural Networks (ANNs). Their findings show that ANN models are the best alternative for short-term load forecasting (STLF). Other different case studies mentioned in [16,17] showed that 1D-CNNs outperformed LSTM, shallow ANNs, and SVM models based on root mean squared error (RMSE) evaluation. Ref. [18] went a step further, combining 1D-CNN with LSTM to form a CNN-LSTM hybrid model that outperformed the other ML models in short-term load forecasting.

The article [19] proposed a plug-and-play building thermal model learning framework integrated with any IoT-based BEM system. The proposed framework only relies on data collected from low-cost IoT-based smart thermostats, which are affordable for most building owners. However, plug-and-play devices also create an extensive and complex network that is difficult to maintain. In [20], the authors proposed combining time-series analysis and neural networks to conduct room temperature prediction using the collected temperature data. However, their model was tested using simulated data obtained from EnergyPlus software [9]. Simulation-based models are unreliable when implemented in real-world applications. Chen and Li [21] used a Bayesian Model Fusion technique to estimate the temperature in a smart building. However, they did not include humidity in their study, an essential parameter for occupants’ thermal comfort. Nivine Attoue et al. [22]
used outdoor temperature and facade sensor data as input features to their ANN-based model to forecast indoor temperature to optimize the building’s energy devices. Other studies employ artificial neural networks (ANNs) to predict the indoor temperature and other indoor environment variables in smart buildings [17,22,23]. ANN models, in general, give more accurate estimations of non-linear data. However, ANN models usually require plenty of data for training and are time-consuming.

The [24] review article compared 36 different ML algorithms to forecast indoor temperature in a smart building. Researchers tested the models using actual smart building data and compared their accuracy using R-coefficient and RMSE metrics. According to their findings, the ExtraTrees regressor model obtained the best accuracy across all forecasting horizons. Their results showed the power of decision tree-based models in predictive modeling. Xiaoming Ma et al. [25] used historical outdoor temperature and relative humidity data to make predictions of both outdoor temperature and humidity using the extreme gradient boosting (XGBoost) algorithm. Their XGBoost model achieved excellent performance when evaluated using R-squared and RMSE statistical metrics. However, their prediction horizon was only between 1 to 3 h. Unlike other ML predictive algorithms, XGBoost is more generalized to different amounts of data sets, and its performance on the training set and test set is very consistent. Although there are plenty of ML algorithms for indoor environmental variables prediction, the computing time required for most is longer than XGBoost models. Minimal training time is necessary to meet the needs of real-time prediction scenarios.

This paper presents a methodology for accurately estimating unmeasured indoor air temperature, relative humidity, and CO\textsubscript{2} concentration within room areas without sensors for a building in Japan. Consequently, the novelty of our methodology is the design of simple extreme gradient boost (XGBoost) models that can utilize limited data for training and make accurate estimations. The two primary contributions of our methodology are:

- Reduced number of sensors required for optimal indoor environment variable measurements in a commercial building.
- Accurate indoor temperature and relative humidity estimation for HVAC system control to reduce energy waste while improving occupant thermal comfort.

The remainder of this paper is laid out as follows: Section 2 introduces the XGBoost machine learning algorithm and outlines the data analysis techniques. Section 3 shows the estimation results of different case studies. Section 4 discusses the results and their shortcomings. Finally, Section 5 provides some concluding observations and future works.

2. Materials and Methods

2.1. XGBoost Machine Learning Algorithm

The XGBoost algorithm is a scalable machine learning system for tree boosting. It was first proposed by Chen and Guestrin [26] and has been widely recognized as one of the best algorithms for solving machine learning and data mining challenges [25]. XGBoost provides a parallel tree boosting technique that combines a set of weak learners with a strong learner using additive training steps. The additive learning steps can be described as follows.

Initially, the first tree is fitted to the entire data space, and then a second learner is fitted to the residuals to address the shortcomings of the previous learner. The fitting procedure is repeated several times until the halting conditions are satisfied. The algorithm’s final predictive outcome is derived by summing up the predictions of all learners. Equation (1) illustrates the predictive function at a time step, \( t \),

\[
\hat{y}_i^{(t)} = \sum_{k=1}^{t} f_k(x_i) = f_i^{(t-1)} + f_i(x_i),
\]

where \( x_i \) is the input variable, \( f_i(x_i) \) is the learner at time step \( t \), \( f_i^{(t)} \) is the prediction at step \( t \), and \( f_i^{(t-1)} \) is the prediction at step \( t-1 \).
XGBoost model implements the following Equation (2) to evaluate the effectiveness of the model from the original function:

$$obj = \sum_{i=1}^{n} l(y_i, \hat{y}_i) + \sum_{i=1}^{J} \Omega(f_i),$$  

(2)

where $l$ is the loss function, $n$ is the number of observations, $\hat{y}_i$ is the estimated value, $y_i$ is the actual value, and $\Omega$ is the regularization term and defined in Equation (3) as:

$$\Omega(f) = \gamma T + \frac{1}{2} \lambda \| \omega \|^2,$$

(3)

where $\omega$ is the vector of leaf scores, $\lambda$ is the regularization parameter, and $\gamma$ represents the minimal loss required for the leaf node to split. The detailed information and computation procedures of the XGBoost algorithm can be found in Chen and Guestrin [26].

2.2. Methodology

In this section, the steps to estimate the temperature, relative humidity, and CO$_2$ concentrations of an office building used in our case study are described in detail. The building used in our research is a certified zero energy building (ZEB) [27] in Japan. Figure 1 illustrates the methodology process overview.

2.2.1. Data Collection and Pre-Processing

The building used in our research is a 3-story building with a basement and a rooftop. Each floor has a few rooms. Multiple sensor devices are installed in all the rooms to measure one-minute interval building environment parameters, i.e., temperature, relative humidity,
CO₂ concentration, and send them to a local server for storage. For our study, a six-month
data set was utilized.

The raw data set obtained for our case study was very unstructured. It comprised daily
data files of one-minute intervals and contained unnecessary data with a small percentage of
missing data. The first step in all machine learning projects is to prepare the data set into the
required format for the training algorithm. Therefore, we started by extracting temperature,
relative humidity, and CO₂ concentration data from the large data set. Then, we combined
all daily data files into one large file. After that, we analyzed different techniques to handle
missing data. Missing data points were randomly scattered throughout the whole data
set. We tried various interpolation methods and finally employed the spline interpolation
method found in the Pandas python library. The data set was then converted into hourly
intervals and visualized.

2.2.2. Data Analysis and Input Feature Selection

After preparing and pre-processing the data set, the time series plots were made to
visualize indoor room temperature, relative humidity, and CO₂ concentration. Figure 2
depicts cleansed temperature data for all building rooms from January 2019 to June 2019.

Figure 2. Recorded temperature data for the building.

The building used in our case study comprises four floors and a rooftop. Each floor has
multiple rooms. Each room was equipped with sensors from which we collected the data.
In addition to the indoor room sensors, we also collected data from outside the building
and on the rooftop. For example, the basement comprises two rooms, i.e., B1F conference
room 1 and B1F conference room 2. One of the research objectives is to reduce the number
of sensors in a building by estimating indoor environment variables of one room based on
data collected from neighboring rooms. Therefore, we looked for the correlation between
data from B1F conference room 1, B1F conference room 2, and the outside. Figure 3a is
a time series plot for outside air temperature, B1F conference room 1 temperature, and
B1F conference room 2 temperature. Figure 3b is a scatter plot of B1F conference room 1
temperature and B1F conference room 2 temperature. Both figures show a high correlation
between the data points of both rooms; hence, data from B1F conference room 1 can be
used to estimate the temperature in B1F conference room 2 and vice versa.
The first floor consists of three rooms. We collected data from 1F entrance hall, men’s changing room, and women’s changing room. These data were analyzed, and correlations were extracted between each room and the outside data readings. In machine learning, the accuracy of models is dependent on the importance of the selected input features. Therefore, we separated the data set into temperature, humidity, and CO₂ concentration data during the training stage. The model has been trained with the data sets, then carried out input feature engineering.

To begin with, we computed a Pearson correlation matrix between all the variables. It returned values between −1 and 1, where values close to 1 show a high positive correlation, close to zero shows no correlation, and close to −1 show a high negative correlation between the variables. Next, correlation matrices for each floor and outside data variables were computed, and their result guided us in selecting the suitable target rooms (outputs) for indoor environment estimation and the necessary inputs for each case study. For example, on the first floor of the building in Figure 4a, we used outside air temperature, 1F entrance hall room temperature, and 1F women’s changing room temperature as inputs to estimate 1F men’s changing room temperature, as depicted in Figure 4b. The same approach was repeated for relative humidity and CO₂ concentration estimation modeling.

![Figure 3. (a) Time series plot for outside air temperature, B1F conference room 1 temperature, and B1F conference room 2 temperature; (b) scatter plot of B1F conference room 1 temperature and B1F conference room 2 temperature.](image)

![Figure 4. (a) 1st floor (1F) schematic; (b) estimation approach for 1st floor of the building.](image)
Time series data are sequential; hence, current values correlate with their historical values. Each observation is dependent on its previous value. We, therefore, added hourly time lags of each target output as an input to our estimation models. Selection of optimal time lags [15] for time series forecasting is of crucial importance for accurate results. Figure 5 is a correlation matrix with time lags for the selected optimal input features for the model described in Figure 4.

Figure 5. Correlation matrix with time lags for the selected optimal input features.

2.2.3. XGBoost Model Design, Training, Testing, and Evaluation

Our models were designed using the XGBRegressor module found in the XGBoost library. The algorithm was implemented using Python language. Before inputting the data into the models, the data were randomly split into training, validation, and test sets. The XGBRegressor model was fitted with the training set of four months of historical temperature, humidity, and CO₂ concentration data during the training stage. The model has hyperparameters that were initially set to default values. However, the default value will not always give the best accuracy for all cases. Therefore, tuning the hyperparameters for each case is necessary to obtain the best possible estimation accuracy. Our research achieved this by employing the grid search CV [28] technique borrowed from the Scikit learn library [29]. Grid search cross-validation is a tuning technique that uses cross-validation to perform an exhaustive search over specified parameter values of an estimator.

The commonly tunable hyperparameters with their optimal values for each model are described in Table 1.

Table 1. Hyperparameters for training XGBoost Models.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>max_depth</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>Maximum depth of each tree (1–10)</td>
</tr>
<tr>
<td>n_estimators</td>
<td>400</td>
<td>50</td>
<td>200</td>
<td>400</td>
<td>400</td>
<td>400</td>
<td>Number of trees in the ensemble</td>
</tr>
<tr>
<td>colsample_bytree</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>Number of features used in each tree</td>
</tr>
<tr>
<td>min_child_weight</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>Minimum sum of weight needed in a child</td>
</tr>
<tr>
<td>learning_rate</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>The learning rate used to weigh each step</td>
</tr>
</tbody>
</table>

In Table 1, Models 1 to 6 represent basement conference room 2, men’s changing room, 2nd-floor west room, 2nd-floor OA center room, 3rd-floor east room, and 3rd-floor OA center room temperature estimation.

The data for May 2019 were used for model validation. The purpose of the validation data set is to pretest the models before the final test. Then, based on the performance
evaluation of the estimation results on the validation set, the models were retrained using different hyperparameters and inputs until the best performance scores were obtained.

The evaluation of all the designed models was realized by computation of 2 commonly used performance metrics. These are the mean absolute percentage error (MAPE) and the root mean squared error (RMSE) described by Equations (4) and (5):

\[
MAPE = \frac{100}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{y_i},
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2},
\]

where \(\hat{y}_i\) is the estimated value, \(y_i\) is the actual value, and \(n\) is the number of samples.

3. Results

This section is dedicated to the experimental results obtained after testing all models. After model hyperparameter tuning and the selection of optimal input features, indoor room temperature, relative humidity, and CO\(_2\) concentration were estimated and evaluated using RMSE and MAPE performance metrics.

3.1. Indoor Temperature Estimation Results

The indoor temperature of each selected room has a slightly different characteristic trend which is reliant on the number of occupants, air-conditioning operation, and availability of other heat-generating equipment such as servers and computers. After an exploratory data analysis described in the previous chapter, six rooms were selected as targets for temperature estimation. Estimation of the temperature of each room was explicitly modeled for that room, that is, a specific model and a specific set of input features. After training, the models were tested on the test data set of June 2019. The line plots of actual temperature data and the estimated room temperature for four of the six selected rooms are shown in Figure 6. They reveal a good fit and stable estimation for a medium-term horizon of one month.

The performance evaluation results of each selected room are summarized in Table 2 using RMSE and MAPE evaluation metrics. The models were first tested on the validation set of May 2019, retrained, and then tested on June 2019 data. The RMSE score represents the error in degrees Celsius, and MAPE depicts the estimation error as a percentage. The maximum error of about 0.46 degrees and an average RMSE value of about 0.3 degrees represent the models’ temperature estimation accuracy.

<table>
<thead>
<tr>
<th>Selected Building Rooms</th>
<th>Validation RMSE</th>
<th>Test RMSE</th>
<th>Test MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1F Conference room 2</td>
<td>0.2101</td>
<td>0.4632</td>
<td>1.0656</td>
</tr>
<tr>
<td>1F Men’s changing room</td>
<td>0.3741</td>
<td>0.4340</td>
<td>0.9707</td>
</tr>
<tr>
<td>2F Office Room (West)</td>
<td>0.2906</td>
<td>0.1467</td>
<td>0.4204</td>
</tr>
<tr>
<td>2F OA center room</td>
<td>0.3312</td>
<td>0.3134</td>
<td>0.8392</td>
</tr>
<tr>
<td>3F Office Room (East)</td>
<td>0.4236</td>
<td>0.1736</td>
<td>0.5060</td>
</tr>
<tr>
<td>3F OA center</td>
<td>0.3155</td>
<td>0.2436</td>
<td>0.6374</td>
</tr>
</tbody>
</table>

3.2. Relative Humidity and CO\(_2\) Concentration Estimation Results

Like the temperature, each room’s data trend characteristics of relative humidity and CO\(_2\) concentration are slightly different; hence, each case requires a specific XGBoost model and a specific set of input features. We, therefore, employed exploratory data analysis techniques on the relative humidity and CO\(_2\) concentration data sets. Optimal
hyperparameters for each model were carefully obtained, and essential input features were extracted from the data.

Figure 6. (a) Plot of actual 2F office room temperature and its estimation for June 2019; (b) plot of actual 3F office room temperature and its estimation for June 2019; (c) plot of actual 1f Men’s changing room temperature and its estimation for June 2019; (d) plot of actual B1F conference room 2 temperature, and its estimation for June 2019.

Due to the space limitation, we cannot provide the test results for all the selected rooms for relative humidity and CO\textsubscript{2} concentration estimation. However, Figure 7 compares the basement conference room 2 relative humidity and third-floor office CO\textsubscript{2} concentration estimations with the actual test set. Again, the estimations are a good fit, depicting the excellent accuracy of the designed models.

The performance evaluation results of each selected room are summarized in Table 3. Six cases were estimated for relative humidity, and only two cases were estimated for CO\textsubscript{2} concentration estimation because we only had data from four CO\textsubscript{2} concentration sensors installed in the two basement rooms, the second and third floors of the building.
3.2. Relative Humidity and CO2 Concentration Estimation Results

Table 3. Performance evaluation metrics results for relative humidity and CO2 concentration.

<table>
<thead>
<tr>
<th>Selected Building Rooms</th>
<th>Relative Humidity RMSE</th>
<th>Relative Humidity MAPE</th>
<th>CO2 Conc. RMSE</th>
<th>CO2 Conc. MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1F Conference Room 2</td>
<td>1.0992</td>
<td>1.1175</td>
<td>19.2314</td>
<td>1.5552</td>
</tr>
<tr>
<td>Cool Pit</td>
<td>2.9958</td>
<td>2.4096</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2F Office Room (East)</td>
<td>2.9958</td>
<td>2.5130</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2F OA center room</td>
<td>3.1536</td>
<td>2.696</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3F Office Room (West)</td>
<td>3.9958</td>
<td>2.4096</td>
<td>33.3331</td>
<td>3.3610</td>
</tr>
<tr>
<td>3F OA center</td>
<td>2.7648</td>
<td>2.4707</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

On average, the relative humidity estimation was accurate to about 2.6% RH, and the CO2 concentration was accurate to an average of 26.25 ppm in terms of RMSE evaluation metrics scores. This represents a good fit and shows the power of XGBoost algorithms in the precise estimation of indoor environment variables necessary for occupant well-being and control policies for the smooth operation of heating and cooling systems in a building.

4. Discussion

To begin with, we had 13 data points for temperature, 11 data points for relative humidity, and 5 data points for CO2 concentration. For the temperature estimation, we utilized data from seven data points to estimate the temperature for six rooms, as shown in Table 2. This implies that the proposed temperature XGBoost model reduced the number of temperature sensors from 13 to 7, representing a reduction of about 50%. The relative humidity estimation XGBoost models utilized five data points to estimate relative humidity for six rooms (Table 3), while the CO2 concentration estimation XGBoost models used three data points to estimate CO2 concentration for two floors, as shown in Table 3.

For temperature estimation, the obtained average RMSE score of 0.3 is very accurate and acceptable based on the conventional evaluation metrics for regression algorithms. The humidity estimation models obtained an average RMSE metric score of 2.6, and the CO2 concentration models obtained an average RMSE metric score of 26.25. These errors appear prominent in value because they are dependent on a different range of scales for the estimated environment variables. However, the MAPE evaluation metric, which depicts the estimation errors as a percentage, indicated an error of 2.2342% and 2.4581% for relative humidity and CO2 concentration estimation, respectively, representing a good estimation.

However, the accuracy of machine learning models for estimating indoor environment variables relies on the quality of data used for their training. As a limitation, the data
collected did not include any indoor activities. Indoor activities, such as meetings, using energy-intensive devices, and opening and closing doors and windows can substantially influence a room’s environmental variables. Future research should consider integrating indoor activities in their modeling to improve the estimation accuracy. Furthermore, using more data for model training could ultimately improve the accuracy.

In our future works, we will also design a reinforcement learning agent to automatically control the HVAC systems in a smart building [31]. Temperature and relative humidity estimation models will be used to generate the simulated environment from which the agent will learn for optimal automatic control of HVAC systems with a goal of occupant comfortability and energy efficiency.

5. Conclusions

This paper proposed using simple XGBoost machine learning algorithms to estimate a commercial building’s indoor room temperature, relative humidity, and CO$_2$ concentration. Following the discussion of results, the adopted models accurately estimated both RMSE and MAPE metric scores. Modeling and accurately estimating indoor environmental variables in buildings is an essential task for reducing the overall energy consumption of the building and improving occupant comfortability.

The proposed XGBoost models are applicable to commercial and residential buildings as a practical solution because they do not require a big data set for training. Additionally, the models can be deployed on basic and affordable computer hardware. The proposed models also reduce the necessity for multiple sensors that create expensive and complicated networks that are difficult to maintain.
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