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Abstract: An ultracapacitor State-of-Charge (SOC) fusion estimation method for electric vehicles
under variable temperature environment is proposed in this paper. Firstly, Thevenin model is selected
as the ultracapacitor model. Then, genetic algorithm (GA) is adopted to identify the ultracapacitor
model parameters at different temperatures (−10 ◦C, 10 ◦C, 25 ◦C and 40 ◦C). Secondly, a variable
temperature model is established by using polynomial fitting the temperatures and parameters,
which is applied to promote the ultracapacitor model applicability. Next, the off-line experimental
data is iterated by adaptive extended Kalman filter (AEKF) to train the Nonlinear Auto-Regressive
Model with Exogenous Inputs (NARX) neural network. Thirdly, the output of the NARX is employed
to compensate the AEKF estimation and thereby realize the ultracapacitor SOC fusion estimation.
Finally, the variable temperature model and robustness of the proposed SOC fusion estimation
method are verified by experiments. The analysis results show that the root mean square error
(RMSE) of the variable temperature model is reduced by 90.187% compared with the non-variable
temperature model. In addition, the SOC estimation error of the proposed NARX-AEKF fusion
estimation method based on the variable temperature model remains within 2.055%. Even when the
SOC initial error is 0.150, the NARX-AEKF fusion estimation method can quickly converge to the
reference value within 5.000 s.

Keywords: ultracapacitor; state-of-charge (SOC); variable temperature model; neural network;
adaptive extended Kalman filter (AEKF)

1. Introduction

Due to the deterioration of environmental pollution and energy shortage in the world,
the development of electric vehicles has received extensive attention since its high efficiency,
low noise and no pollution [1,2]. At present, the power source technology is still one of
the significant factors restricting the rapid development of electric vehicles [3]. Meanwhile,
the ultracapacitors are selected as new energy storage device and gradually applied in
auxiliary power source of electric vehicles for its ultrahigh power density, long-term cycle
life and excellent safety [4,5]. The State-of-Charge (SOC) indicates the current available
capacitance, which is considered as a crucial state parameter of ultracapacitor. It is well
known that the variable temperature environment has an unavoidable effect on the SOC
estimation accuracy [6,7]. The conventional SOC estimation methods generally divided
into coulomb counting method, characterization parameter method, data driven based
method and model based filter method [8].
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Coulomb counting method is also known as the Ampere-hour method, which is the
most popular and simplest SOC estimation method [9]. However, due to the accumulation
of current measurement errors, it is usually used for short time prediction or combined
with other methods to estimate SOC [10]. The coulomb counting method can obtain
the SOC by measuring and integrating the current while the value is susceptible to the
current measurement errors, reducing accuracy. In addition, the open circuit voltage
(OCV) is one of the important parameters of SOC estimation. Meanwhile, the OCV-
SOC curve has good linear characteristic under certain conditions. Therefore, the SOC
estimation can be indirectly realized by obtaining the open circuit voltage value [11–13]. The
characterization parameter method has the great realizability and can correct the cumulative
errors. Yet, the method is reliant on the accuracy of the curve between parameter and SOC,
and it is subjection to the uncertain factors. The neural network method is known as a
typical data-driven based method, which can obtain the mapping relationship between
the parameters and SOC. It also can be applied to estimate SOC [14–17]. In general, the
network training process is concomitant with abnormal phenomenon, such as voltage
overfitting. A time-delay recurrent neural network proposed by Xi et al. can improve
the SOC estimation accuracy by identifying and eliminating overexcited neurons [18]. To
promote the SOC estimation accuracy, Zhang et al. utilized the particle swarm optimization
algorithm to update the neural network [19]. However, the methods require coping with
a mass of data for training the network. How to accurately obtain the ultracapacitor
SOC with a small amount of data is a challenge and little research has been carried out.
Therefore, Weigert et al. estimated the composite power system SOC from the voltage data
of a short initial period, and then obtained the ultracapacitor SOC [20]. In summary, the
estimation methods based on the neural network can accurately mining data characteristics.
However, the neural network needs to have enough and effective training data and optimal
parameters to obtain a better estimation effect. Thus, it is difficult for a single neural
network to adapt to the dynamic changing process of ultracapacitor states and realize the
applicability of ultracapacitor SOC estimation. The model-based filter method is widely
used in SOC estimation for the advantages of self-correction ability and insensitivity to
initial SOC. The selection of model and filter is significant for accurate SOC estimation.
Wei et al. utilized extended Kalman filter (EKF) algorithm to estimate SOC at different time
scales based on equivalent circuit model [21]. The inappropriate filter preset parameters
and linearization of EKF nonlinear function may lead to unstable accuracy. Therefore, the
references [22,23] proposed unscented Kalman filter (UKF) to estimated SOC, which can
overcome the above-mentioned shortcoming of EKF. However, the robustness of UKF is
affected by the system noises. Thus Xiong, R.et al., designed a dual estimator framework
including recursive least squares and adaptive H-infinite filter to promote the estimation
efficiency [24]. Similarly, the research based on the model and filter observers are also
reported in [25–29]. In summary, the method is provided with strong robustness, but the
estimation performance highly relies on the accuracy of the model and preset matrixes.

In view of the characteristics of the methods based on neural network and model-
based filtering methods, the combination of them to carry out SOC estimation research
has attracted more and more attention. Tian et al. proposed a SOC fusion estimation
method to update the estimation accuracy based on the deep neural network and Klman
filter [30]. The simulation results illustrate that the method still remains a root mean
square error within 4% in the case of remarkable disturbances. The temperature has an
unavoidable effect on the dynamic characterization of ultracapacitor, while the above
estimation methods do not consider the temperature factor. Hence, Zhang et al. took the
temperature into account and combined with the OCV-SOC curve to estimate SOC [31].
In addition, a combination of nonlinear model and EKF is proposed by Chiang et al. to
estimate ultracapacitor SOC, and the model is composed of thermal model and equivalent
circuit model [32]. Furthermore, the robustness and applicability of the previous methods
at different temperatures are not sufficiently studied. A co-estimation model based on
NARX neural network was proposed by Wang et al. to estimate SOC. The experimental
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results showed that the maximum RMSE of the model is 0.85% [17]. In addition, the NARX
was also employed to predict the state of health or temperature for its natures of mining
nonlinear mapping relationship and robustness to dynamic characteristics [33,34]. The
AEKF was widely applied in SOC estimation [35–37]. The simulation results showed the
algorithm has strong anti-interference to the uncertainties such as noises and initial error.
The reasons why the NARX-AEKF would be beneficial to estimation of SOC are introduced
as follows. On the one hand, the NARX is popularly used in time series forecasting and
it is able to fast search the mapping relationship between filter parameters and SOC. On
the other hand, the AEKF is equipped with the character of adaptive updating. Moreover,
the compensation of NARX can narrow the gap of referred SOC and AEKF-estimated SOC.
The SOC estimation accuracy can be improved to a certain extent. Thus, a combination
method between NARX and AEKF is proposed to estimate ultracapacitor SOC.

A key contribution of this paper is that a high-performance ultracapacitor SOC fusion
estimation method under variable temperature environment is proposed. The method not
only overcomes the disadvantage of unstable accuracy in OCV-SOC method, but also deals
with the problem of over-reliance on the accuracy of the initial SOC value in Ampere-hour
method. Meanwhile, a novel SOC fusion estimation framework of neural network and
Kalman filter algorithm is presented, and it makes full use of the Nonlinear Auto-Regressive
Model with Exogenous Inputs (NARX) to compensate the adaptive extended Kalman filter
(AEKF) estimation. Next, in order to improve the adaptability at different temperatures,
a high-precision variable temperature ultracapacitor model is established based on the
Thevenin model. Moreover, the accuracy of the proposed variable temperature model and
SOC fusion estimation method is systematically evaluated at different temperatures.

The main contents of this paper can be summarized as follows: the first part describes
the ultracapacitor model selection and the model parameter identification; the ultracapac-
itor SOC estimation method based on NARX-AEKF is depicted in the second part; the
comparison and evaluation of six typical SOC estimation methods is presented in the third
part; finally, the fourth part draws conclusions.

2. Ultracapacitor Modeling
2.1. Model Selection

The establishment of ultracapacitor model plays a significant role in SOC estimation,
and it is necessary to select a suitable model. The equivalent circuit model is usually
selected for ultracapacitor modeling for its simpler structure and lower computational
burden. The conventional models include Rint model, Thevenin model, Dual Polarization
model, Classical Equivalent Circuit model and Three-branch model et.al. In this paper,
the Thevenin model is applied to describe ultracapacitor characteristics, which consists
of a voltage source, an ohmic internal resistance as well as an RC parallel network. The
schematic diagram of the Thevenin model is shown in Figure 1.

Figure 1. The schematic diagram of the Thevenin model.
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Based on the Kirchhoff’s laws, the state-space equation of the Thevenin model can be
listed as Equation (1). { •

Ud = iL
Cd

− Ud
RdCd

Ut = Uoc − Ud − iLRi
(1)

where Ri represents the ohmic internal resistance; Rd defines the polarization resistance,
and the polarization capacitance is indicated as Cd; the polarization voltage of the parallel
RC network can be denoted as Ud; the terminal voltage is Ut, and the open circuit voltage
means as Uoc. Furthermore, the discretizing process of Equation (1) can be described by
Equation (2), where τ is the time constant.{

Ud,k = Ud,k−1 × e−1/τ + iL,kRd × (1 − e−1/τ)
Ut,k = Uoc,k − Ud,k − iL,kRi

(2)

2.2. Model Parameter Identification

In this paper, genetic algorithm (GA) is used to identify model parameters of ultraca-
pacitor, which is derived from biological field. It is well known that the GA is equipped
with characteristics of fast random search, high computation efficiency and simple process.
Based on the experimental data of Hybrid Pulse Power Characteristic (HPPC) at different
temperatures (−10 ◦C, 10 ◦C, 25 ◦C and 40 ◦C), the GA is utilized to identify Ri, Rd and τ
for the Thevenin model.

The Maxwell ultracapacitor with 2.7V-1500F is chosen to conduct the characteristic
experiment at −10 ◦C, 10 ◦C, 25 ◦C and 40 ◦C, respectively. The average of capacitance
test is regarded as the rated capacitance of ultracapacitors. The calculated capacities for
ultracapacitors at different temperatures are listed in Table 1. Moreover, the identification
process of Thevenin model at different temperatures can be summarized in Table 2.

Table 1. The rated ultracapacitor capacities at different temperatures.

T (◦C) −10 10 25 40

Capacitance (A.s) 3402.720 3386.160 3382.560 3345.840

Table 2. The identification process of Thevenin model at different temperatures.

Steps Operations

Step1 Load the current and voltage data at different temperatures (−10 ◦C, 10 ◦C,
25 ◦C, 40 ◦C).

Step2 Determine initial population, mutation probability, crossover probability and
maximum evolution generation.

Step3 Calculate the fitness of each individual of the population.
Step4 Implement the selection, crossover and mutation operations.
Step5 Return to the Step3 until the generation reaches the predetermined size.
Step6 Output the optimal values.

In order to obtain optimal parameters, the ranges of Ri, Rd and τ are set to [1 × 10−6,
1 × 10−3], [1 × 10−6, 1 × 10−3] and [0, 0.2] in the process of implementing GA, respec-
tively. Subsequently, the parameter identification results of ultracapacitor for different SOC
intervals and temperatures are obtained, which is shown in Table 3. From Table 3, in the
low temperature environment, the change rates of ohmic internal resistance and polarization
resistance of ultracapacitor gradually increase with the decrease of temperature, and the
maximum change rates are 96.464% and 98.654%, respectively. Under the high temperature
environment, the ohmic internal resistance and polarization resistance change rate of the
ultracapacitor are correspondingly 95.285% and 96.071%. At room temperature, the change
rate of time constant of ultracapacitor is the largest, which is 95.431%. It can be seen that the
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ambient temperature has a great influence on the ultracapacitor parameters. Therefore, it is
very necessary to consider the temperature factor when establishing the ultracapacitor model.

Table 3. Parameter identification results of ultracapacitor for different SOC intervals and temperatures.

T (◦C) Parameters
SOC Interval Ranges

1.0~0.9 0.9~0.8 0.8~0.7 0.7~0.6 0.6~0.5 0.5~0.4 0.4~0.3 0.3~0.2 0.2~0.1 0.1~0

−10
Ri(mΩ) 0.707 0.469 0.025 0.145 0.421 0.631 0.251 0.459 0.351 0.127
Rd(mΩ) 0.009 0.228 0.664 0.531 0.236 0.020 0.401 0.178 0.285 0.109

τ 0.081 0.148 0.023 0.163 0.171 0.151 0.179 0.160 0.104 0.099

10
Ri (mΩ) 0.179 0.306 0.508 0.264 0.441 0.052 0.545 0.281 0.246 0.321
Rd (mΩ) 0.432 0.309 0.105 0.327 0.131 0.525 0.023 0.279 0.319 0.253

τ 0.140 0.172 0.195 0.195 0.162 0.194 0.160 0.142 0.189 0.143

25
Ri (mΩ) 0.175 0.551 0.283 0.410 0.189 0.224 0.358 0.099 0.169 0.217
Rd (mΩ) 0.403 0.025 0.287 0.144 0.357 0.307 0.180 0.441 0.372 0.330

τ 0.184 0.191 0.009 0.169 0.159 0.163 0.197 0.187 0.184 0.186

40
Ri (mΩ) 0.161 0.229 0.232 0.380 0.024 0.393 0.470 0.230 0.351 0.509
Rd (mΩ) 0.388 0.334 0.328 0.166 0.509 0.131 0.057 0.296 0.176 0.020

τ 0.148 0.149 0.187 0.191 0.191 0.174 0.184 0.117 0.162 0.070

2.3. Evaluation of Thevenin Model

As is known to all, the validation of model accuracy is critical in the SOC estimation.
Therefore, the model is employed in UDDS conditions to analysis the terminal voltage
errors. The simulation results are shown in Figure 2. The Maximum Error (ME), Mean
Absolute Error (MAE) and Root Mean Square Error (RMSE) are applied to evaluate the
model in this study. Moreover, the ME, MAE and RMSE can be correspondingly described
as Equations (3)–(5). Due to the less application of data in the lower SOC intervals in
practice, a linear interpolation method is utilized to acquire the model parameters at each
moment under 0.1 and 1.0 SOC internals. The terminal voltage error statistical results at
different temperatures are listed in Table 4.

ME = max(
∣∣yi − yi_pre

∣∣) (3)

MAE =
1
n

n

∑
i=1

∣∣yi − yi_pre
∣∣ (4)

RMSE = (
1
n

n

∑
i=1

(yi − yi_pre)
2)1/2 (5)

where yi and yi_pre indicates reference and prediction value, respectively; n presents the
data length.

Figure 2. The terminal voltage error results.
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Table 4. The terminal voltage error statistical results.

−10 ◦C 10 ◦C 25 ◦C 40 ◦C

ME (mV) 9.227 12.438 9.563 8.131
MAE (mV) 2.146 2.167 1.912 1.782
RMSE (mV) 2.853 3.342 2.718 2.319

From the Figure 2, the Thevenin model at different temperatures has high accuracy,
and the maximum ME is less than 13 mV. Taking 25 ◦C for example, the Table 4 shows that
the ME, MAE and RMSE of the model are 9.563 mV, 1.912 mV and 2.718 mV, respectively. It
turns out that the selected identification method has good performance in the ultracapacitor
modeling. Compared with other temperatures, the model at 40 ◦C has the lowest errors,
the ME, MAE and RMSE are correspondingly 8.131 mV, 1.782 mV and 2.319 mV. More-
over, the ME, MAE and RMSE at different temperatures are within 12.440 mV, 2.170 mV
and 3.350 mV. The aforementioned analysis results demonstrate the model has the high
accuracy at variable environment temperature.

2.4. Variable Temperature Modeling

To analysis the mapping relationship between temperatures and Thevenin model
parameters, a variable temperature model at −10 ◦C, 10 ◦C, 25 ◦C and 40 ◦C is established
in this paper. In addition, the variable temperature model is subdivided into capacitance-T
model, parameters-T model and open circuit voltage-T model. The modeling process is
described below.

To obtain the ultracapacitor capacitances at different temperatures, a capacitance-T
model is established based on the rated capacities. Furthermore, the mapping relationship
between capacitance and temperature is acquired by polynomial fitting, as can be seen
in Equation (6). Similarly, the parameters-T model can be described as Equations (7)–(9),
respectively. Furthermore, the fitting results can be shown in Figure 3, respectively. As can
be seen from Figure 3a, the capacitance gradually decreases with increasing temperature.
The aforementioned models can be used to acquire accurate capacitance and parameters in
multi-stress environments.

Ca(T) = a1T3 + a2T2 + a3T + a4 (6)

Ri(T) = a1T3 + a2 T2 + a3T + a4 (7)

Rd(T) = b1T3 + b2 T2 + b3T + b4 (8)

τ(T) = c1T3 + c2 T2 + c3T + c4 (9)

The open circuit voltage is obtained by fitting the selected SOC points with high
stability, and the temperature will affect the battery SOC, which in turn will affect the open
circuit voltage. Therefore, during the establishment of the open circuit voltage-T model,
the influence of temperature and SOC factors are considered. Moreover, a polynomial
fit of temperature, SOC and the open-circuit voltage is implemented, and the functional
relationship is listed in Equation (10). The fitting result is shown in Figure 4.

f (z, T) = p1 + p2z + p3 T + p4 z2 + p5 zT + p6 T2 + p7 z3 + p8 z2T + p9 zT2 + p10T3 (10)

where z denotes SOC and T indicates temperature. Based on the open circuit voltage-T
model, the value of Uoc can be obtained under arbitrary SOC interval and temperature.
Furthermore, the model can accurately describe the mapping relationship among open-
circuit voltage, temperature and SOC.
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Figure 3. The change of capacitance and parameters at different temperatures: (a) Capacitance-T
fitting curve; (b) Ohmic internal resistance-T fitting curve; (c) Polarization resistance-T fitting curve;
(d) Time constant-T fitting curve.

Figure 4. The change of open circuit voltage under different SOC and temperatures.

In summary, the variable temperature model is established by polynomial fitting
the model parameters and temperature, which is a function of temperature. It can be
described as Equation (11). In the other words, the model parameters of the variable
temperature model can be obtained at a certain temperature according to Equation (11).
The efficiency of model parameter acquisition at different temperatures can be promoted
for the establishment of variable temperature model.{

Ud,k(T) = Ud,k−1(T)× e−1/τ(T) + iL,kRd(T
)
×
(

1 − e−1/τ(T))

Ut,k(T) = Uoc,k(T, SOC)− Ud,k(T)− iL,kRi(T)
(11)
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3. Ultracapacitor SOC Estimation Methods
3.1. State of Charge Definition

SOC defines a present available capacitance of ultracapacitor, which can be calculated
as Equation (12).

z(t) =z(t0)−
∫ t

t0
ηiiL(t)d(t)

Cmax
(12)

where z(t0) is the initial SOC; z(t) indicates the estimated SOC; the coulomb efficiency
can be denoted as ηi. To improve computational efficiency, ηi is set to 1 in this paper.
In addition, Cmax represents the maximum available capacitance of ultracapacitor. The
defined SOC is regarded as the referred SOC in this paper, which is employed to compare
with the accuracy of other SOC estimation methods.

3.2. Adaptive Extended Kalman Filter (AEKF) Algorithm

The noise matrix of the extended Kalman filter is often preset, and the selection of
the matrix often affects the prediction accuracy of the filter. In this paper, the AEKF with
adaptive update feature is selected to improve the prediction accuracy. Meanwhile, the
shortcoming that the preset noise matrix is difficult to adapt to the dynamic characteristics
of ultracapacitors can be tackled. Based on the extended Kalman filter, an adaptive noise
covariance matching process is carried out to realize the adaptive real-time update of
the system noise and the observed noise covariance. Furthermore, the negative effect of
noise on the estimation accuracy is weakened. The arbitrary nonlinear discrete system
can be described by two functions, which are known as system state equation function
f (Xk−1, uk−1) and system observation function h(Xk, uk). In addition, the system state-
space equation is denoted as Equation (13).{

Xk = f (Xk−1 , uk−1) + wk−1
yk = h(Xk, uk) + vk

(13)

where X represents the system state variables, and it contains SOC and polarization re-
sistance in this paper; u indicates the system input current; the system output estimation
can be denoted as y; w expresses the system noise whose covariance is Q; v represents the
observed noise and its covariance is R. The mean values of w and v are both zero, but they
are independent.

The iteration processes of AEKF are as follows:
Step1: Initialize the filtering parameters. Determine the initial values of the state vari-

able X, the error covariance P, the system noise covariance Q, and the system observation
noise covariance R.

Step2: Predict the system state and covariance, as shown in Equation (14). The current
moment estimate is obtained from the previous moment value.{

Xk = f (Xk−1, uk−1)
Pk = Ak−1Pk−1Ak−1

T + Q
(14)

Step3: Calculate the Kalman filter gain, which is shown in Equation (15). The gain is
mainly used for the modification of state variables and error covariance.

Kk = PkHT(HPkHT + R)
−1

(15)

Step4: Compute the innovation matrix, which is listed in Equation (16). This matrix is
also applied to update the state variables and the noise covariance.

ek = yk − h(Xk, uk) (16)
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Step5: Adaptively update the noise covariance, which can be described as Equation (17).
Dk =

1
M ∑k

i=k−M+1 eiei
T

Rk = Dk − HPkHT

Qk = KkDkKk
T

(17)

Step6: Update the system state variable and covariance, as shown in Equation (18).
The gain and innovation matrix are used to update the state variables and error covariance.{

X+
k = X−

k + Kkek
P+

k = (I − KkH)P−
k

(18)

where X+ and X− are state variables, which represent the optimal state estimate and priori
estimate, respectively. The posteriori error covariance matrix and priori error covariance
matrix are denoted as P+ and P−, respectively; Q and R are noise covariance matrices,
where Q denotes the system noise covariance and R indicates the observed noise covariance;
the observation matrix can be defined as H; e represents the terminal voltage error; the
adaptive noise covariance matching quantity can be denoted as D; and I is an unit matrix.

3.3. NARX-AEKF Fusion SOC Estimation

Nonlinear Auto-Regressive Model with Exogenous Inputs (NARX) is conventionally
applied to prediction for time series data. The reason is that the feedback and delay layer
are considered in the network training part to realize a dynamic recursive process [38].
Additionally, the method can predict the next time state target value by iterating over the
past state. Hence, in order to take full advantage of NARX superiority, the combination of
NARX and AEKF is proposed to realize ultracapacitor SOC estimation.

The key to the fusion method is to train the neural network by adopting the AEKF
off-line data. To improve the SOC prediction accuracy, the output of the neural network is
applied to compensate the AEKF estimation. The operation steps of this fusion method are
listed as follows.

Step 1: Iterate the AEKF. The off-line data is iterated by using AEKF, and thereby the
terminal voltage observation error e, Kalman gain K, and the residual error between state
prediction and AEKF optimal estimate is obtained. The above obtained data constitutes the
sample library.

Step 2: Train neural network. The e, K and X+
k − X−

k are selected as inputs of
neural network. The difference between the referred SOC and the AEKF-estimated SOC is
employed as the output SOCnn of neural network. Afterwards, the 80 percentage of the
sample library is chosen as the training sample. In order to verify the network accuracy,
the remaining data is utilized as the testing sample.

Step 3: SOC fusion estimation. The fused SOC is the addition between the network
output and the AEKF-estimated SOC, as shown in Equation (19). The implementation
flowchart of the SOC fusion estimation method is indicated in Figure 5.

SOCrh = SOCnn + SOCAEKF (19)
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Figure 5. An implementation flowchart of the SOC fusion estimation method.

4. Evaluations
4.1. Evaluation of Variable Temperature Model

In order to verify the performance of the variable temperature model, a systematic
comparison between the NARX-AEKF SOC fusion method with variable and non-variable
temperature model is conducted at −10 ◦C and 40 ◦C. In addition, the SOC fusion esti-
mation results and estimation errors with variable and non-variable temperature model
at −10 ◦C and 40 ◦C are correspondingly shown in Figures 6 and 7. The Maximum Error
(ME), Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are applied to
evaluate the proposed method in this study.

Figure 6. The SOC fusion estimation results with variable and non-variable temperature model at
−10 ◦C and 40 ◦C: (a) SOC estimation results at −10 ◦C; (b) SOC estimation results at 40 ◦C.
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Figure 7. The SOC estimation errors with variable and non-variable temperature model at −10 ◦C
and 40 ◦C: (a) SOC estimation errors at −10 ◦C; (b) SOC estimation errors at 40 ◦C.

The SOC error statistical results of two models between estimated and referred values
at −10 ◦C and 40 ◦C are listed in Table 5. Compared with the non-variable temperature
model, the ME, MAE and RMSE of SOC estimation with variable temperature model
at −10 ◦C are correspondingly reduced by 71.012%, 86.070% and 81.425%. Similarly,
the reduction of ME, MAE and RMSE of SOC estimation at 40 ◦C are 49.003%, 93.654%
and 90.187%, respectively. Based on the error statistical results, the proposed variable
temperature model has higher accuracy and applicability than that of non-variable.

Table 5. The SOC error statistical results of two models between estimated and referred values at
−10 ◦C and 40 ◦C.

Models
−10 ◦C 40 ◦C

ME MAE RMSE ME MAE RMSE

Non-variable temperature model (%) 2.645 1.058 1.199 4.021 1.473 1.735
Variable temperature model (%) 0.767 0.147 0.223 2.051 0.093 0.170

Decrement (%) 71.012 86.070 81.425 49.003 93.654 90.187

4.2. Evaluation of SOC Fusion Estimation Method

In order to evaluate the accuracy of NARX-AEKF, the classical BP neural network,
radial basis neural network (RBF), generalized regression neural network (GRNN) and
Elman neural network are combined with AEKF to estimate ultracapacitor SOC, respec-
tively. Subsequently, the comparison of SOC estimation results, including the AEKF-based
method, five SOC fusion estimation methods, OCV-SOC method and Ampere-hour method
is conducted on UDDS conditions. The SOC estimation results of eight methods at different
temperatures (−10 ◦C, 10 ◦C, 25 ◦C, 40 ◦C) are shown in Figure 8. Moreover, the SOC
estimation statistical errors for the seven methods at different temperatures are summarized
in Table 6.

From Table 6, the proposed SOC fusion estimation method, combined with the neural
network and AEKF, has high accuracy at different temperatures. The ME, MAE and
RMSE of the method mentioned are less than 5.000%, 1.310% and 1.350%, respectively.
Moreover, the proposed SOC fusion estimation methods with variable temperature model
have excellent applicability, and their RMSEs at −10 ◦C, 10 ◦C, 25 ◦C and 40 ◦C are 0.175%,
0.185%, 0.270%, 0.915%, respectively. Compared with the RBF-AEKF, the MEs of NARX-
AEKF at 10 ◦C, 25 ◦C and 40 ◦C are correspondingly decreased by 80.025%, 77.498% and
28.660%, and the MAEs are reduced by 94.397%, 91.338% and 92.855%, respectively. This is
mainly attributed to the superiority of NARX neural networks to other neural networks in
terms of structure and function. It can obtain better mapping relationship between model
parameters and ultracapacitor SOC, which is beneficial to improve its estimation accuracy.
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For example, the ME, MAE and RMSE of the proposed NARX-AEKF at 25 ◦C are 0.816%,
0.031% and 0.047%, respectively. While the AEKF are correspondingly 1.553%, 0.368% and
0.448%, which illustrates that the NARX neural network has the prominent compensation
characteristic. Furthermore, compared with the OCV-SOC method, the ME and RMSE of
NARX-AEKF are correspondingly reduced by 66.764% and 55.494% at least. Moreover, the
MEs of the proposed method at −10 ◦C, 10 ◦C and 25 ◦C are less than 1%, while that of
OCV-SOC at different temperatures are greater than 1%. It turns out that the proposed
method has more excellent performance than OCV-SOC method at variable temperature
environment. However, the accuracy of neural network trained by experimental data in
low temperature environment suffers from instability. For instance, compared with AEKF,
the ME, MAE and RMSE of NARX-AEKF increase by 37.746%, 30.135% and 63.649% at
−10 ◦C, respectively. To sum up, the proposed NARX-AEKF has better adaptability than
the classical Ampere-hour method, the well-established OCV-SOC method and the above
mentioned methods with its higher estimation accuracy and stronger robustness even in
variable temperature environment.

Figure 8. The SOC estimation results of seven methods at different temperatures: (a) SOC estimation
results at −10 ◦C; (b) SOC estimation results at 10 ◦C; (c) SOC estimation results at 25 ◦C; (d) SOC
estimation results at 40 ◦C.

In practical applications, the initial SOC error of ultracapacitors usually affects the
estimation accuracy of the observer. Therefore, the estimation accuracy of the NARX-AEKF
estimation method is verified when the initial error of SOC is 0.150 in this paper. The
estimation results of different SOC fusion estimation methods are shown in Figure 9. The
simulation results illustrate that the proposed method achieves good estimation accuracy
under different temperatures in the presence of initial SOC error. Furthermore, the error
and convergence time statistics of different SOC estimation methods are listed in Table 7.
Due to the initial error, the ME is obtained from the error data after 50 s.
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Table 6. The SOC estimation statistical errors for the seven methods at different temperatures.

Errors T (◦C) AEKF BP-AEKF RBF-AEKF GRNN-AEKF Elman-AEKF NARX-AEKF OCV-SOC

ME (%)

−10 0.557 0.499 4.198 0.374 0.594 0.767 1.840
10 0.511 0.523 4.434 0.447 0.533 0.767 1.036
25 1.553 1.408 3.627 1.352 1.239 0.816 1.088
40 2.845 2.589 2.874 2.643 2.525 2.051 1.610

MAE (%)

−10 0.113 0.215 0.088 0.104 0.122 0.147 0.756
10 0.053 0.263 0.144 0.201 0.157 0.047 0.561
25 0.368 0.205 0.359 0.205 0.203 0.031 0.444
40 1.263 0.822 1.309 1.063 1.022 0.093 0.633

RMSE (%)

−10 0.136 0.260 0.131 0.126 0.138 0.223 0.941
10 0.078 0.293 0.177 0.212 0.174 0.071 0.612
25 0.448 0.255 0.445 0.307 0.297 0.047 0.500
40 1.303 0.879 1.346 1.110 1.068 0.170 0.731

Figure 9. The estimation results of different SOC fusion estimation methods: (a) SOC estimation
results at −10 ◦C; (b) SOC estimation results at 10 ◦C; (c) SOC estimation results at 25 ◦C; (d) SOC
estimation results at 40 ◦C.

From Table 7, in the presence of initial error, NARX-AEKF has the highest accuracy
among all SOC fusion estimation methods at different temperatures (−10 ◦C, 10 ◦C, 25 ◦C
and 40 ◦C). Compared with BP-AEKF, the ME, MAE and RMSE of the proposed method
are decreased by 86.158%, 96.387% and 76.564% at most, respectively. This is because the
NARX neural network considers the feedback process, which improves the estimation
accuracy to a certain extent. Compared with AEKF, the proposed NARX-AEKF has the
largest reduction of ME, MAE and RMSE at −10 ◦C, which are 235.912%, 99.159% and
122.154%, respectively. The NARX neural network compensates the AEKF estimation and
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reduces the gap between the estimated value and the reference value; thereby the estimation
accuracy is greatly improved. Furthermore, the convergence time of the proposed SOC
fusion estimation method is less than 5.000 s when the initial SOC error is set at 0.150. The
above analysis results demonstrate that the proposed NARX-AEKF SOC fusion estimation
method has good performance in SOC initial error and different temperature environments.

Table 7. The error and convergence time statistics of different SOC estimation methods.

Errors T (◦C) AEKF BP-AEKF RBF-AEKF GRNN-AEKF Elman-AEKF NARX-AEKF

ME (%)

−10 1.366 0.955 1.569 1.166 1.052 0.372
10 0.784 1.330 0.922 0.984 1.086 0.184
25 1.506 0.940 1.595 1.305 1.144 0.369
40 2.763 2.191 2.908 2.562 2.420 1.145

MAE (%)

−10 0.511 0.471 0.643 0.451 0.447 0.030
10 0.353 0.574 0.370 0.369 0.408 0.021
25 0.405 0.281 0.583 0.271 0.271 0.023
40 1.257 0.698 1.434 1.057 0.946 0.087

RMSE (%)

−10 0.693 0.534 0.828 0.583 0.548 0.165
10 0.421 0.696 0.467 0.466 0.524 0.163
25 0.523 0.368 0.669 0.391 0.345 0.162
40 1.304 0.780 1.473 1.113 1.007 0.221

Convergence
Time (s)

−10 3.000 4.000 4.000 3.000 4.000 4.000
10 3.000 4.000 4.000 3.000 4.000 4.000
25 2.000 2.000 4.000 2.000 3.000 3.000
40 2.000 2.000 3.000 2.000 2.000 2.000

5. Conclusions

In this paper, an ultracapacitor SOC estimation method based on NARX neural net-
work and AEKF in variable temperature environment is proposed. Firstly, Based on
Thevenin model, the influence of temperature is considered, and a high-precision variable
temperature model is established with the experimental data of ultracapacitor at differ-
ent temperatures. Secondly, the SOC estimation results between NARX-AEKF with the
non-variable and variable temperature model are compared and analyzed. Moreover, the
results illustrate that the SOC fusion estimation method with variable temperature model
has higher accuracy. The ME, MAE and RMSE are decreased by 71.012%, 93.654% and
90.187%, respectively., Thirdly, the estimation results of different SOC fusion estimation
methods at different temperatures without initial error and when the initial error is 0.150
are compared.

Finally, the results show that the accuracy of NARX-AEKF fusion method is lower
than other estimation methods without considering the initial error of SOC at −10 ◦C, but
the ME, MAE and RMSE are reduced by 82.708%, 92.855% and 89.547% at the other three
temperatures, respectively. The SOC estimation accuracy of NARX-AEKF with initial SOC
error is the highest at all temperatures (−10 ◦C, 10 ◦C, 25 ◦C and 40 ◦C), and the ME, MAE
and RMSE are 1.145%, 0.087% and 0.221%. The proposed method utilizes NARX neural
network to compensate the AEKF estimation. In turn, the influence of noise is reduced, and
the SOC estimation accuracy is effectively enhanced. At the same time, the accuracy and
applicability of the NARX-AEKF in wide temperature environment is improved for the
application of variable temperature model.
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