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Abstract: Primary fuels, i.e., crude oil, natural gas, and power coal, dominate the total global demand
for primary energy. Among them, crude oil plays a particularly important role due to the universality
of applications and the practical lack of substitutes in transport. Crude oil is also one of the main
sources of primary energy in Poland and accounts for around 30% of the energy consumed. Poland
covers only 3% of its needs from domestic deposits. The rest is imported from Russia, Saudi Arabia,
Nigeria, Great Britain, Kazakhstan, and Norway. Due to such a high import of raw material, Poland
must anticipate future demand. On the one hand, this article aims to analyze the current (2020) and
future (2040) crude oil consumption on the Polish market. The study analyzes the geopolitical and
economic foundations of the functioning of the energy raw-materials market, the crude oil supply,
the structure of Poland’s energy mix, and assumptions about the energy policy until 2040. On the
other hand, conclusions from the research were used to build a model of crude o0il consumption for
the internal market. It has been also shown that the consumption of crude oil on the Polish market
is a nonlinear phenomenon with a small set of statistical data, which makes it difficult to build an
accurate model. This paper proposes a new model based on artificial neural networks that includes
long-term memory (LSTM). The accuracy of the constructed model was assessed using the MSE,
Theil, and Janus coefficients. The results show that LSTM models can be used to forecast crude oil
consumption, and they cope with the nonstationary and nonlinear time series. Many important
contemporary problems posed in the field of energy economy are also discussed, and it is proposed
to solve them with the use of modern machine-learning tools.
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1. Introduction

Over the last century, there has been a significant technological development en-
compassing virtually all aspects of human life. This development has resulted in a rapid
improvement in living conditions in the vast majority of countries. Such a favorable devel-
opment would be impossible without energy, and the growing demand for energy has led to
the discovery of new sources [1-4] and the development of new energy technologies [5-7].
Access to energy is the basis of global economic growth and societal development [8-12].
The transport sector also plays a vital role in accelerating economic activity for economic
development [13]. Most of the significant changes result from globalization processes.
These processes have resulted in a significant increase in the interdependence between all
markets [14-17], and, additionally, have influenced change in consumption patterns [18-21]
and the labor market [22-27]. In addition, many countries in Europe and around the world
are rebuilding their energy systems under the influence of the increasingly stronger impact
of globalization processes, which include shaping national energy strategies aimed at
European Union (EU) climate and energy policy, including its long-term vision of striving
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for EU climate neutrality by 2050, and regulatory mechanisms stimulating the achieve-
ment of such effects in the coming decades [28]. Achieving a reliable energy supply and
environmental sustainability have become a global effort [29,30]. Achieving the EU’s 2020
and 2030 climate and energy goals is key to a low-carbon energy transition, and this also
applies to the transport sector, which is in the process of leading shifts in an attempt to
alleviate the problems of climate change and air pollution [31]. In connection with the
implementation of the ambition to decarbonize, the EU is also notable regarding the trend
connected with the development of entrepreneurship directed to the production of green
energy [32-43]. Undoubtedly, an important role is played here by business angels and
the creation of sustainable start-ups [44-50]. The second course of action is to focus on
grassroots civic initiatives. Adequately targeted activities at the local level can play a key
role in the community’s approach to develop energy production [51-54]. Renewable energy
cannot replace fossil fuels in all sectors of society. Currently, barriers in the transport sector
mean that crude oil will remain the dominant fuel.

As an important component of energy structure, the production and consumption of
oil can drive or inhibit economic development. Poland is a strongly developing country in
terms of economic growth, with changes in the structure of its consumption expenditure,
but also with the development of and an increasing dependence on oil resources [55-59].
The imbalance of supply and demand for crude oil is becoming more and more apparent.
Moreover, there are no reliable studies related to the forecasting of crude oil consumption
on the Polish market. Forecasting the demand for crude oil is an important part of de-
veloping a strategy for the development of the market for this commodity, so reasonable
and accurate analyses of crude oil consumption are needed, not only to protect Poland’s
energy security [60] but also to effectively prevent bottlenecks in supplies and for the
implementation of the Polish crude oil supply [60]. Sustainable and rapid development
will have a significant impact on these processes. Rapidly growing energy consumption in
Poland and structural changes still threaten the security of raw material supplies. Therefore,
it is expected that effective methods of meeting the demand for crude oil will become the
basis for formulating the policy of security for the energy supply and will directly affect
the stability of social production and national energy security. They will also help Poland
establish an independent oil- and energy-sector-forecasting mechanism, to achieve an
effective market transformation. These are the main research questions that can be found
in the literature on the subject, and the answers to them can be found in this article.

The demand for crude oil, which is one of the most important strategic raw materials
in the world, has always been treated as a very difficult research task that has attracted the
interest of scientists, practitioners, and many research institutions. The size of this demand
depends on the price, supply [61,62], and irregular and unpredictable events [63]. Many
factors, such as gross domestic product growth, stock levels, exchange rates, technology
development, and substitute primary fuels, affect its size [64-67] and make the process
non-stationary [68,69].

Most crude oil consumption is in the transport and heating sectors. Therefore, crude
oil supplies must be undisturbed, and this poses a challenge to the modern management
of the Polish resource economy. Forecasting oil consumption is fundamental to natural
fuel management. Unfortunately, there are no studies related to forecasting crude oil
consumption in the domestic and international literature. Okulski et al. [70] discussed the
factors influencing the Polish and global crude oil markets. They indicated that almost all
oil in Poland is imported, despite the fact that Poland has its own deposits. Kamyk et al. [71]
analyzed the possibilities of domestic oil production and the directions of diversification
of imports to Poland. The remaining research is related to the analysis of the primary
structure of the energy mix, though the latest research comes from 2017 [72-74].

In order to narrow these gaps, in this article we present a model for forecasting crude
oil consumption on the Polish market.

The research hypothesis adopted in this article is the development of a reliable model
of crude oil consumption on the Polish market, which can be used to forecast the demand
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for the raw material. This model will allow for the development of credible strategies for
the further development of the oil sector, as well as the energy sector.

The available forecasts will allow for effective management of the operational efficiency
of the fuel sector and will contribute to the reduction in operating costs.

The novelties of this study are:

- the development of an innovative model based on LSTM artificial neural networks
used to forecast oil demand;

- according to the authors’” knowledge, this is the first study that uses deep learning
methods to forecast the demand for crude oil on the Polish market;

- this s the first study to confirm that LSTM artificial neural networks can be used to
predict mal-numerical, non-stationary statistical datasets.

The document is organized as follows: the second chapter describes the geopolitical
and economic foundations of the energy-raw-materials market, the third chapter describes
the supply of primary energy, the fourth chapter describes the crude oil market, and the
energy structure of Poland is analyzed in chapter five.

2. Geopolitical and Economic Foundations for the Functioning of the
Energy-Resources Market

The main trend in the global energy market is the increase in energy demand, as
shown in Figure 1. World energy consumption is expected to increase by 29% over the
period 2021-2050 [75]. The distribution of global energy demand will vary. A steady level
of demand will be maintained in most European countries, Japan, South Korea, and North
America, and there will be a large increase in consumption in the rest of Asia (60% of
the global increase in demand), Africa, the Middle East and South America. Moreover,
according to these forecasts, by 2050 the share of individual energy resources in global
production is to change from the current state, in which 31.3% is crude oil [76], 27.2%
hard coal, and 24.7% natural gas, to the same in which global energy production will be
divided into almost equal parts between oil, natural gas, hard coal, and low-carbon energy
sources. This means that demand for natural gas will grow at the fastest rate of all fossil
fuels, by more than half, and the increasingly flexible global trade in liquefied natural gas
(LNG) will offer some protection in the event of a supply disruption. The main regions
that will increase global demand for natural gas are forecasted to be China and the Middle
East, and unconventional gas is expected to account for almost 60% of global production
growth. On the other hand, the use of coal in the future, despite its large resources and
occurrence on all continents, may be gradually reduced due to steps being taken to tackle
the problem of environmental pollution and reduce CO; emissions. Even so, global coal
demand will increase by 15% by 2040. Similarly, the global demand for oil will increase
(by less than 14%).

In 2020, primary energy consumption fell by 4.5%, the first decline in energy consump-
tion since 2009. The decline was mainly driven by oil (—9.7%), which accounted for almost
three-quarters of the decline. The consumption of all fuels decreased, except for renewable
energy (+9.7%) and water (+1.0%). Consumption declined in all regions, with the largest
declines in North America (—8.0%) and Europe (—7.8%). The lowest decline was in the
Asia-Pacific region (—1.6%) due to growth in China (+2.1%), the only country where energy
consumption increased in 2020. In other regions, consumption fell by —7.8% in South and
Central America and fell to —3.1% in the Middle East, as shown in Figure 2.
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Figure 1. Consumption of energy resources in the world, own study based on [77].

H Biofuels mSolar mWind mHydro M Nuclear M Gas B Coal mOil B Geo Biomass Other

100%
90%
80%
70%
60%
50%
40%
30%
20%

Energy consumption by source

10%

Asia Pacific ~ Africa CIS Europe Middle East  North South &
America Central
America

0%

Figure 2. Global energy consumption in 2020, own study based on [77].

The presented forecasts show that despite the growing demand for energy resources,
the structure of the trade in them will not change. Currently, the (net) import of energy
resources on a global scale covers about 25% of the total demand for them, while the import
of crude oil covers 55% of the demand for this raw material in the world, the import of
natural gas covers 30% of the demand for natural gas, and the share of coal imports in the
total demand for coal accounts for 18% [77].
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2.1. Primary Energy Supply

In the global primary energy balance, the main sources of energy are oil, coal, natural
gas, nuclear energy, and renewable energy. In 2020, the world consumption of primary
energy amounted to 557.10 exajoules (EJ) [77] and, compared to 1990, it increased by 52%,
while compared to 2019, it decreased by 5%. The increase in the total supply of primary
energy in the period 1990-2020 is mainly due to its increase (by over 90%) in non-OECD
countries. In contrast, in OECD countries in the years 1990-2020, this increase was only 16%.
Until 2008, a systematic increase in the total supply of primary energy in these countries
could be observed, and it declined after 2008, probably due to the global economic crisis
and the decline in GDP. Another factor contributing to the reduction in the demand for
primary energy may be the improvement of energy efficiency. A similar tendency in
the supply of primary energy could be observed in European Union countries. In 1990,
the supply of primary energy was 254 EJ, in 2019—606 EJ. Table 1 presents the volume
of primary-energy demand in the years 1990-2020, broken down by individual types of
energy carriers. In turn, Table 2 presents the share of individual energy carriers in the total
primary-energy supply in the years 1990-2020. The share of individual energy carriers in
the total world demand for primary energy in 2020 was as follows: crude oil constituted the
source of approx. 31% of primary energy, coal—29%, natural gas—approx. 21%, nuclear
energy—approx. 5%, and renewable energy sources—around 13%.

Table 1. Primary energy supply in particular years of the period 1990-2020.

Energy Resource [EJ] 1990 2000 2010 2020
Coal 93 96.9 153 162.4
QOil 135.3 153.6 167.6 187.4
Natural gas 69.6 86.6 114.4 140.8
Nuclear energy 22 28.3 30.1 30.5
Hydro 7.7 9.4 124 12.5
Biofuels and waste 38.2 415 49.1 15.2
Other 1.8 2.6 4.7 16.5

Total 367.6 418.9 531.3 568

Source: (own elaboration).

Table 2. The share of individual energy carriers in the total primary-energy supply (in %) in particular
years of the period 1990-2020.

Energy Resource [EJ] 1990 2000 2010 2020
Coal 25% 23% 29% 29%

QOil 37% 37% 32% 33%

Natural gas 19% 21% 22% 25%
Nuclear energy 6% 7% 6% 5%
Hydro 20/0 20/0 20/0 370
Biofuels and waste 10% 10% 9% 3%
Other 0% 1% 1% 3%

Source: (own elaboration).

In the years 1990-2020, the share of crude oil in the demand for primary energy
decreased from 37% to 33%. This decrease concerned both non-OECD countries, OECD
countries, and the European Union. However, despite the decline in the share of crude
oil in the supply of primary energy, in the years 1990-2020 in non-OECD countries the
demand for primary energy obtained from crude oil increased by as much as 68%. On the
other hand, in the case of OECD and European Union countries, until 2008 the share of
crude oil in the demand for primary energy was growing year by year, and after 2008 it
was systematically dropping. On the other hand, contrary to the energy policy expressed in
the Kyoto Protocol, aimed at limiting CO, emissions, which should reduce the use of coal
as a primary energy source, there has been an increase in the share of coal in the demand
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for primary energy. In the years 1990-2020, this share increased from 25% to 29%. However,
it should be noted that the indicated increase was in countries outside the OECD area. In
these countries, the share of coal as a primary energy source increased from 28% in 1990
to 37% in 2012. In 1990, the total supply of primary energy obtained from coal was 1150.1
Mtoe and increased in 2012 to 2858.6 Mtoe, i.e., by about 150%. On the other hand, in
OECD countries, the share of coal in the demand for primary energy decreased from 24% in
1990 to 17% in 2020. An even greater decline in the share of coal as a primary energy source
can be noticed in European Union countries: from 28% in 1990, it dropped to 14% in 2020.
Nominally, the demand for primary energy from coal also decreased by about 35%, from
455.6 Mtoe in 1990 to 294 Mtoe in 2012. This is probably related to the energy policy in the
European Union concerning the reduction in CO, emissions. The share of gas as a source
of primary energy in the world in the years 1990-2020 remained at a similar level and
amounted to approximately 21%. In 2020, the global demand for primary energy obtained
from natural gas reached 25% and increased by about 6% compared to 1990. This increase
was mainly due to the increase in demand for primary energy obtained from natural gas
in non-OECD countries. In OECD countries, this increase was lower, and in European
Union countries, the demand for primary energy obtained from natural gas increased until
2010, to fall below the level recorded in 2000 in the last two years. As in the case of natural
gas, the share of nuclear energy and energy from renewable sources in the total supply of
primary energy remained at a constant level in the years 1990-2010. The share of nuclear
energy was about 6%, and energy from renewable sources was 10%.

2.2. Crude Oil Market

Currently, conventional and unconventional crude oil resources are estimated at
331 trillion tons, which is only 3.4% of the world’s energy resources [78], including
161 trillion tons of conventional crude oil (1.3%) and 170 trillion tons of non-conventional
oil resources (2.1%). In turn, crude oil reserves amount to 217 trillion tons, which accounts
for 23.7% of the world’s reserves of energy resources, of which 168.7 trillion tons are con-
ventional reserves (17.7%), and 47.9 trillion tons are unconventional reserves (5.0%). It was
estimated in 2013 that the largest reserves of crude oil (conventional and unconventional)
are located in Venezuela (17.7% of the world’s resources in 2013) [77] and in the Middle
East (Saudi Arabia—15.8%, Iran—9.3%, Iraq—8.9%, Kuwait—6.0%, United Arab Emirates—
5.8%, and Qatar—1.5%). This means that the Persian Gulf countries belonging to OPEC
account for 47.2% of the world’s crude oil reserves, and the remaining six OPEC countries
account for 24.7% of the world’s crude oil reserves. Large oil reserves in 2013 are also in
Canada (10.3%) and Russia (5.5%). The group of countries where the percentage share in
the world’s crude oil resources ranges from 1% to 3% includes: Libya—2.9%, the United
States—2.6%, Nigeria—2.2%, Kazakhstan—1.8%, and China—1.1% [79].

World crude oil production in 1990-2020 was systematically increasing year by year
(except for declines in 2002, 2007, 2009, and 2020). In 2020, it amounted to 4141 Mt and,
compared to 1990, it increased by about 30%, while compared to 2000, it increased by about
14%. In the years 2000-2020, OPEC countries produced about 42-44% of global crude oil,
thanks to which they had a decisive influence on the international crude oil market. On the
other hand, in recent years, the production of crude oil in OECD countries was at the level
of about 21-23% of world production. In 2020, US oil production (17% of global production
in 2020) decreased by 3.4%, further widening the gap with Saudi Arabia as the largest oil
producer, with the US producing 42% more oil than Saudi Arabia. Overall, oil production
fell —8.8% in the Middle East, including —7% in Saudi Arabia, 8.6% in Russia and 14% in
Nigeria. In Canada, it fell by 4.5%, but it increased by 1.6% in China and 7.1% in Brazil [80].
Figure 3 shows the volume of world oil production in particular years.
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Figure 3. World crude oil production in particular years of the period (Mt), own study based on [77].

Crude oil production is concentrated in the Persian Gulf region, mainly in Saudi
Arabia (16.2% in 2020) [81], Iran (9.5%), the United Arab Emirates (6%), Iraq (8.7%), and
Kuwait (6%). This means that in 2020 the share, in the total production, of the five largest
oil producers among the OPEC countries was approximately 30%. The top ten producers
also include Russia, the United States, China, Canada, and Mexico. The total share of the
10 largest crude oil producers in the world production in 2020 was approximately 65%. This
share was also at a similar level in 1990—67.5% and in 2000—61.6%. Crude oil turnover on
international markets in the years 2000-2020 accounted for approximately 53-55% of the
world’s crude oil supply. In 2020, the world exports of crude oil amounted to 2174.6 million
tons and, compared to 1990, its value increased by 41%, and compared to 2000—only by
10%. It is worth noting here that in the years 2000-2008 an increase in exports was observed,
then its decline, caused by the global financial crisis, and a renewed increase after 2010. The
main oil exporters were non-OECD countries, and the volume of these countries” exports
accounted for approximately 83% of total exports. On the other hand, the recipients were
OECD countries, in particular the United States, European countries and Japan. It should
also be emphasized that the volume of exports of the 12 countries belonging to OPEC in
the years 2000-2012 ranged from 54-58% of total exports. The main crude oil suppliers in
the world in 2020 were the countries of the Persian Gulf region (Saudi Arabia—352 Mt,
Irag—195 Mt, United Arab Emirates—148 Mt, Kuwait—102 Mt). These countries mainly
supplied oil to the American, Japanese, Chinese, Western European and Southeast Asian
markets. The second largest exporter of crude oil was Russia (269 Mt). It supplied rope
to the European, Chinese and American markets. The group of big exporters in 2020
also includes: Canada (154 Mt), Nigeria (99 Mt), Angola (63 Mt) and Kazakhstan (70 Mt).
The exports of the 10 largest suppliers of crude oil in the years 1990-2020 amounted to
approximately 67-70% of world exports. In turn, the largest recipients of crude oil in 2020
were China (505 Mt), India (227 Mt), the United States (202 Mt), Japan (149 Mt), and South
Korea (145 Mt). European countries also had a significant share in the import of crude oil,
including Germany, Italy, Spain, Great Britain, and the Netherlands.
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Various types of crude oil are traded on international markets, differing in both their
quality and access to markets. From the point of view of global economic (and financial)
turnover, the most important are the following types of oil, which are assigned price indices:
Brent, WTI, and the so-called OPEC basket, followed by Dubai Fateh and Russian crude oil.
Brent crude oil consists of several types of crude oil extracted in the North Sea region. Its
sulfation is slightly greater than that of WTL This crude oil is refined in northern Europe,
in the Mediterranean, and on the US East Coast. Brent’s blend is listed, inter alia, on the
London LSE and the International Oil Exchange (IPE) in London, and Brent oil futures are
also traded on the NYMEX New York Stock Exchange. West Texas Intermediate (WTI) is a
very high quality, low sulfur crude oil. Its quality and place of occurrence (i.e., Texas) mean
that it is refined in the United States. Crude oil of the WTT type is listed on the New York
Stock Exchange NYMEX [82]:

—  The OPEC Reference Basket is the weighted average of crude oil types sourced from
OPEC countries. The basket includes: Saharan Blend (Algeria), Minas (Indonesia),
Iran Heavy (Iran), Basra Light (Iraq), Kuwait Export (Kuwait), Es Sider (Libya), Bonny
Light (Nigeria), Qatar Marine (Qatar), Arab Light (Saudi Arabia), Murban (United
Arab Emirates), and BCF 17 (Venezuela).

— Dubai Fateh (Dubai Crude) is oil extracted from Dubai. Until June 2005, it was part of
the OPEC basket. It is also used as a reference price for the export of raw materials to
the Far East.

— Ural oil is one of the four types of Russian oil. It is a mixture of deposits, mainly from
Western Siberia, the Ural Mountains, and the Volga region, and is a reference point
for establishing the export price of Russian crude oil. It is listed on the Russian stock
exchange. The counterpart of Ural crude oil, listed on the New York Stock Exchange
NYMEX, is Rebco crude oil (Russian Export Blend Crude Oil). Brent, WTI, and Dubai
Fateh oil prices play a major role.

2.3. Poland’s Energy Structure

The European Union (EU) currently has (as of June 2021) greenhouse gas (GHG)-
emission-reduction targets adopted in the energy and climate framework until 2030. GHG-
emission-reduction targets have been set in such a way that the EU is on the on the road to a
low-carbon economy, as presented by the European Commission (EC) in its Communication
on a long-term vision for 2050. The EU level target of reducing GHG emissions in 2030,
by at least 40% by 2030 compared to 1990, was declared as an EU contribution (NDC)
under the Paris Agreement. On 12 December 2019, the European Council adopted the
Communication European Green Deal (European Green Deal, EU Green Deal, EGD). In
total, it covers 48 activities in various fields—from the energy sector, through agriculture
and transport to society’s participation in the fight against climate change. The main goal
was to achieve climate neutrality in the European Union by 2050. According to the above
document, the new GHG-emission-reduction target for the European Union for 2030 should
be in the range of 50% to 55% compared to 1990. Such an approach was repeated in the
draft European Climate Law, published on 4 March 4 2020. During subsequent discussions
in 2020 and 2021, both the Council and European Parliament increased the target value
for 2030. As part of the consensus reached in April 2021, the provision on the target by
2030 says at least a 55% net emission reduction compared to 1990, clearly spelling out both
emission reductions and removals. Poland, as an EU member state, on the one hand has the
right to shape its energy mix in an autonomous way, while on the other hand must submit
to the requirements of the energy and climate policy developed within the EU. In Poland,
the key strategic document of the government that tries to reconcile these challenges is the
Energy Policy of Poland (PEP), prepared on the basis of the Energy Law of 10 April 1997
(Journal of Laws of 2021, item 716, as amended) [83]. The last document of this type was
adopted by the Council of Ministers in 2021. “Poland’s Energy Policy until 2040 (PEP2040)”
includes in its assumptions the necessity to ensure energy security, fair transformation,
sustainable development of the economy, and strengthening of its competitiveness [60].
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In addition, as part of the obligation imposed on the EU Member States, the National
Energy and Climate Plan for 2021-2030 (NECP) [79] was developed. The development of
the NECP results from the Regulation of the European Parliament and of the Council (EU)
2018/199911.

Poland’s primary energy structure is definitely different from other European Union
countries due to the significant share of coal. The most important factors that determine
the shape of Poland’s energy balance are the following factors [60]:

— natural—the dominance of hard coal and lignite resources;

—  political—no long-term coherent vision of energy policy;

— systemic—fully immature market economy;

— external—participation in world trade and transport of energy carriers;

— economic—relatively high prices, factors of electricity;

—  technical and technological—an extensive mining base of solid fuels and new tech-
nologies of fuel use.

In the years 1990-2018, the production of primary energy has a moderate growing
trend, as shown in Figure 4. The highest level of 104.96 Mtoe was recorded in 2018, while
the lowest was 89.02 Mtoe in 2002. The current shape of the Polish energy mix is the result
of socio-economic changes that were introduced after 1988 and pertained in particular to
the mining sector.
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Figure 4. Primary energy production in Poland, own study based on [77].

The Polish resource base potential allows for domestic satisfaction of the demand
for hard coal, lignite, and biomass, while the demand for natural gas and crude oil must
mostly be covered by imports. Initiatives are currently underway to diversify the directions
and sources of supplies, and efforts are still being made to search for domestic (also
unconventional) deposits in order to replace the supply from depleted deposits. Part of
the demand for crude oil and natural gas will be limited by the growing importance of
biofuels and alternative fuels (including electricity, LNG, CNG, biomethane, hydrogen) [56].
Poland is to the greatest extent dependent on imported crude oil, therefore, in the short
term it is necessary to ensure good conditions for crude oil reception and an efficiently
functioning internal infrastructure. The possibilities of deliveries by sea will be increased
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thanks to the expansion of the Pomeranian Oil Pipeline and the storage bases of crude
oil and liquid fuels. Deliveries of petroleum products depend on a properly developed
network of pipelines, especially in the southern part of Poland, which will also be expanded,
e.g., the Boronéw-Trzebinia pipeline [60].

3. Materials and Methods

In the literature, many publications can be found related to forecasting the demand
for fossil resources, but only a small part of the articles concern forecasting the demand
for crude oil. There are many ways of forecasting the demand for energy resources,
autoregressive and moving average (ARMA) models [84,85], generalized ARCH model [86],
models of the stochastic effective function [87], and methods of forecasting time series
through artificial neural networks [88-90]. Table 3 summarizes existing research on fossil
fuel consumption forecasting.

Table 3. A summary of existing studies on forecasting of natural gas consumption.

Autor(s) Goal Method

A combination of the FNN model and the
stochastic time-effective
function-WT-FNN

A new method of oil price

Wang etal. [87] forecasting

Social media information was used in
convolutional neural network, which can
finely reflect oil market factors and
exogenous factors, such as conflicts and
political instability.

A new method of oil price

Wu et al. [91] forecasting

Predicted the predictability of

Zhangetal. [92] market returns on oil futures

A principal component analysis (PCA)

They showed that the use of
neural networks is the right
choice due to the non-linear
nature of crude oil prices

They compared traditional methods with
econometric models and with artificial
neural networks.

Hamdi et al. [93]

They forecasted the demand

for primary energy, with They used the Cobb-Douglas function
particular emphasis on the for forecasting.

demand for crude oil.

Anik et al. [94]

In their works, they paid special attention
to the non-stationarity of processes and

They analyzed the use of the non-linear nature of their wear. They
Manowska [88-90] mathematical models to proposed the use of LSTM artificial
forecast fossil resources neural net-works, which are highly

effective in forecasting small-scale,
non-linear data sets

Artificial neural networks were used to forecast crude oil consumption. The model
was selected after statistical analysis and determination of the characteristics of the time
series. The statistical data were verified with the Augmented Dickey—Fuller (ADF) test,
which is a standardized unit root test, and its results are interpreted by observing the
p-value of the test. If the statistic is in the range of 1-5%, the null hypothesis is rejected,
i.e., there is no unit root and the series is stationary. If p is greater than 5%, the analyzed
time series has a unit root, the series is non-stationary and will need to be differentiated to
achieve this stationarity. The summary of the analysis is shown in Table 4. The p value for
all performed tests exceeds the adopted significance level of 5%, which means that there
are no grounds to reject the null hypothesis. The analyzed time series does not meet the
conditions of stationarity.
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Table 4. Extended Dickey—Fuller test for oil-consumption time series.

Extended Dickey—Fuller test for the crude oil consumption process

the significance of the delay from the order of 10 was tested for the AIC criterion
sample size 51

Null hypothesis: unit root a = 1 exists; process I (1)

test with constant

for an order delay of the 4th process (1-L) of the crude oil consumption series
model: (I-L)y=b0+(@—1)*y(=1)+... +e

the estimated value of (a — 1) is: —0.0094344

Test statistic: tau_c (1) = —0.432418

asymptotic p-value = 0.9014

First-order residual autocorrelation: 0.002

delayed differences: F (4, 45) = 5.135 [0.0017]

with a constant and a linear trend

for the first-order process delay (1-L) of the crude oil consumption series
model: (1I-L)y=bO0+bl*xt+(@a—-1)*xy(-1)+... +e

the estimated value of (a — 1) is: —0.164256

Test statistic: tau_ct (1) = —3.03071

asymptotic p-value = 0.1237

First order residual autocorrelation: —0.056

with a constant, linear trend and square trend

for an order 2 (1-L) delay of the crude oil consumption series
model: (1I-L)y=b0+bl xt+b2*xt"2+(@—-1)xy(=1)+... +e
the estimated value of (a — 1) is: —0.206229

Test statistic: tau_ctt (1) = —3.3558

asymptotic p-value = 0.1539

First-order residual autocorrelation: 0.014

delayed differences: F (2, 47) = 9.160 [0.0004]

The analysis was made in Gretl software for the adopted level of significance o« = 0.05.

The consumption of crude oil on the Polish market is also a very complex issue related
to the functioning of the energy-resources market. Anticipating factors influencing this
consumption require many links between the constitutive elements and many feedback loops
resulting from the actions taken, e.g., economic or political decisions with specific effects. All
these features are characteristic of nonlinear time series [95]. In such a situation, a dynamic
description of these data is usually very difficult, and sometimes impossible [96,97]. Artificial
neural networks that allow non-linearities to be fully accounted for are helpful.

Machine learning is a subset of artificial intelligence that allows to perform the process
of predicting outcomes without having to program them explicitly. In machine learning,
algorithms are trained to find patterns and correlations in datasets and to make the best de-
cisions and make predictions based on the results of such analysis. Machine learning—and
its components, i.e., deep learning technology and neural networks—are concentrically
overlapping subsets of AI [98-100]. Al processes data to make decisions and make forecasts.
Machine-learning algorithms allow Al to additionally learn from this data and develop
intelligence without the need for additional programming. Artificial intelligence is an
overarching category over all subsets of machine learning. The first subset is machine
learning, the next is deep learning, and within that are neural networks. A recursive neural
network (RNN) is a type of artificial neural network that uses sequence data or time series
data. These deep-learning algorithms are commonly used to solve order or time problems.
Recursive neural networks are used to forecast time series. They use training data for learn-
ing. They are distinguished by “memory” because they retrieve information from previous
inputs to influence the current input and output. While traditional deep neural networks
assume that inputs and outputs are independent of each other, the outputs of recursive
neural networks depend on prior elements in the sequence. While future events would
also be helpful in determining the output of a given sequence, unidirectional recursive
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neural networks cannot account for these events in their predictions. One variation of
RNN architecture is long-term memory (LSTM), which is specifically designed to avoid
long-term dependency problems. Although LSTM is similar in structure to the RNN,
the vanilla LSTM has three gates (i.e., input, forget, and output), block input, single cell,
output activation function, and peephole connections [96]. LSTM was the first repeating
network architecture to overcome the problem of gradient disappearance and explosion.
The LSTM-forgetfulness gate determines what information is to pass through or is ejected
from the cell state, the input gate determines what new information should be stored in
the cell state, while the output gate regulates what each cell produces. Moreover, it will
depend on the cell state, regarding filtered and newly added data.

The LSTM network computes the mapping from the input sequence x = (x1, ... , xT)
to the output sequence y = (y1, ..., yT), by computing the network unit activation using
the following iterative equations from t =1 to T [101]:

fr = og(Wexe + Ughe 1 + by) D
fr = og(Wexe + Ushy 1 + by) 2)
o = 0g(Woxt + Uoht _1 + bo) 3)
Gt = on(Wexe + Uchy —1 + bc) 4
= fy X1+ it Xt (5)

hy = ot x on(ct) (6)

where conditions W and U are weight matrices, the b conditions are polarity vectors (bi is

the input gate polarization vector), o is the activation function, and i, f, o and c are input

gates, forgotten gates, output gates and cell activation vectors, respectively, all of which are

the same size as the activation vector of the starting cell, i.e., the result of the vectors.
Each theoretical model built depends on three factors:

— correct estimation of model parameters;
— applying the appropriate inference principle;
— make the right starting assumptions.
The correctness of the above-mentioned factors can be verified by assessing the accu-
racy and accuracy of the forecasts.
The degree of accuracy of the forecast will be measured using mean square error of ex
post forecasts of formula [102]:

1 ¢n
MSE = \/n Zt -1 (Ve — }?t)z @)

n — number of observations of the forecast variable y;

y— actual value of the y variable in the period t=1,2,... ,n;
y,— forecast of the variable y determined in the period t.
Absolute error of ex post forecasts [102]:

Ay = |Yt - }?t| (8)

Another frequently used factor to determine the quality of a prognostic model is
Theil’s coefficient, which is used to calculate the total relative forecast error during the
testing period. It is expressed by the following formula [102]:

2= Yiem (Ve — }?t)z
Z{l: m +1 Ytz

©)

Theil’s coefficient was broken down into factors.
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The first factor informs about errors due to the bias of forecasts (failure to guess the
average value of the forecast variable):

2 (Vt _yt*)z
=t — (10)
A—mit=m+1Yt

where
y,—average of crude oil consumption volume in the verification period;
y,"—average of the forecasted crude oil consumption volume in the verification period.
The second factor informs about errors due to insufficient flexibility (failure to guess
the fluctuations of the forecast variable):

2 (sr — Sp>2
L=— n 2 (11)
n—m Z:t =m +1 Yt

where

s,—standard deviation of the actual values within the verification interval;

sp—standard deviation of the forecast values in the verification range.

The third factor informs about errors due to insufficient compliance of the forecasts
with the actual direction of changes of the forecast variable (failure to guess the direction of
the development trend):
2:55p (1 — 1w)

I; =
1 n 2
n—mzt:erlYt

(12)

where

rw—linear correlation coefficient between the actual and forecasted value in the verifi-
cation interval.

Janus coefficient [102]:

n —1 m Z?: m +1(Yt B yt)2
% Yo (ye— }?t)z

This coefficient determines the degree of adjustment of the forecasts and the model to
the actual data in the verification interval. If its value is J> < 1, then it can be concluded
that the current forecasts are correct and the model can be used for forecasting. The
determination of the prediction errors shows that they are random variables. This means
that they have their own probability distributions and their own distribution parameters.

= (13)

4. Results and Discussion

In recent years, the demand for crude oil has increased along with the sustained and
rapid development of the national economy in Poland. Poland does not have enough oil
deposits to fully meet the demand. Since the 1990s, crude oil consumption has grown at an
average annual rate of 5.77%. Oil self-sufficiency has become an important source of the
imbalance between the supply and demand for crude oil in Poland.

The article analyzes the geopolitical and economic foundations of the functioning of
the energy raw materials market, crude oil supplies, the structure of Poland’s energy mix
and the assumptions of the energy policy until 2040. The conclusions from the research
were used to build a model of crude oil consumption in the internal market.

The analysis was conducted on the annual crude o0il consumption data for Poland
from 1965 to 2020. Table 5 shows the descriptive statistics of the analyzed phenomenon.
The average crude oil consumption for Poland is 18.51 Mtoe, and it is close to the median
of 17.51 Mtoe. The analyzed phenomenon has a platokurtic distribution. The entire dataset
is positively skewed.
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Table 5. Descriptive statistics.

Measures
Mean 18.51
Standard error 0.92
Median 17.51
Standard deviation 6.74
Sample variance 45.42
Kurtosis —0.51
Skewness 0.09
Range 27.28
Minimum 5.54
Maximum 32.82
Quantity 55.00
The largest 32.82
The smallest 5.54
Confidence level (95.0%) 1.84

Source: (own elaboration).

The theoretical model of oil consumption was built on the LSTM artificial neural
network, and it was used in place of the traditional recursive networks as this architecture
overcomes the limitations of traditional time-series-forecasting techniques. Each LSTM
block runs at a different time step and forwards its output to the next block, until the
last LSTM block produces the sequential output. The core element of an LSTM network
are memory blocks, which were invented to deal with fading gradients by remembering
network parameters over a long period of time.

Data from 1965-2009 were used as a modeling sample. Meanwhile, in order to verify
the predictive performance of the model, the actual data from 2010-2020 will be used as
the comparative data for the performance of the model.

The crude oil consumption data were entered into the model as vertical vectors of
the form:

Xo
Xwe = | : (14)

Xn

The statistical data has been divided into two sets: the training dataset and the test
dataset (70%, 30%). These data were transformed into an input data matrix of the form:

—  training data:

X0 ... Xn — t Xk
Xwe = wa = (15)
Xk =1 +++ Xn—t+k-1 Xn — k -1
— test data:
Xp—t41 -+ Xn-—k Xn — k
Xwet = : : : Ywy = | (16)
Xpn—t+k --- Xn-1 Xn
where:
n—absolute number;
k—delay;

t—number of test data.
The network was implemented in the TensorFlow environment. The statistical data
are entered into the LSTM network, according to the dependencies (15) and (16). The
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model is designed from the input LSTM and the hidden dropout to the output dense layer,
according to Table 6.

Table 6. Model: “sequential”.

Layer (Type) Output Shape Param
Istm (LSTM) (None, 3, 3) 60
dropout (Dropout) (None, 3, 3) 0
Istm_1 (LSTM) (None, 1) 20
dense (Dense) (None, 1) 2

Total params: 82; trainable params: 82; non-trainable params: 0.

The key to LSTM is the state of the “Ct” cell. This state is modified by the forget
function, according to the dependence (1), and the input functions “it”, “xt”, and “ct”,
according to the dependencies (2)—(4). The cell output is derived from the cell state “ct”
using the output relationship (5). The model was trained on 40 pieces of data using cross
entropy and Adam’s optimization over 24 epochs. In total, 30% of the data were used for
model validation. After obtaining a statistically significant match, ex post forecasts were
generated. The network results were analyzed according to the dependences (7) and (8).
If this stage is successful, long-term forecasts can be generated and checked for statistical
correctness in accordance with the dependencies (10)—-(12). Moreover, in order to relate the
theoretical results to the current state of the process and relate them to a common-sense
horizon, the ex post forecasts were analyzed using the Janus coefficient (Formula (13)).

Table 7 shows the program code that was written for the LSTM network. The next
steps of the algorithm are presented in the left column.

Table 7. Program listing.

A Recurrent Neural Network (LSTM) Implementation Using TensorFlow Library

Loading and reading the data file

from google.colab import files

uploaded = files.upload()

df = pd.read_csv(io.BytesIO(uploaded[ XXX.csv']))
df.head()

Function that sets the training
vectors according (15) and (16)

def univariate_data(dataset, start_index, end_index, history_size, target_size):
data =]

labels =[]

start_index = start_index + history_size

if end_index is None:

end_index = len(dataset)-target_size

for i in range(start_index, end_index):

indices = range(i-history_size, i)

Reshape data from (history_size,) to (history_size, 1)
data.append(np.reshape(dataset[indices], (history_size, 1)))
labels.append(dataset[i + target_size])

return np.array(data), np.array(labels)

The amount of historical data
downloaded for training

tf.random.set_seed(13)
uni_data = df[’Crude Oil’]
TRAIN_SPLIT = uni_data.shape [0]—1
uni_data.index = df[“Year’]
univariate_past_history = 3
univariate_future_target = 0
uni_data.head()
print(TRAIN_SPLIT)
uni_data.plot(subplots = True)
uni_datal = uni_data
uni_data = uni_data.values
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Table 7. Cont.

A Recurrent Neural Network (LSTM) Implementation Using TensorFlow Library

Network training

train_univariate = tf.data.Dataset.from_tensor_slices((x_train_uni, y_train_uni))
train_univariate =
train_univariate.cache().shuffle(BUFFER_SIZE).batch(BATCH_SIZE).repeat()
val_univariate = tf.data.Dataset.from_tensor_slices((x_val_uni, y_val_uni))
val_univariate = val_univariate.batch(BATCH_SIZE).repeat()

simple_lstm_model = tf. keras.models.Sequential([

tf.keras.layers.LSTM(3, input_shape = (x_train_uni.shape [1],x_train_uni.shape [2]),
return_sequences=True),

tf.keras.layers.LSTM(1, input_shape = (x_train_uni.shape [1],x_train_uni.shape [2]),
return_sequences=False),

tf.keras.layers.Dropout(rate = 0.03),

tf.keras.layers. LSTM(1,activation = ‘relu’),

tf.keras.layers.Dropout(rate = 0.3),

tf.keras.layers.Dense(1)

)

simple_lstm_model.compile(optimizer = ‘adam’, loss = ‘mae’)

simple_lstm_model fit(train_univariate, epochs = EPOCHS, steps_per_epoch =
EVALUATION_INTERVAL, validation_data = val_univariate, validation_steps = 50,
callbacks = [tensorboard_callback])

Prediction for test data

result =[]

print(“Model prediction on test data )

for i in range(x_train_uni.shape [0]):

for j in range(univariate_past_history):

x_val_uni [0,:,0] = x_train_uni[i,:,0]

val_univariate = tf.data.Dataset.from_tensor_slices((x_val_uni, y_val_uni))
val_univariate = val_univariate.batch(BATCH_SIZE).repeat()

x,y = val_univariate.take(2)

predykcja = simple_Istm_model.predict(x [0])

wynik = np.append(wynik,predykcja [0])

print(predykgja [0])

pandaresalt = pd.DataFrame(resalt)

pandaresalt.plot(subplots = True)

uni_data2 = uni_datal[univariate_past_history:uni_datal.shape [0]—1]
uni_data2.index = pandaresalt.index

uni_data2.plot(subplots = True)

Proper prediction

print(“Proper prediction “)

for k in range(35):

for m in range(univariate_past_history—1):

x_val_uni [0,m,0] = x_val_uni [0,m + 1,0]

x_val_uni [0,univariate_past_history—1,0] = predykcja [0]
val_univariate = tf.data.Dataset.from_tensor_slices((x_val_uni, y_val_uni))
val_univariate = val_univariate.batch(BATCH_SIZE).repeat()
X,y = val_univariate.take(2)

predykcja = simple_Istm_model.predict(x [0])

resalt = np.append (resalt,predykcja [0])

print(predykgja [0])

print(“Resalt “, i + 1, “forecasting”)

pandawynik = pd.DataFrame(resalt)
pandawynik.plot(subplots = True)

Figures 5 and 6 show the learning parameters of the network. Figure 5 shows the
number of epochs that were used to learn the network. In total, 24 epochs were used and
an error of 2% was obtained.
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Figure 6 presents the reduction in the error as a result of successive iterations. We can
see that this error decreases, which confirms that there has been no overfitting or reduction
in the performance of the model.

The comparison of the theoretical and real values and the error distribution are shown
in Figure 7.

The validity of the constructed model was assessed using the tools described in the
Section 3. The average forecast error is —0.0505 Mtoe, which means that the forecasts are
on average too high (overestimated). The mean absolute error of the ex post forecasts is
0.3069 Mtoe, while the root mean square error is 0.3995 Mtoe. The difference between the
errors is 24%, which proves a significant variation in values. The average percentage error
is 2%, which means that the model largely models the real course of crude oil consumption.
The relative forecast error during the testing period is 0.16 Mtoe. The value of the Janus
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coefficient is 0.6, which means that the model can be used for forecasting until 2040. The
forecasts generated by the model are shown in the Figure 8.
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Figure 8. Forecasting crude oil consumption, own study.

The forecast of the demand for crude oil was developed until 2040 and with assump-
tions resulting from external conditions, via the government project of Poland’s energy
policy—PEP2040, taking into account the specificity of the domestic resources held. The
forecast assumes the implementation of the main goal, which is to increase the degree of
diversification of the crude oil supply sources, understood as obtaining crude oil from
different regions of the world, from various suppliers using alternative transport routes,
and by building warehouses with capacities to ensure the continuity of supplies. According
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to the forecasts prepared, the demand for crude oil is growing. This is mainly due to the
fact that there are no alternative fuels in the primary-energy mix that could reduce this
demand. The issue of oil demand is currently one of the most important determinants
of future oil price trends. The sharp increase is visible until 2030. The level of around
39 Mktoe remains until 2035 and then declines by around 6%, reaching the level of 37 Mktoe
in 2040. Developed forecasts of oil consumption will allow for a rational transformation of
the Polish primary-energy mix.

5. Conclusions

Forecasting the demand for crude oil is an important part of Poland’s energy security
and crude oil market-development strategy. A thorough analysis of crude oil needs can
protect the country by providing an effective way to solve the oil-bottleneck problem.
Taking into account the non-linear nature of the phenomenon of Polish crude oil consump-
tion, a model based on artificial neural networks was proposed for forecasting. An LSTM
structure was used, which is a type of recursive network that takes into account the time
dependencies between the statistical data. As a result, these networks can be used for
series forecasting. LSTM has three gates (i.e., input, forget, and output), block input, a
single cell, an output-activation function, and peephole connections. LSTM is the first
repeating network architecture to overcome the problem of gradient disappearance and
explosion. The LSTM-forgetfulness gate determines what information is to pass through
or be ejected from the cell state, and the input gate determines what new information
should be stored in the cell state, while the output gate regulates what each cell produces.
Moreover, it will depend on the cell state, regarding filtered and newly added data. On this
basis, the consumption of crude oil in Poland in the years 1965-2040 was forecasted. The
forecasts presented in this study are based on the business-as-usual scenario, meaning that
the forecasts are based on the observed trend and do not take into account future changes
due to the political regime. On the basis of the obtained forecast results, the demand for
crude oil will increase in Poland until 2030, to 39 Mktoe. Thereafter, it will moderately
decline by around 2%, reaching 37 Mktoe in 2040.
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