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Abstract: Because of its benefits in terms of high speed, non-destructiveness, and three-dimensionality,
as well as ease of integration with computer simulation, computed tomography (CT) technology
is widely applied in reservoir geology research. However, rock imaging is restricted by the device
used as there is not a win–win for both the image receptive field and corresponding resolution.
Convolutional neural network-based super-resolution reconstruction has become a hot topic in
improving the performance of CT images. With the help of a convolution kernel, it can effectively
extract characteristics and ignore disturbance information. The dismal truth is that convolutional
neural networks still have numerous issues, particularly unclear texture details. To address these
challenges, a generative adversarial network (RDCA-SRGAN) was designed to improve rock CT
image resolution using the combination of residual learning and a dual-channel attention mechanism.
Specifically, our generator employs residual attention to extract additional features; similarly, the
discriminator builds on dual-channel attention and residual learning to distinguish generated contex-
tual information and decrease computational consumption. Quantitative and qualitative analyses
demonstrate that the proposed model is superior to earlier advanced frameworks and is capable
to constructure visually indistinguishable high-frequency details. The quantitative analysis shows
our model contributes the highest value of structural similarity, enriching the more detailed texture
information. From the qualitative analysis, in enlarged details of the reconstructed images, the edges
of the images generated by the RDCA-SRGAN can be shown to be clearer and sharper. Our model
not only performs well in subtle coal cracks but also enriches more dissolved carbonate and carbon
minerals. The RDCA-SRGAN has substantially enhanced the reconstructed image resolution and our
model has great potential to be used in geomorphological study and exploration.

Keywords: rock CT images; super-resolution; convolutional neural networks; residual learning;
generative adversarial network; channel attention mechanism

1. Introduction

In the field of geological petroleum, limited by the detector hardware in the process
of acquiring rock imaging, it is challenging to make a win–win for both the receptive
field and its resolution, which means the reservoir characteristics cannot be clearly ob-
tained [1–3]. In this case, X-ray computed tomography (CT) technology is commonly used
in reservoir geology studies due to its fast, non-destructive, three-dimensional (3D) charac-
terization and ease of integration with computer simulations [4–6]. High-quality and clear
CT images will provide strong support for basic geological research and oil exploration.
Therefore, maintaining a higher resolution has always been one of the prospects of CT
geological exploration.

Super-resolution (SR) reconstruction is the process of converting images from low
resolution (LR) to high resolution (HR). Numerous resolution reconstruction models have
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been proposed for everything from satellite monitoring images and media images to
geological prospecting images [7–10].

Single SR image reconstruction roughly includes three basic types of methods: interpolation-
based, reconstruction-based, and learning-based [11–13]. The first two types of methods
have a strong dependence on the training samples, and the training models are subject to
extrinsic factors. One of the learning-based algorithms, A+ [14], considers the dictionary as
a tool for recording the connection between LR and HR image patches ahead of time by
training datasets. The A+ method focuses on faster generating SR images from input LR
images with the help of the dictionary. Another more powerful learning-based approach,
deep learning technology, can greatly help CT images out of the trouble of damaged rock
image quality, resulting from the inherent limitations of CT devices. Based on deep learning,
CT images have further enriched texture features that provide theoretical guidance and
implementation methods for flow simulation and the quantitative characterization of rock
micro-pore and micro-throat structure [15].

Convolutional neural network (CNN) reconstruction methods have caught researchers’
attention [16–21]. Dong et al. [16] presented a method for generating HR images using CNN,
called SRCNN, which firstly made a remarkable breakthrough for image SR reconstruction.
Soon afterward, the SRCNN structure was optimized and proposed fast super-resolution
using a convolution neural network (FSRCNN) [7]. Kim et al. [22] used deep-recursive
convolution to implement SR image reconstruction, which enables the CNN model to
be divorced from cumbersome parameters and obtain a larger receptive field. The deep-
recursive convolution operations do further improve the network performance, but there
is also the problem of how to deal with the efficiency of convolution calculating. Shi
et al. [23] proposed an SR model based on an efficient sub-pixel convolution network
(ESPCN), which efficiently obtains HR images by directly calculating convolution on LR
images, but, at a larger scale factor, the obtained SR images are too smooth and lack
realism. There is the concern that deeper networks for SR images are more difficult to train.
Fortunately, He et al. [24] proposed a residual network (ResNet), which solves the gradient
disappearance problems resulting from too many layers. Inspired by the residual network, a
very deep convolutional network for super-resolution (VDSR) was proposed [25] and could
further improve the model training efficiency and reduce parameters without damaging
the model performance. However, there are still problems with convergence and gradient
transmission. In order to further train deeper network layers with as few calculations
as possible and still obtain higher accuracy, an enhanced deep residual networks (EDSR)
algorithm was proposed [8]; mainly by eliminating unnecessary batch normalization (BN)
and rectified linear unit (ReLU), it saves 40% of memory consumption. In this way, it
greatly reduces the complexity of the model, as a deeper network structure can be trained
under the same computing resources. Although CNNs are extensively used to build SR
networks, CNN-based networks are confronted with some challenges, where the generated
image is too smooth and the high-frequency details are lost. That means that the accuracy
of the super score image does not match people’s expected perception.

Compared with CNN-based networks, generative adversarial network (GAN)-based
networks focus on detailed texture features, ameliorating adversarial loss and content
loss functions, and generating as realistic images as possible [26–33]. GAN consists of a
generator and a discriminator. The generator does not try to generate a fake input until
the discriminator is enough to identify it as real [34]. Ledig et al. [30] put forward an
SR reconstruction algorithm based on generative adversarial networks (SRGAN), which
achieved profound results. Stimulated by SRGAN, GAN-based networks have been em-
ployed to generate more realistic and highly textured images. Although SRGAN has hugely
improved the facticity of texture, there are still disparities between the generated images
and prospective images. Wang et al. [35] reorganized enhanced super-resolution generative
adversarial networks (ESRGAN); both elevated generator network and better perception
loss were proposed, the relative value was also judged rather than the absolute value by the
discriminator, leading to restoring more texture details. However, considering SR images
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generated by GAN was still impractical, Wang et al. (2018) [13] used conditional generative
adversarial network (Conditional GAN) to synthesize HR realistic images from semantic
label maps. You et al. (2019) [36] conducted feature extraction and restoration from noisy
LR input images by integrating deep CNN, residual learning, and network-in-network
techniques (GAN-CIRCLE). GAN-CIRCLE makes an effort to transform the produced
features into being real to the human vision, and in addition, the output of the hidden layer
is optimized by using parallel 1 × 1 CNN, which compresses the depth of the network to
quicken training.

From the aforementioned network, CNN-based models occupy the areas where the
SR images are not provided with multiple details, while GAN-based are weakening CNNs’
disadvantages mainly through the interdependent generator and discriminator. There are
also thorny problems for GAN-based formations, such as too much time-consuming. The
generator and discriminator strongly count on each other and need coincident synchroniza-
tion, resulting in discriminator convergence and generator divergence. Except for used
CNNs and GANs models, a new idea is that the residual channel attention block (RCAB) is
posted in network structures to enhance feature detail capture. RCAB is replenished in SR
reconstruction, which excels at discriminating generated characteristics, as well as being
integrated into the end-to-end deep network for training. Tai et al. (2017) [37] proposed
a method of local residual connection and recursive learning of residual units (DDRN).
A deep residual channel attention network model (RCAN) was put forward to speed up
training [38]. To get rid of sophisticated parameters, long and short hop connections are
applied to transmit rich low-frequency characteristics, and the RCAN method succeeds
in learning more detailed features. Meanwhile, the channel attention (CA) mechanism
is capable of adaptively rescaling the features by taking advantage of the inter-channel
interdependence. Wang et al. [39] developed enhanced deep super-resolution generative
adversarial networks (EDSRGAN) to generate SR images for sandstone, coal, and carbonate
samples. It is worth noting that SRCNN restores large-scale edge features, while EDSRGAN
better regenerates perceptually indistinguishable high-frequency textures. Shan et al. [40]
presented a method named CA-SRResNet combining residual learning and attention mech-
anism based on convolution networks to capture more texture features of rock CT images.
In contrast to other existing algorithm models, despite better the reconstruction effect
produced by CA-SRResNet, its network sill can be ameliorated based on GAN in a new
perspective. As mentioned above, the attempt of GAN-based networks will be more likely
to be coincident between human visual effects and generated CT images. To the authors’
best knowledge, both residual learning and dual-channel attention mechanism have not
been fused into a generative adversarial network for rock CT images. Based on this, with
the help of the above blocks, our model brings first-rate results, making a trade-off made
between pixels and calculation.

The remaining sections of this paper are divided into the following sections. Section 2
puts forward a few critical blocks (Residual block, Sub-pixel convolution block, Channel
attention mechanism block, and Residual channel attention block) and meanwhile describes
the proposed GAN framework with the combination of residual learning and dual-channel
attention mechanism (RDCA-SRGAN) in detail. Section 3 will go through how to conduct
the experiments, covering the setting up, training procedure, and experimental steps. Fur-
ther, we compare and evaluate our RDCA-SRGAN network with nine existing approaches.
Results indicate that our model outperforms other cutting-edge network infrastructures.
Section 4 discusses the research directions in the future and Section 5 summarizes the
study’s findings.

2. Methodology
2.1. Residual Block

Applying more convolutional layers can broaden the receptive field, but if the layers
are piled sequentially, it will result in vanishing or exploding gradients and deterioration.
Adding more layers, on the other hand, will fall into the trouble of inappropriate training
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precision and more time cost. He et al. [24] presented ResNet, as shown in Figure 1a;
a residual learning framework that matches a residual mapping rather than the entire
mapping. Residual learning has been extensively added to feature extraction modules to
strengthen network training capabilities [8,28,38,41].

Figure 1. Original and modified residual blocks: (a) original residual block; (b) modified
residual block.

For traditional residual blocks, batch normalization (BN) generally performs direct
normalization operations on each batch characteristic of the incoming feature maps and
recovers the original input by operations such as stretching, scaling, and transformation.
The BN operation not only regularizes parameters but also implements faster convergence,
dealing with matters of gradient explosion in the process of model training. However, in
the case of image SR reconstruction, the BN layer changes the value of the initial source and
limits structural adaptability. The image’s hue, sharpness, and saturation will be rescaled
after passing through the BN stage, impacting the final reconstruction outcome [8]. In
our study, we modified the original residual blocks by properly adjusting the BN layer
positions to take advantage of the good side of BN.

As is shown in Figure 1b, the structural diagram of the original residual block is
modified, the first BN layer in Figure 1a is removed from the original residual block, but the
second BN layer is kept. In the modified residual block (Figure 1b), each convolutional layer
owns a 3× 3 kernel, a 2× 2 stride, and 64 channels. In particular, the first convolutional
layer is followed by an exponential linear unit (ELU) activation function. Leaving out
unnecessary blocks, the modified structural diagram of the residual block not only enhances
the reconstruction performance but also preserves a large amount of memory and decreases
the burden of computation.

2.2. Sub-Pixel Convolution Module

Following the deep residual module, an up-sampling operation is required for recon-
structing images. Deconvolution, direct up-sampling, and bilinear interpolation are the
most popular approaches for amplifying the size for SR reconstruction based on deep learn-
ing. In this study, sub-pixel convolution is adopted, which can better suit the connection
between pixels [21]. Sub-pixel convolution, known as pixel shuffle, is an effective approach
to expanding image feature mapping. Figure 2 depicts the realization principle.

Figure 2. Sub-pixel convolution procedure.
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The subpixel convolution module, as shown in Figure 3, increases the extracted fea-
tures with an additional number of channels which is equal to the square of the enlargement
size. When different pixel features are convolved in a specified way, a comprehensive
feature map is created, which is called pixel cleaning.

Figure 3. Sub-pixel convolution module.

2.3. Channel Attention Mechanism

CNN-based methods treat channel characteristics in the same way, resulting in a lack
of flexibility for different types of information. Researchers have worked hard to get out
of this thorny problem [38,42]. A soft attention mechanism is introduced to address this
issue. It is usually divided into channel attention and spatial attention. Hu et al. [43]
established the concept of channel attention to emphasize the correlations between the
model’s distinct feature channels. Models based on channel attention can automatically
acquire characteristics for each feature channel. Each feature channel is allocated various
weight factors in terms of improving extracted feature details while suppressing unessential
image features.

Each input color image is represented by three channels (R, G, B) in CNN. After
traveling through various convolution kernels, each channel can produce new information.
One feature of information is divided into numerous channel feature components. The
attention operation adds each calculated weight value to the related channel information.
Figure 4 depicts the channel attention mechanism in action when the number of input
channels is four. Just as in Figure 4, W and H denote the image’s width and height,
respectively; C stands for the channel, representing the number of convolution kernels; r
means the reduction ratio.
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With the help of channel attention, the network promotes discriminative learning
capacity and concentrates more on valuable channels. The channel attention mechanism
is made up of three main processes: squeeze, excitation, and attention. First, with the
squeeze process, the summary statistics of each channel are obtained by global pooling,
eigenvalues added, and averaging. Then, the excitation part learns the relationship between
the channels through the 1 × 1 convolution and rectified linear unit (ReLU) activation
function. Ultimately, the attention part uses the new correlation to weight the different
input feature channels. Global pooling includes global average pooling and global max
pooling. The global average pooling, as in Equation (1), is used to generate summary
statistics for each channel and obtain the global receptive field on each channel.

ac = Fc(xc) =
1

H×W ∑H
i=1 ∑W

j=1 xc(i, j) (1)

where ac is the element value of the cth channel, xc denotes the position of the cth channel
in the input feature, Fc(·) is the global average pooling, and W and H represent the input
image’s width and height, respectively.

The excitation part conducts down-sampling and up-sampling through two 1 × 1
convolutions. Down-sampling reduces the number of feature map channels to C/r, and
passes features to an activation function layer. Up-sampling makes the feature map back to
C. The weight calculation is expressed as Equation (2).
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S = f (F1(δ(F2(a)))) (2)

where S is the channel attention weight, f (·) denotes the activation function, δ(·) is ReLU
function, F1(·) and F2(·) is up-sampling and down-sampling through a 1 × 1 convolution,
respectively.

The attention mechanism can multiply the weight coefficients with different input
feature values and performs calibration to obtain new features. The calculation is expressed
as Equation (3).

Xc = SC·xc (3)

where Xc denotes the new feature of the output. The output features have the same
dimensions as the input features. The channel attention mechanism can assign different
weights to different channel features, highlight information-rich features, and suppress
non-relevant features.

2.4. Residual Channel Attention Block

The adoption of the attention mechanism can effectively increase the network’s ability
to recover image details and textures as much as possible. Nevertheless, stiffly incorpo-
rating the attention block into the core network would significantly impair the network’s
extraction characteristics, which is not conducive to capturing the image texture and details.
The new feature value output is contributed by the attention unit, a weighted product of
the input feature value and the attention weight, resulting in the final output being between
0 and 1. As the depth of the network increases and multiple attention units are added,
the ultimate feature values will be repeatedly weighted, and eventually, all the features
will be at risk of disappearing. Therefore, residual learning is used to sum the input and
the weighted features of the attention mechanism as the output of the network [40]. The
channel attention block is integrated into the residual block, deploying a new residual
dual-channel attention block (RDCAB), as depicted in Figure 5.

Figure 5. Residual dual channel attention block.

Among RDCAB, the residual block is made up of a convolution kernel and a ReLU
function, and the first BN layer is deleted. The residual attention unit is accessed in the form
of skip connections (as described in Section 2.1, Figure 1) to propagate the input information
through the identity mapping, which eliminates the feature disappearance problem brought
about by the addition of the attention mechanism. For the sake of effectively calculating
the channel attention, the spatial dimension of the input feature needs to be compressed.
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For aggregating the spatial features, on the one hand, the popular method is global average
pooling (GAP), on the other hand, global maximum pooling (GMP) also can infer unique
object characteristics attention on finer channels. Taking this into account, the global
average and maximum pooling are used at the same time in our residual dual-channel
attention block. The residual dual channel attention block is shown in Figure 5.

2.5. Residual Dual Channel Attention Generative Adversarial Network (RDCA-SRGAN)

The GAN consists of two opposing neural networks, namely a generative model and a
discriminant model. Just like their names, one generates images, and another discriminates
false or real, a trade-off approach for the authenticity of import images and export images.
The discriminator and generator are trained together to distinguish the genuine images
from the synthetic images. With the discriminator and generator are trained over and over,
the discriminator becomes better at identifying fake data, and the generator gets better at
producing data. Ultimately, the generated false data is too veritable to be classified as true.
For our RDCA-SRGAN, the recombinant model, the residual attention module is used as
the generator [40], and the channel attention block is used as a part of the discriminator to
construct a dual-channel attention GAN model [44].

2.5.1. Generator of GAN

The generator is designed by considering the fundamentals of the residual channel
attention mechanism, as shown in Figure 6. The generator network consists of 16 RDCAB
modules. Due to the limited number of core CT image samples, a common convolution is
added to the input and output for data augmentation. Multiple residual blocks are used for
feature extraction. Two subpixel convolutions are used for size upscaling. Apart from that,
regular skip connections are used to connect the input and output to ensure the stability of
the network.

Figure 6. Architecture of the generator.

2.5.2. Discriminator of GAN

The dual residual channel attention units are added to the discriminator, as shown in
Figure 7. The discriminator consists of one convolution unit, seven cascaded convolution
units, two RDCAB, and two fully connected layers. Before the output of the discriminator,
a Sigmoid function is used to determine the output probability value. The first convolution
unit is composed of a 3 × 3 convolution with a stride of 1 and the leaky rectified linear unit
(Leaky ReLU) activation function. Except for the initial convolution unit, each subsequent
convolution unit is broken down into two 3× 3 convolutional layer using a stride of one or
two, one BN layer, and one Leaky ReLU function layer. With a stride of two, the number of
feature channels in the convolution kernel is doubled, and a stride of one lessens the size of
the feature space by a factor of two. After the fifth and seventh cascaded convolution units,
RDCABs with global average pooling are added to obtain non-local feature information.
Two fully connected layers, a Leaky ReLU activation function and a Sigmoid activation
function are added at the end. Adding two channel attention units to the middle and back
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ends of the discriminator not only obtain more context information but also reduce the
consumption of computing resources.

Figure 7. Architecture of discriminator.

2.5.3. Loss Function

When training the RDCA-SRGAN network, the discriminator will eventually output
a value between 1 and 0 for each image, indicating whether the image is real or fake.
These probabilities are appropriate when image discretization is classified. Mark the SR
image as ySR = 0 and HR image as yHR = 1. The binary cross-entropy loss function of the
discriminator is:

BXEHR = − 1
N ∑N

i=1 yHR log(p(HR)) (4)

BXESR = − 1
N ∑N

i=1 ySR log(p(SR)) (5)

where BXEHR and BXESR denote the loss value of the HR image and SR image, respectively.
p(HR) represents the probability of identifying the HR image as true. p(SR) refers to the
likelihood of judging the SR image as real.

The Adam optimizer is used to optimize the discriminator network with a learning
rate of 1 × 10−5. The classification loss of the real image and the generated image is
defined as:

LD = BXEHR + BXESR (6)

where LD denotes loss function of the discriminator.
For the generator, most of deep learning SR algorithms use the mean square error

(MSE) as the loss function. MSE will result in the generated image to be overly seamless and
missing reality in the perceptions. To avoid the problems mentioned above, the losses used
by our generator are perceptual loss, content loss, and confrontation loss. The perceptual
loss can be obtained by calculating the feature difference between the original HR and the
generated SR image using the VGG19 model. The perceptual loss corresponding to the two
images φHRi and φSRi is expressed as:

LVGG19 = ∑H
i=0 ∑W

j=0
(φSRi − φHRi)

2

H×W
(7)

where LVGG19 denotes loss function of VGG19.
The content loss is defined by the LC, and the mathematical expression is shown

as Equation (8):

LC = ∑H
i=0 ∑W

j=0
|SRi −HRi|

H×W
(8)

where SRi is a SR image and HRi represents a HR image.
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The generator and the discriminator are coupled together by passing the discriminator
output p(SR) as part of the loss function of the generator. The mathematical expression of
the adversarial loss LA is expressed as:

LA = − 1
N ∑N

i=1 log(p(SR)) (9)

Therefore, the total loss of the generator LG is expressed as:

LG = LC + αLVGG19 + βLA (10)

where α and β are coefficients that balance different loss items. β represents the weight
decay. Recursion is simpler to converge at the beginning of training, so the initial value of α
is made higher to make the training process steady. As the training progresses, α steadily is
consumed to optimize the ultimate output’s performance. Comparing different settings in
experiments, we find that only when α = 1× 10−3 and β = 5× 10−5 the effect is the best.

3. Experiments

The experimental hardware environment in this study is: Intel Core i9-9900KF@3.60 GHz
CPU, equipped with two NVIDIA GeForce GTX 1060 GPUs, configured to 32 GB. The soft-
ware environment is: CUDA Tookit 10.2, using the Pytorch framework, and 64-bit Windows
10 operating system. The SRCNN, A+, FSRCNN, VDSR, DRRN, SRGAN, EDSR, RCAN, ES-
RGAN, and our RDCA-SRGAN model are developed and trained with varying parameters.

3.1. Experimental Datasets

We implemented the experiments and evaluated nine existing models and the pro-
posed model on the dataset provided by [45], which is composed of 12,000 various rock’s
CT images of carbonate, sandstone, and coal, with image resolution from 2.7 to 25 µm,
500 × 500 unsegmented slices. For three different groups, each set is averagely allocated
by 4000 images, which are shuffled and divided into 80% training, 10% validating, and 10%
testing sets. The training set and testing set of rock CT images is correspondingly shown in
Figures 8 and 9.

Figure 8. Training set.

Figure 9. Testing set.

The training set consists of three different types of rock CT images, including sand-
stone, coal, and carbon, with 3200 HR images each, for a total of 9600 images. The remaining
2400 rock images were used for validation and testing. The corresponding size is 500 × 500.
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There are no overlapping rock CT images between the training and test sets. To speed up
the computation, the images in the training and test sets are randomly cropped to 96 × 96.
The original images are downgraded to the corresponding target images before generating
labels on the input photos. The image before down-sampling is called the HR image, and
the image after down-sampling is called the LR image. For training SR models, the LR
image and the HR image are created as a valid pair. To obtain the desired labels, this work
uses bicubic interpolation, striving to generate noisy and blurred LR images with scale
factors of 2, 4, and 8. As a result, the corresponding LR images are 48 × 48, 24 × 24, and
12 × 12 pixel size, respectively.

3.2. Training Setting

During the experiments, the used parameters are shown in Table 1. As indicated in
the table, to train the networks, it is configured as follows: the initial learning rate is set to
1× 10−4, the optimizer is Adam, and the exponential decay rate correspond β1 = 0.9 and
β2 = 0.999. When the number of iterations is reduced to half, the learning rate is adjusted
in half, obtaining the best reconstruction performance.

Table 1. DCA-GAN network parameters.

Dataset Parameters Crop Size 96 × 96

Model parameters

Kernel size in generator 3 × 3
Kernel size in discriminator 3 × 3

Activation function in generator ReLU
Activation function in discriminator Leaky ReLU

Number of middle channels 64
Number of RDCAB units 16

Learning parameters Training epochs 80
Initial learning rate 10−4

The convolution kernel dimension of the attention unit in the generator and discrimi-
nator adopts 1× 1, and the kernel size of the other blocks are 3× 3. In the generator, sixteen
residual channel attention blocks are cascaded together, which minimizes parameters and
the complexity of the model and addresses the problem of poor reconstruction effect due to
limited model feature expression.

3.3. Experimental Results
3.3.1. Quantitative Results

With regard to the evaluation, the peak signal-to-noise ratio (PSNR) and structural
similarity index (SSIM) are employed in this study. PSNR is a full-reference picture as-
sessment index that is extensively used to quantify the quality of image restoration. It is
defined by the mean square error as the following:

MSE = ∑H
i=0 ∑W

j=0

[∧
f (i, j)− f (i, j)

]2

H×W
(11)

PSNR = 10 log10

(
MAXi

2

MSE

)
(12)

where MSE is the average error between the original HR image and the reconstructed SR
image, MAX is the maximum gray scale, and the unit of PSNR is dB. The higher the value
of PSNR, the better the reconstructed CT image, the more successful it is.

PSNR takes into account pixel inaccuracy but ignores human vision’s visual features.
Another measure index, SSIM can characterize the structure information of the image from
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many aspects such as mean (µ), variance and covariance (σ), dynamic range of the input
image (LR), and stabilizing variable (C). SSIM is expressed as:

SSIM(x, y) =

(
2µxµy + C1

)(
2σxσy + C2

)(
µ2

x + µ2
y + C1

)(
σ2

x + σ2
y + C2

) (13)

SSIM has values range of [0, 1]. When the SSIM is closer to 1, SR image is closer to the
real HR sample.

The comparisons of our RDCA-SRGAN model with SRCNN, A+, FSRCNN, VDSR,
DRRN, SRGAN, EDSR, RCAN, and ESRGAN are carried out on sandstone, coal, and carbon
images, each of which contains CT images with the solution of 500× 500. The average
PSNR and SSIM metrics evaluated for each subgroup are shown in Table 2. The results in
Table 2 show that SRGAN, ESRGAN, and our RDCA-SRGAN model have a considerable
increase in structural similarity, while SRCNN, FSRCNN, VDSR, and DRRN perform rather
poorly, indicating that the texture of SR images created by CNN is not pixel-matched. The
best results in each scale factor are shown in bold. According to all the above experiments,
our model provides the optimal SSIM.

Table 2. Comparisons of PSNR and SSIM from SRCNN, A+, FSRCNN, VDSR, DRRN, SRGAN, EDSR,
RCAN, ESRGAN, and RDCA-SRGAN.

Algorithm Scale Average PSNR Average SSIM

SRCNN (2014)
2 32.90 0.791
4 31.27 0.790
8 28.32 0.730

A+ (2014)
2 32.49 0.827
4 31.45 0.809
8 28.74 0.797

FSRCNN (2016)
2 33.25 0.800
4 31.50 0.792
8 28.40 0.732

VDSR (2016)
2 33.72 0.828
4 32.13 0.814
8 28.71 0.748

DRRN (2017)
2 33.82 0.831
4 32.33 0.822
8 28.91 0.750

SRGAN (2017)
2 34.11 0.895
4 32.42 0.862
8 29.25 0.804

EDSR (2017)
2 34.47 0.863
4 32.98 0.849
8 29.57 0.766

RCAN (2018)
2 34.46 0.888
4 33.11 0.854
8 29.68 0.775

ESRGAN (2018)
2 34.46 0.900
4 32.50 0.879
8 29.32 0.829

RDCA-SRGAN
(Ours)

2 34.30 0.914
4 32.94 0.906
8 29.43 0.866

The performance curve for a scale factor equal to 4 is shown in Figure 10. We can
see from this figure that the SSIM performance of RDCA-SRGAN is better than the others.
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Notably, the RDCA-SRGAN combines residual learning and dual-channel attention to
achieve better performance in capturing texture details of rock CT images.

Figure 10. Comparison of PSNR generated SRCNN, FSRCNN, VDSR, DRRN, SRGAN, EDSR, RCAN,
ESRGAN, and RDCA-SRGAN.

Figures 10 and 11 show the PSNR and SSIM produced by the nine models when
the scale factor is equal to 4. PSNR is as predicted in Figure 10, SRGAN and ESRGAN
images have lower accuracy on PSNR. The presence of small crack structures that cannot
be reconstructed by SRGAN and ESRGAN results in lower PSNR values. The results
in Figure 11 show that our RDCA-SRGAN beats all other popular models. Conversely,
however, SRGAN and ESRGAN perform much better on structural similarity compared to
EDSR and RDCA, which is exactly what was mentioned in the previous section, and GANs
generate superior visuals.

Figure 11. Comparison of SSIM generated SRCNN, FSRCNN, VDSR, DRRN, SRGAN, EDSR, RCAN,
ESRGAN, and RDCA-SRGAN.

3.3.2. Qualitative Results

To the human eye, the difference between the SR and HR images is not visible when
the scale is set to 2. If the scale is set to 8, the resulting image will be blurry. Therefore,
we chose a scale of 4 to present qualitative results. Figures 12–14 show the comparison
between HR and SR images generated by SRCNN, A+, FSRCNN, VDSR, DRRN, SRGAN,
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EDSR, RCAN, ESRGAN and our RDCA-SRGAN model. In the original image, the part of
the image that will undergo super-resolution reconstruction is marked with a red box.
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 Figure 12. Comparison between HR images on carbon and SR images generated using nine models.

Figure 13. Comparison between HR images on coal and SR images generated using nine models.

As shown in Figures 12–14, SRCANN and FSRCNN produce distortion and blur, and
the reconstruction result is the most distorted. After optimizing the settings of VDSR,
DRRN, EDSR and RCAN, the reconstruction effect of rock CT images is enhanced in turn.
A+ produced SR images with much fewer artifacts than RCAN. Similarly, the images formed
by SRGAN and ESRGAN are sharper, but the edges of the images are less smooth when
the detail texture is increased. Based on the efficient loss function assistance of SRGAN, it
is worth noting that RDCA-SRGAN achieves less content loss and richer texture features.
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Figure 14. Comparison between HR images on sandstone and SR images generated using
nine models.

Details inspection of Figures 12–14 indicates that there is a better extension from CNN-
based models to GAN-based. The margins of coal cracks and grain features in sandstone
and carbon are difficult to reconstruct using CNN-based algorithms, such as SRCNN, A+,
FSRCNN, VDSR, and DRRN. The EDSR and RCAN models fail in extracting intragranular
information, but they are advantageous when the intricacies inside are relevant. SRGAN
and ESRGAN methods have contributed to pixel-for-pixel match to the original images.
The proposed RDCA-SRGAN improves on the edge details in the sample images, resulting
in a better match with the strongly defined fractured characteristics of the coal, sandstone,
and carbon images, seeming the same as their original counterparts.

Meanwhile, Figures 12–14 show that in the above nine training models, the SRGAN,
EDSR, RCAN, and ESRGAN algorithms can better analyze the texture and high-frequency
information of reconstructed CT images, resulting in clearer and higher-quality SR images.
However, in the image’s magnified details, the edges are not crisp enough, and the details
are not realistic enough. When compared to the SRGAN, EDSR, RCAN, and ESRGAN algo-
rithms, RDCA-SRGAN can enrich more detailed texture information and improve the visual
effect. The edges of the SR pictures created by RDCA-SRGAN are crisper and sharper in
the image with enhanced features, which improves the image reconstruction performance.

4. Discussion and Future Works

LR and HR images share most of the same features, not to mention that residual
learning allows deeper network layers and avoids vanishing and degenerating gradients. It
is reasonable to explicitly plug residual learning into the framework. Channel attention has
been widely used in previous studies to increase the percentage of valuable information
obtained. Dual-channel attention can rescale each feature channel, enabling the network
to focus on more valuable channels and improving discriminative learning. With the
help of dual-channel attention and residual learning, the generated CT rock SR images
provide more high-frequency features. A recent trend is to use GANs to improve picture
realism, so based on GANs, the above experiments show that the proposed RDCA-SRGAN
outperforms earlier techniques.
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Our current research focused on two-dimensional (2D) pictures, however, 3D rock
images provide more structural information, allowing geologists to better examine geo-
logical sciences. Our further research will focus on more refined 3D images of SR rock
reconstructions. Furthermore, the advantages of multi-scale image fusion have led to great
interest in resolution improvement. Inspired by multi-scale reconstruction [2,46], we will
investigate multi-scale fusion instead of reconstructing SR with single-scale images. The
reconstructed image properties will be evaluated on the real rock images. The results will
be used to determine whether the reconstructed CT image has additional accurate features
and is sufficient to describe the real rock. Specifically, for the input, the CT images will be
down-sampled using ×2, ×4, and ×8, and then the up-sampling and features will be fused
at different scales. The features derived from different resolutions will be more plentiful.
Images from multi-scale fusion reconstruction will be closer to human perception.

Additionally, in this study, the used low-resolution images are synthesized by hands.
Considering practical perspective, for LR and SR images from natural rock, LR and SR
data sets are required to be meticulously registered. However, in some exceptional cir-
cumstances, aligned sample pairs are tough to accomplish, thus, to drive scholars forward
new research directions, such as unpaired networks, image registration, and domain
shift [47–52]. CycleGAN [48] and SRCycleGAN [49], which are used to convert images
from the source domain to the target domain, attempt mapping between LR and HR on un-
registered images without using paired examples. But loss function availability and texture
details from the above two models were far from the expectations. Wang et al. [53] used Cy-
cleGAN for unpaired images and SRGAN for rock CT image reconstruction. Unfortunately,
geologically unpaired data are not well taken into account in their evaluation, failing to
complete missions that require geometric adjustments. Using the idea of [47–53] for refer-
ence, we will explore the solution for addressing rock CT super-resolution reconstruction
under a practical scenario in the next work.

5. Conclusions

In this paper, a residual two-channel attention mechanism is introduced into a GAN
network to improve the resolution of digital rock CT images limited by hardware devices.
Evaluations of the CT images of sandstone, coal, and carbon rock samples show that the
proposed RDCA-SRGAN excels in capturing image edge details and recovering high-
frequency features. Comparing RDCA-SRGAN with SRCNN, A+, FSRCNN, VDSR, DRRN,
SRGAN, EDSR, RCAN, and ESRGAN, SRCNN and FSRCNN still contain a lot of noise,
and the reconstructed SR images appear blurry, jagged and distorted; VDSR and DRRN
reconstructed images are clearer, but the perception of SR images is still relatively blurry;
SRGAN improves the pixel accuracy and reconstructs clear images, but the reconstructed SR
images are a bit blurry, the edges of the SR images are not sharp enough, and the details of
the SR images are not natural enough. EDSR, RCAN, and ESRGAN significantly outperform
their five preceding models, with higher values for PSRN and SSIM. However, our proposed
RDCA-SRGAN framework outperforms other algorithms. The texture similarity between
the SR image reconstructed by RDCA-SRGAN and the HR image is higher, the edges of the
SR image are clearer, and the unresolved crack features are clearly resolved.
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