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Abstract: Shifting from heating using fossil fuel combustion to electrified heating, dominated by heat pumps, is central to many countries’ decarbonisation strategy. The consequent increase in electricity demand, combined with that from electric vehicles, and the shift from non-renewable to renewable generation requires increased demand flexibility to support system operation. Demand side response through interrupting heating during peak demands has been widely proposed and simulation modelling has been used to determine the technical potential. This paper proposes an empirical approach to quantifying a building’s potential to operate flexibly, presenting a metric based on measured temperature drop in a dwelling under standard conditions after heating is switched off, using smart meter and internal temperature data. A result was derived for 96% of 193 homes within a test dataset, mean temperature drop of 1.5 °C in 3 h at 15 °C inside-outside temperature differential. An empirical flexibility metric may support decision making and decarbonisation. For households it may support the transition to heat pumps, enabling time of use costs and tariffs to be better understood and system to be specified by installers. Electricity system stakeholders, such as aggregators and DNOs may use it to identify the potential for demand response, managing local networks, infrastructure and aggregation.
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1. Introduction

Reaching net zero CO2 emissions requires rapid decarbonisation of the built environment [1]. Globally, over half of buildings are heated using direct combustion of fossil fuels [2], but decarbonisation of heating is widely expected to require switching to heat pumps powered by renewable or other low carbon electricity [3]. The electrification of heat will create new challenges for local and national electricity systems, such as local grid congestion [4] and large seasonal variation in electricity demand [5] alongside increased electricity demands from the electrification of the transport sector [6]. These challenges have led to much work on how demand-side flexibility may be used to decrease and diversify the peak electricity demand [7].

The UK has a stock of 28 million dwellings, with approximately 24 million gas boilers and 2 million oil boilers [8] to replace with low carbon alternatives. The energy performance of UK homes, with their respective energy conversion technologies, is indicated through Energy Performance Certificate (EPC) ratings, which are also used to provide recommendations to householders and landlords on cost-effective energy related upgrades. EPC ratings in the UK are derived from closely related methods to those used in many territories: physical survey of properties, followed by modelling which estimates the annual energy costs from a standard usage pattern [9]. As the energy system decarbonises and the requirements placed upon it change through the electrification of heat
and transport, the information provided by EPCs may need to change to better reflect the costs to consumers and to recommend appropriate retrofit measures. One type of information of emerging importance is around peak electrical power demand and ability to shift it out of periods of electricity system stress [10]. This ability is termed flexibility and enables households to participate in demand side response (DSR).

The concept of rating buildings using metrics associated with flexibility has a growing presence in the literature. Different parameterisations of flexibility can be used to reflect the different actors and perspectives across the energy system [7,11]; for example, a focus on energy supply may value the size of load which can be shed, while the building user may value the internal temperature remaining as constant as possible through a load-shedding or load-absorbing event. The vast majority of studies use building simulation methods to quantify flexibility potential and/or derive flexibility ratings. This ensures that different buildings can be modelled under the same weather conditions and electricity system requests (e.g., preventing curtailment or system damage by absorbing excess electricity, or shifting electricity use from a peak) and also allows stock models of flexibility to be created [12,13]. However, these models are not validated empirically [13]. Reference [14] showed that it is possible to calibrate a simulation model to predict the real internal temperature swings associated with flexible heat pump operation for a single building, but this takes considerable time and real data.

Meanwhile, in a number of countries there has been recent research effort and governmental backing for empirical building performance ratings [15,16]. Acknowledging some of the issues with theoretical (asset) ratings such as assessor variability [17,18], lack of incentive for retrofit work to be of a high quality and lack of public trust [19], measured energy data can be used to derive metrics spanning from operational energy use (energy use per unit floor area under standardised weather conditions) to the heat transfer coefficient (a physical characteristic of the building fabric). In previous work we discussed how such metrics may now be calculated on a large scale due to the availability of smart meter data [10].

This paper introduces an empirical flexibility metric which can be used to inform consumers, aggregators and other actors about the potential of different properties to avoid space heating during critical peak periods. The empirical flexibility metric is conceptually and practically very different to existing flexibility rating methods and this work aims to inform the debate on how such empirical methods may give insights into building flexibility potential. This paper introduces a simple, informative metric, intended to be further developed and combined with other approaches to describing flexibility and DSR potential.

The next section of this paper introduces buildings and energy flexibility, describes the physical processes occurring when buildings are subjected to changes in heating input and which underpin changes in internal temperature. Section 3 describes the dataset and method used to create the empirical flexibility metric; steps in the method are validated and implemented across the whole dataset in Section 4. Section 5 discusses the uses for the metric, its limitations and how such methods may be developed, and Section 6 summarises the paper.

2. Theory

2.1. Aim of the Flexibility Metric

The aim of the empirical flexibility metric, as discussed in this work, is to provide householders and actors who may provide services to them (such as aggregators) with an indication of the building’s ability to be operated flexibly with a decarbonised heating system, even if they do not yet have the technology to do this (e.g., a heat pump). This aim requires consideration of what is meant by operating flexibly and how the suitability of the building can be assessed.
2.1.1. Valuing Flexibility

Energy flexibility, as discussed above, is valuable to different parts of the electricity system in different circumstances [20]. This article is written from a perspective in which the value of flexibility is in adding the lowest possible electricity demand to the electricity system during peak demand periods. The characteristics of the largest peaks in energy demand vary by country, but in Britain it currently consists of a 2–4 h period commencing in the early evening on winter weekdays [21]. Under widespread adoption of heat pumps, the timing of this peak is likely to remain fairly similar [22] and there may be a new peak lasting around 2 h in the morning [5].

The above perspective on the value of flexibility differs from alternatives such as valuing the size of load which can be curtailed from one building, or the quantification of flexibility in which integrates the size of the load reduction/increase with the time it can be sustained. Such different measures of flexibility highlight the different system services that storage and DSR are expected to provide. In this article, we focus on minimising additional demand during an existing peak period as highly relevant to the provision of information to householders and their service providers, such as through UK EPCs, because:

- Unlike a metric which values size of curtailed load, it does not incentivise the use of electric heating systems in leaky buildings, thus corresponding with the energy efficiency emphasis of much energy policy, encapsulated, for example, in the design of EPCs;
- Unlike a metric which values the duration of the DSR period, it focusses on the management of demand during typical daily operation, with a peak during a finite time window, whereby flexibility during this window is more valuable than flexibility maintained afterwards.

Under this perspective of providing value to the energy system, maximum flexibility occurs when the heating can be switched off for the entire duration of the defined peak period, thus adding no demand to the electricity system.

2.1.2. Rating the Building

We also require a metric which does not require inputting the capacity and other technical characteristics of a heat pump or other electric heating technology, since the metric is intended to provide an estimate of flexibility in homes which do not necessarily have electrified heating yet. Similar to the empirical heat transfer coefficient (HTC) [23], the focus is assessment of an individual dwelling on its real in-use performance— in this case its ability to retain thermal energy when heat supply is interrupted for a finite period, likely to be a critical peak period. The thermal energy stored within a property, combined with its rate of heat loss, is central to its ability to be operated flexibly without supplementary energy storage as excessive drops in internal temperature are likely to affect thermal comfort of occupants and may result in the heating being turned back on, customer dissatisfaction, or both, if time of use tariffs penalise such responses. This paper therefore investigates the temperature decay when heating is switched off as a simple and easily measured metric that reflects the potential for the house to be operated in a manner that minimises on-peak demand.

2.2. Physics of Temperature Changes in Buildings

This section focuses on the physical mechanisms occurring when a building drops in temperature after the heating is switched off, followed by a discussion of how to create a metric describing this temperature decay.

2.2.1. Physical Mechanisms of Temperature Decay

The rate at which a building cools down after a period of heating is determined by a combination of building characteristics and other factors. The former are the heat loss coefficient of the building including natural ventilation, thermal mass, and any mechanical
ventilation; and the latter comprise the temperature differences between the inside and outside air, ground or adjoining buildings, heat gains originating from sources other than the heating system, and the wind speed [24].

Heat input from a heating system and other sources is stored in several elements within the building: the structure, the internal contents (e.g., furniture, floor coverings [25]), the heating system [26] and the air. All these elements provide thermal mass in different quantities, from the most thermally lightweight (the air) to the most heavyweight (the building structure). At the point that heating is switched off, the different elements are also likely to be at different temperatures. Firstly, the heating system is likely to be warmer than the other thermal masses. Secondly, depending on the length of the preceding heating period and the material characteristics of the different thermal masses present, not all of the thermal mass in the building may have been activated [27]. This partial activation of the entire thermal mass is quantified using the concept of effective thermal inertia [25], and results in lighter elements such as the air and lightweight internal contents being warmer than heavier internal structures when the timescales of heating do not enable all the thermal mass to be brought to a homogeneous internal temperature. Thirdly, building elements in contact with external air are cooler than internal air [28].

Since objects of different temperatures exchange heat, from the time the heating is switched off heat transfer occurs both between the inside and the outside of the dwelling and from the warmer internal elements to the cooler ones. These different heat transfers occur at different rates, with more rapid cooling associated with smaller thermal masses/resistances and larger temperature differences. Two examples of heat transfer during cooling down of a home are as follows. Firstly, a radiator heating system may lose its heat to the air over the first half hour after the heating is turned off [29], which will slow the rate of cooling of the air during this initial period, or even result in a rise in air temperature in some cases. Secondly, heat is transferred through building elements shared with adjacent properties and depends on the temperature difference across these party elements, which is constantly changing. Party element gains and losses can be important contributors to the total heating demand for a property and due to the large thermal resistances involved this mechanism will occur over longer timescales than the first example.

The result of the highly complex and dynamic heat flows for a property is a change in internal temperature. This can be assessed in one or multiple locations within the property. Figure 1 illustrates this for two homes from a publicly available UK dataset known as LEEDR (see Section 3 for description of the data) [30]. The figure shows the first three hours of cooling down of the living room only in two examples, a semi detached house with insulated cavity walls (left) and a detached house with uninsulated solid walls (right), after the heating is last switched off in the evening. The occurrence of heating switching off was inferred by observing the last daily occurrence of gas use accompanied by elevated internal temperature, for each day between November and February in which this was visible and for which data was present. Each line in Figure 1 represents the trajectory in temperature from its starting value for a single day, with the solid black line showing the mean across all days. The starting temperature and outdoor temperatures each day are different.
Both plots in Figure 1 show that on average, internal temperature drops slowly over the first 20 min, and then more quickly, gradually flattening off. The coloured lines depicting individual days also indicate that it is possible for the temperature to rise in the first 20 min after the heating switches off.

2.2.2. Characterisation of Building Cool Down

At its simplest, the characterisation of cooling down can be simplified to one parameter, the building thermal time constant. This concept is derived from Newton’s law of cooling and assumes that the dwelling and its contents cool down together as one thermal mass with respect to an external heat sink, resulting in an exponential temperature decay. The thermal time constant can be derived from internal temperature data from a single temperature sensor, or by aggregating data from many sensors. The building time constant approach was used by [31] to characterise a building (although not for the purposes of flexibility), with a single thermal mass model justified by discarding the first hour of data after the heating ended, assuming that the heating system was still transferring energy to the dwelling during this hour. However, the authors presented no temperature data to demonstrate the validity of the one thermal mass model, which can be compromised by internal gains and party element heat transfer, in addition to the different rates of cooling of different thermal masses as described above.

Other authors such as [13] argue that the use of multiple thermal masses is more appropriate than a single one when modelling building demand response. In Sperber et al.’s work, the optimum model was found to vary with the building and heating type, since in some cases the thermal energy stored in the heating system thermal mass was a significant driver of rate of change of temperature in the first hours of the demand response period. However, this finding was not validated with real temperature data; it was validated using a detailed simulation model. In a real dwelling, characterisation using multiple thermal masses would require multiple temperature sensors measuring not only air but heating system and other thermal mass temperatures; this is likely not realisable over a large number of dwellings.

Outside of a demand response context, Ref. [32] used Bayesian model comparison to show that the lumped thermal mass models that best represent dynamic performance of a building change according to the time of year and building type. This result was ascertained using temperature data from a number of sensors within the dwelling, with each temperature either representing one thermal mass in order that the model was not underspecified, or being aggregated to represent a larger thermal mass. This research highlights that the physical characterisation of how a building cools down after being heated is
complex due to multiple thermal masses acting on different timescales. The applicability of different physical models may be driven by availability of data to avoid under specification of a model preventing parameter identification. In particular, representing the heat transfer from the heating system into the air and fabric requires either accurate temperature data from within that system combined with appropriate modelling, or requires that the temperature of the heating system has dropped to the ambient temperature in the property, avoiding the impact of such heat flows.

2.3. Metric for Flexibility

An empirical measure for flexibility services associated with the building fabric that is suitable for widespread adoption needs to be simple to interpret and to be delivered at low cost. Leveraging data collected for complementary purposes decreases the direct cost of producing flexibility ratings, whilst also adding to the value derived from previous data collection investments. A widespread and low-cost source of energy data is from smart meters, where electricity and gas data are collected at 30-min intervals in the UK and at similar time resolution in other countries. The in-use thermal characterisation methods discussed in Section 1 use this data, usually with the addition of internal temperature measurement [23]. The flexibility metric developed in this work therefore adopts the same data requirements: smart meter data and internal temperature.

The challenge of accurately characterising physical processes within the complex and dynamic case of occupied homes is avoided by adopting a metric that does not describe these processes in detail. We instead present one potential simple and easily interpreted measure for the thermal flexibility of the fabric of homes using the measured outcome of the physical processes to characterise how a building cools down: the drop in internal temperature over a defined period after the heating is switched off under standardised conditions.

The drop in air temperature over a three-hour period after the heating is switched off is shown in Figure 2 for the same homes and data as used in Figure 1. Figure 2 shows that the rate of temperature decay varies in each home, and that part of this variation is explained by the difference between internal and external temperature. This temperature difference is widely accepted as the main driving force of heat loss from the home to the environment in accordance with the second law of thermodynamics. The correlation coefficient on the left hand and right-hand plots are 0.60 and 0.72 respectively.

To create a useful comparative measure, the temperature drop must be calculated over a consistent duration and at a set internal-external temperature difference. Further, to account for the part of the variation not explained by the temperature difference alone the uncertainty should be stated with the result, such as that given by the 95% confidence interval. For example, using the two houses in Figures 1 and 2, at 12 °C internal-external
temperature difference, House 05 (left) drops 1.5 ± 0.2 °C, and house 39 (right) drops 2.6 ± 0.4 °C over a three-hour period. The choice of a three-hour period reflects a typical UK evening peak demand duration but any other length of cooling down time can also be used for this type of metric.

3. Methods

3.1. Data

The core data requirements for the method for calculating empirical flexibility metrics are discussed in Section 2.3: half hourly measurements of internal temperatures, and half hourly gas and electricity use from a smart meter. This paper uses two data sources: data from a small study for method development and data from a larger study to investigate automation and performance over a larger number of homes.

Initial exploratory work was carried out using the publicly available LEEDR dataset collected and curated by Loughborough University [30], available since 2018 and containing one minutely (minute-by-minute) data on internal temperature (measured in the living room) and gas consumption from 20 properties in the Midlands, England. Method development and testing was carried out using the publicly available IDEAL Household Energy Dataset, collected and curated by the University of Edinburgh [33]. This data has only been available since 2021, hence early exploratory work was done using the LEEDR data instead.

The IDEAL dataset includes 255 homes in 5 areas in/around Edinburgh in Scotland, all heated by gas boilers, reflecting the dominant heating system in Great Britain. The dataset contains these measurements at 12-s resolution; these can be aggregated to half hourly values to represent the data that smart metering would provide. Furthermore, the IDEAL dataset contains additional variables useful for the metric development such as central heating flow temperature (see Section 3.2) at 12-s resolution. This high resolution data can be used to validate and calculate the error on predictions made from the half hourly aggregated data.

A limitation of the IDEAL dataset for developing, testing and interpreting empirical flexibility metrics is the lack of metadata related to the building construction. The relationship between physical attributes of properties determined from a survey, such as their approximate thermal mass, surface to volume ratio and insulation levels, in addition to any modelled performance, and the flexibility metric cannot be explored here and is further discussed in Sections 5.4 and 6.

3.2. Method Development

To create the temperature drop metric in order to rate the flexibility of a large number of homes using half hourly smart meter and temperature data, two steps are necessary. The first is to accurately and automatically determine the time at which the heating switches off on a given day in a home, and the second requires calculating the temperature drop over a predetermined period from that time.

Determination of heating operation from half hourly smart meter data is difficult due to the multiple uses of gas: for space heating throughout a property using a boiler, in individual rooms using gas fires, for hot water and cooking. Heating operation has been predicted from one minutely data [34] and ten minutely data [35] using time series analysis and pattern recognition methods but to the authors’ knowledge no published algorithm uses the much sparser half hourly data from smart meters. Thus, a heating operation algorithm was developed and is described in Section 3.2.1.

3.2.1. Method Step 1: Developing an Algorithm to Predict Heating Operation from Half Hourly Data

The proposed heating operation algorithm combines gas and internal temperature data. It is therefore assumed that the use of gas for space heating corresponds with an
increase in dwelling internal temperature, either immediately or with a time offset (further discussed in Section 3.2.2). This algorithm is therefore physically informed, rather than using a purely statistical approach.

The algorithm is designed to work with half hourly smart meter data, thus at this point we outline what this data is formed of. In gas smart meter data, the data point recorded at a given half hour (e.g., 22:00) is the sum of gas use over the previous thirty minutes (21:30:01–22:00). Temperature data from a standard logger may either record a spot (“instantaneous”) measurement associated with the time stamp, or an average over a given time interval (often equal to the recording interval) taken from multiple measurements. Thus, gas use and temperature changes may not be reported at exactly the instant they occur, instead representing a half hour period.

The space heating status is assigned to on or off (1 or 0 within a vector of length 48 per day) according to the following assumptions:

a. If gas use is positive and rate of change of temperature is positive, then space heating is on
b. If gas use is positive and rate of change of temperature is not positive, then space heating is off (and hot water or a gas cooking facility is on)
c. If gas use is zero, then space heating is off (and all other uses of gas are off).

Whilst the first assumption is provisional on cooking not leading to a rise in internal temperature, such an event is the equivalent of space heating (albeit unintended) for the application discussed in this paper: the derivation of a flexibility metric based on cooling in the absence of heating.

3.2.2. Method Step 2: Calculating the Temperature Drop Metric for Each Dwelling

The output of the heating operation algorithm was used to identify periods of data after the heating was turned off for a given dwelling, to calculate the fall in internal temperature during each such period, and to combine the results into one final value of the temperature drop metric for each dwelling.

For this work, temperature drops occurring overnight were deemed more representative of space heating flexibility potential than those during the day. This is in order to exclude solar gains and to minimise other free heat gains from appliances, occupants and supplementary electric heating. Thus, the final heating off event per night was selected, searching within the period 18:00–02:00. Once the final heating off time was determined for a given night and dwelling, the three following hours were used to calculate the fall in internal temperature. A three hour period was selected since this is likely to represent the typical length of a demand response period during an evening electricity peak [22]. However, a different period can be selected as required to assess the potential of properties to respond to different demand response events in support of system operation. The internal temperature was allowed to increase for the initial half hour following the heating being switched off, but was required to fall each timestep thereafter in order that the three hour period was deemed valid for use.

For each night in which a valid nightly temperature drop was obtained, this was recorded along with the starting internal temperature and average outdoor temperature over the three-hour period. This was carried out for all nights occurring in winter months (November, December, January, February) capturing cooling over a range of outdoor temperatures. A linear relationship was then used to relate the nightly temperature drop to the inside-outside temperature difference.

Figure 3 shows the identification of the overnight temperature drop metric from a set of nightly temperature drops from two example homes in the IDEAL dataset—one with a low uncertainty on the line of best fit, the second with high uncertainty. The temperature drop metric was calculated from the derived linear relationship as the overnight temperature drop at a given internal-external temperature difference. In this work an internal-external temperature difference of 15 °C was selected, being approximately in the middle
of the temperature difference range measured in the majority of studied homes and reflecting the temperature difference between a starting internal temperature of 20 °C and an external temperature of 5 °C, in line with the November-February UK average rounded to the nearest degree. A different internal-external temperature difference can be selected according to technical, economic or policy criteria.

Figure 3. Temperature drop metric derived for two dwellings in the IDEAL dataset, one with low (left) and one with high (right) statistical error. Left: temperature drop 1.3 °C, statistical error 3%. Right: temperature drop 1.7 °C, statistical error 16%.

4. Results

4.1. Heating Operation Algorithm Validation

High resolution (12 s) central heating flow temperature data from the IDEAL dataset was used to validate the heating operation algorithm’s predictions of the final time the heating switched off each night. A random sample of 2 days from each of 60 homes in the IDEAL dataset was selected for validation. The high-resolution flow temperature data was visually inspected to identify firstly whether there was at least one heating-off event from 18:00–02:00, and secondly at what time the final event occurred. It was usually straightforward to visually identify exactly when heating turned on and off from this data, since this corresponded to a sudden and prolonged drop in flow temperature. However, test cases in which it was not clear whether the heating was on or off were discarded, leaving 94 test cases labelled with a ground truth consisting either of ‘no heating-off event’ or the time of the final heating-off event.

The heating operation algorithm described in Section 3.2.1 was tested on half hourly gas and internal temperature data from the same test days as the high-resolution labelled data. The test evaluated whether the algorithm made a prediction on valid nights and did not make a prediction on invalid nights, and whether the timing of the prediction was correct.

The results are shown in Table 1 and visual examples of comparing the algorithm’s output to the ground truth are given in Appendix A. In 82% of cases, the heating operation algorithm made the correct choice of whether the overnight data was suitable to identify a final heating-off event, followed by a valid three-hour cooling down period. Where the algorithm correctly outputted that a night was valid to make a prediction of the final heating-off event, the prediction was generally within half an hour of the ground truth, leading to a small error (average 6%) on the nightly temperature drop. The algorithm identified final heating-off events when they were not present in 4% of cases; such results likely systematically bias the temperature drop (because heating continued), but as this occurs for only a small number of cases, the total impact on the estimated overnight temperature drop is low. In 14% of cases, it failed to identify a final heating-off event when one was present; this error does not introduce direct falsehood into the flexibility metric but could induce bias to the results (potentially overestimating the temperature drop). Further improvements to the algorithm to identify the final overnight heating off event may be
possible, potentially including analysis of electricity usage to identify periods of high internal gains.

Table 1. Algorithm performance.

<table>
<thead>
<tr>
<th>Performance Criterion</th>
<th>Performance of Algorithm</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean temperature drop</td>
<td>1.54</td>
<td>°C</td>
</tr>
<tr>
<td>Percentage of test cases where algorithm correctly identified the final heating-off event</td>
<td>82</td>
<td>%</td>
</tr>
<tr>
<td>Percentage of test cases where algorithm should have identified a heating-off event but did not</td>
<td>14</td>
<td>%</td>
</tr>
<tr>
<td>Percentage of test cases where algorithm should not have identified a heating-off event but did so</td>
<td>4</td>
<td>%</td>
</tr>
<tr>
<td>Mean absolute time difference between prediction and ground truth</td>
<td>18</td>
<td>min</td>
</tr>
<tr>
<td>Mean effect of prediction timing error on nightly temperature drop</td>
<td>5.5</td>
<td>%</td>
</tr>
</tbody>
</table>

4.2. Temperature Drop Metric Testing and Results

The temperature drop metric was calculated, where possible, for all dwellings in the IDEAL dataset for which 30 days of weather, internal temperature and gas data were present between the months of November and February (193 dwellings out of the original 255). The ability to calculate the temperature drop metric is dependent on the presence of appropriate overnight cooling periods, which was not the case for all properties: some dwellings heat overnight, whilst others may not use their main heating system. It was therefore necessary to introduce a further criterion before calculating the temperature drop metric for a given dwelling: the presence of at least 10 nights for which a 3-h temperature drop is recorded. This ensures that the number of data points used in the linear regression to calculate the temperature drop metric for each dwelling was at least 10, aiming to provide acceptable margin of error.

The temperature drop metric was successfully calculated for 96% of dwellings, with a margin of error of ±9.3%. Data for properties where a result could not be calculated was plotted and visually inspected and two main reasons for the metric not being suitable were identified: the use of continuous or near-continuous heating, and conversely the lack of heating use, both over the 6 p.m.–2 a.m. period.

The temperature drops (using a 3-h cooling period and an internal-external temperature difference of 15 °C) for all valid dwellings in the IDEAL dataset are shown in Figure 4 and summarised in Table 2.

Table 2. Summary of temperature drop outcomes (over three hours, at internal-external temperature difference of 15 °C) for all valid homes in IDEAL dataset.

<table>
<thead>
<tr>
<th>Summary Statistic</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean temperature drop</td>
<td>1.54</td>
<td>°C</td>
</tr>
<tr>
<td>Median temperature drop</td>
<td>1.44</td>
<td>°C</td>
</tr>
<tr>
<td>Range</td>
<td>0.53 to 3.52</td>
<td>°C</td>
</tr>
<tr>
<td>Sample size</td>
<td>193</td>
<td>Dwellings</td>
</tr>
</tbody>
</table>
Figure 4. Temperature drop (over three hours, at internal-external temperature difference of 15 °C.) for all valid homes in IDEAL dataset.

The temperature drop is calculated from empirical data, using the real cooling observed in occupied homes. A range of factors may therefore affect the calculated temperature drop, as discussed in Section 5, and the result represents the observed cooling characteristics for the property set in the context of the occupants and of neighbouring dwellings. However, the relationship of the results to building characteristics provides the opportunity to explore the internal validity of the measure and explore whether the trends follow those expected from physical properties.

Physical characteristics of buildings which would be expected to result in a lower temperature drop are energy efficiency (e.g., presence of insulation, modern glazing), low number of external walls/floors/ceilings, and thermal mass (heavyweight construction, no internal wall insulation). However, the only building metadata available in the IDEAL dataset is dwelling type, building age and storey level. Of these, the building type is expected to influence the temperature drop, whereby flats, sharing party walls with lower exposed external area, cool more slowly than houses. Figure 5 shows that the temperature drop for flats over 3 h is indeed less than that for houses in the IDEAL dataset. The mean temperature drop of houses was 1.7, whereas that for flats was 1.43, with a difference between means of 0.27 and $p = 0.0002$. 

![Temperature Drop Histogram](image.png)
Figure 5. Three-hour temperature drop of flats and houses. Median shown by orange lines, interquartile range shown by boxes, Q1—1.5*Q1 and Q3 + 1.5*Q3 shown by whiskers.

4.3. Contextualising the Results

The spread of observed temperature drops in Figure 4 indicates that different homes within the test dataset perform differently in terms of their space heating flexibility characteristics. However, for a given home, the temperature drop metric requires contextualisation in terms of whether the value obtained indicates good or poor flexibility potential. Ascribing ‘good’ or ‘poor’ performance to a given home from its temperature drop could be carried out either by comparing it to the current average performance of the building stock (an approach used by [36] for energy efficiency rating) or according to an external definition of what is ‘good’ and ‘bad’ derived from physics and/or modelling (used by [37], also for energy efficiency rating). The former approach would require the average temperature drop of the UK stock to be calculated. A large and representative sample is required to create such a rating system, which is not possible using the IDEAL dataset used in this study: it is based in and around the Edinburgh region and is likely to over-represent older, uninsulated buildings made of stone [38]. The co-location of the IDEAL dataset in one region may also lead to the range of temperature drops in Figure 4 being narrower than that in the UK stock in general.

By contrast to a rating system based on average performance, a method based on a definition of what constitutes “good” and “bad” performance requires the external construction of such bands. We suggest that such a method should be formed according to the consequences of the temperature drop for the occupants and the needs of the electricity system. Such a method may utilise the temperature drop over a fixed time of relevance to system operation, as here, or the time taken for temperature to drop by a certain amount. Working definitions of an acceptable temperature drop for occupants under demand response are used in the modelling literature to evaluate flexibility potential (see e.g., [26]. These utilise a set temperature change from an initial operative temperature, for example a 1 °C or 2 °C drop from a setpoint. These definitions are in turn derived from ASHRAE comfort classes [39]. However, they have not been empirically validated under demand response conditions in homes and more research is needed on thermal comfort.
during demand response in real homes to characterise temperature changes which are acceptable to occupants.

5. Discussion

The transition from heating via boilers to heat pumps is central to many countries’ strategy to decarbonise heating [40]. However, the increase in peak loads associated with unmanaged heat pump and electric vehicle charging has been identified as a key challenge that must be addressed to support this transition in a cost-effective manner, with demand side management commonly proposed to mitigate peak loads [41]. The replacement of a boiler with a heat pump provides a challenge to homeowners in understanding their costs under time-of-use tariffs, and to aggregators and DSOs in managing system services and local network load: what flexibility may be afforded with the heat pump installed, with no previous usage data? This paper introduces a new method to quantify the flexibility of individual dwellings without heat pumps yet installed: their ability to avoid heating use during critical peak periods. The temperature drop metric is introduced as a simple empirical measure of flexibility, informing debate into the further value that may be derived from in-use measured data already associated with the derivation of an in-use heat transfer coefficient, potentially as part of an empirically derived EPC. The discussion of the temperature drop metric here will refer to the performance of empirical EPCs as a reference point, as the closest equivalent empirical metric.

The introduction of the temperature drop metric in this article is intended to begin and contribute to a discussion about the use of building performance data for flexibility metrics, rather than to present a finalised proposal for such a metric and how data would be used. In this section we discuss the benefits and limitations of an empirical flexibility metric, centred around the temperature drop metric, and highlight key further work required to enable measures of this kind to deliver value to a range of stakeholders.

5.1. The Applications of an Empirical Flexibility Metric

The characterisation of individual dwellings on their actual, real-world ability to retain heat has value to a wide range of actors in the energy system. It is beyond the scope of this paper to analyse this in detail, but the following generalisations can be made.

In the short-term (i.e., 1–3 years) the metric itself should allow the household (directly or through their agent or supplier) to estimate the cost-benefit of running a heat pump flexibly once time-of-use tariffs become more widespread. This could make a significant difference to the economics of the investment decision especially with operational costs rising significantly during the current energy supply crisis and as the government considers how electricity prices can be brought down relative to gas [42].

In the same way, empirical metrics should also allow policymakers and regulators to segment the housing market more effectively. This can help target limited public funding to where it is likely to be most cost-effective, or in cruder terms, whether a house is “heat pump ready” or not. Conversely, it may also be used to identify properties (centrally or by an installer) that would most benefit from storage to support heat pump operation, such as a thermal store, informing the system specification and potentially highlighting where policy tools may be employed to incentivise storage systems.

In the longer term, as heat pump installations begin to accelerate and the density of heat pumps connected to the grid increases, coincidently with an increase in electric vehicles that require charging, policymakers, researchers and DNOs will need to understand the consequent changes to energy use at different scales. An empirical flexibility metric system will support this analysis, helping to explain trends whilst enabling discussion of the potential impact of measures to increase the flexible operation of heat pumps. This should support better heating system specification, which may be incentivised or regulated, and allow information programmes to be fine-tuned to ensure that the heat pump is operated effectively and allow support and subsidies to be tapered or removed without penalising the householder or exacerbating those in fuel poverty.
A range of businesses could benefit from an empirical flexibility metric system. On the demand-side, heat pump installers and related trades could use the metric to provide a ready-made route to market, subject to appropriate consumer protection measures. On the supply-side, as noted above, flexibility metrics may be used to better understand and manage local network loads as well as support the best use of other energy system assets, such as peaking generation and storage. Deploying empirical flexibility metrics before heat pumps are installed enables grid operators to better manage local networks and plan their upgrade, such as identifying and replacing substation assets.

Furthermore, flexibility metrics have the potential to enable new and innovative business models, for example using the nascent “heat as a service” approach being tested by demand-side energy utilities and equipment manufacturers. On the supply side, there is considerable potential for energy system aggregators to exploit flexibility metrics to develop new services and, potentially reduce operational costs for householders.

Finally, the metric could be combined with other elements of flexibility to yield an overall flexibility rating for the home. This could consider other technical sources of energy shifting beyond building thermal mass, such as dedicated heat storage, hot water storage and batteries. Wider still, further metrics could incorporate social aspects related to availability of these assets [43].

5.2. Robustness of the Metric

The empirical characterisation of the thermal performance of buildings is conditional on the properties being operated in ways that enable analysis to be undertaken. For example, in the UK’s Smart Meter Enabled Thermal Efficiency Ratings project, none of the eight participating organisations were able to return in-use derived heat transfer coefficient estimates within their confidence intervals of co-heating test results for all 30 properties in the trial, with the best achieving 97% [23]. Because of the requirement of the observation of a period of falling temperature, the temperature drop metric cannot return a result for all properties.

In this work, the temperature drop metric produced a result for 96% of homes in the test dataset (193 homes), with the main reasons for its failure to give a result in the remaining 4% being the way the heating was used in those properties: either too continuously or too little to allow characterisation of cooling down when heating is switched off. To achieve a rating for all homes, deemed ratings would be required, for example by inference from dwellings in the same location and with similar building characteristics, in line with the virtual EPC calculation methodology used for dwellings without an EPC, set out by [44].

The average uncertainty on the temperature drop metric as applied to the test dataset was 9%. The required maximum uncertainty on this metric is not clear, depending on the application for which it would be used. Statistical error and accuracy of empirical metrics are important indicators of the metrics’ performance and are currently debated in the context of empirical HTCs. In a recent UK project, different methods and quantities of dwelling metadata were used by participants in a technology competition to give estimates of HTC with statistical uncertainty (calculated using 95% confidence interval) of 6% to 49% [23]. Furthermore, the central estimates and confidence intervals were compared to a ‘ground truth’ of the HTC, established from a co-heating test. In the case of a flexibility metric, further research is required to identify an appropriate ground truth, which may incorporate information on how homes perform when heat pumps are actually installed (see Section 5.3).

There are several possible sources of systematic error in the temperature drop metric; the first is introduced through the temperature measurements. The temperature drop metric requires data on fuel input, external temperature and internal temperature. External temperature is likely to be obtained from a local weather station, introducing a systematic error for an individual property. Ideally, internal temperature would be the dwelling mean internal temperature; however, in practice a limited number of sensors will be deployed, introducing additional uncertainty. Taking the example of using just one internal
temperature measurement, either at a smart thermostat or at a sensor installed to create a thermal efficiency metric, significant differences in temperature drop may be recorded according to the placement of this sensor. Rooms are likely to cool down at different rates depending on their heat loss to other rooms/the outside and their heat gains: Ref. [45] found a variation in three hour temperature drop of around 0.3 °C if only heated rooms were considered, and 0.9 °C if temperature data from unheated rooms were used as well. This mirrors discussion in empirical HTC literature about the error introduced into the metric when representing whole-house internal temperature with one sensor; Ref. [46] found a worst case error on HTC of 30%.

The temperature drop metric will vary with a number of occupant specific factors, such as internal heat gains and the thermal mass of the internal contents of the home. For this reason, the metric applies to the 'home' (the physical dwelling with the specific occupants living in it) as opposed to simply the building. A new set of occupants in the same dwelling would be expected to change the value of the metric. Since the metric is intended to indicate flexibility potential, it is not necessarily a limitation that the metric is sensitive to occupant factors, since flexibility inevitably depends on occupancy. However, it is important to ensure that the way the dwelling is used during the period of data collection used to create the temperature drop metric is representative of its normal use, in order not to introduce systematic error. This is an important consideration for all empirical metrics which vary with occupant factors (for example, window opening affects the empirical HTC).

5.3. Relevance of the Metric to a Highly Electrified Future of Heating

The temperature drop metric is empirical: it simply characterises the observed behaviour of a property. This has several advantages over a modelled flexibility metric as it encapsulates the real heat loss and effective thermal mass of a property; the latter is difficult to estimate theoretically and time-consuming to derive from calibrated simulation models [14]. It is also accompanied by an estimate of uncertainty, allowing useful quantification of the range of flexibility potential likely in practice.

However, the temperature drop metric is derived in a different situation (boiler heating) to the situation which it is intended to represent (heat pump heating). It reports on the behaviour of the effective thermal mass activated by the boiler heating, which includes a part of the structural thermal mass, the contents of the dwelling and the thermal mass of the heating system, all of which are at different temperatures. If a heat pump is installed, some of these contributions to stored heat may change:

- The heat stored within the effective thermal mass may increase if the heat pump is run more continuously than the previous heating system, as the structural thermal mass (walls, floors etc.) may be kept warmer than previously.
- The heat stored within the heating system may change. Increases could arise due to larger radiator thermal masses if new radiators are installed and due to new buffer tanks if these are used. Decreases could arise due to lower operating temperatures. The net effect of these changes will differ by dwelling.

6. Conclusions

Decarbonisation of our energy systems is expected to require a shift from flexible fossil fuel generation towards less flexible generation such as wind power, photovoltaics and nuclear, combined with an increase of electricity use for heat and transport. Heat pumps are projected to provide heat to many properties, with rapid deployment of this technology to replace the incumbent boilers [47]. Demand side response is, in turn, expected to be required for the cost-effective management of the grid, balancing supply and demand on short timescales. DSR through the interruption of heating provision has been widely proposed and studied using simulation modelling, with the true potential for such participation poorly characterised. This paper has presented the concept of an empirical thermal flexibility metric for homes to indicate their potential to participate in DSR.
A simple metric has been developed to support decarbonisation through informing the specification, billing and system services that may be suitable for retrofitting a home with a heat pump; this aims to initiate and contribute to discussion around the flexibility that may be afforded by a home when switching to a heat pump. The method leverages measurements of temperature and gas to estimate the thermal performance of properties and to provide insight into the rate at which properties cool, and therefore the potential impact of DSR on internal temperatures over a fixed period of reduced consumption.

The temperature drop over a fixed three hour overnight cooling period after the heating has turned off was identified as a simple and easily understood metric. 96% of dwellings in the test dataset of 193 homes returned a viable result, with 4% of dwellings unable to yield a temperature drop due to the type of heating operation in those homes. The mean statistical error was 9%, similar to that of equivalent empirical metrics such as for estimation the heat transfer coefficient. The presented method requires refinement and further research, to better understand the potential impact of gains, occupant factors and heat transfer for neighbouring properties, and the development of alternative methods may prove valuable. Any methods to characterise the flexibility of homes that are heated intermittently with boilers when they are retrofitted with continuously operated heat pumps require testing for external validity to ascertain whether the rating ascribed corresponds to how the dwelling loses heat after a heat pump is installed, as well as further testing on a representative large sample of homes.

The empirical flexibility metric uses the same data as current methods of producing an empirically based estimate for the heat transfer coefficient, potentially as part of future EPCs and adding very little cost. Furthermore, empirical flexibility ratings for domestic buildings would provide value to a range of actors. Householders can be provided with an estimate of financial savings from time of use tariffs, guided to appropriate tariffs and supported with decision making in the specification of their system, supporting heat pump uptake. Distribution network operators can estimate local loads to better manage the network through understanding how many heat pumps may need to run during critical peak times. Reliable information on dwelling thermal response can be used to develop business models for heat-as-a-service providers and aggregators and for government to strategically plan for flexibility response for timescales up to a few hours. For example, the (non-representative) set of 193 test dwellings showed on average 1.5 °C temperature drop over a 3-h period, which may exceed occupants’ tolerances if no heating at all were used in this time—further work is needed in parallel to ascertain acceptable temperature change limits and how to operate heat pumps in order to not exceed them. We also highlight that pre-heating of properties was not undertaken in this study; the potential to thermally charge homes prior to a DSR period and consequent impact on thermal comfort and energy reduction during the DSR event is an important and related focus for further research.

Many countries currently have, or are developing, policies to incentivise the decarbonisation of heating through the installation of heat pumps, aiming to rapidly increase their market penetration. Methods that calculate and communicate energy use data and cooling performance of properties can support householders, industry and government in decision making, providing insights into the DSR potential, appropriate tariffs, system specification and network loads. Empirical flexibility metrics could, following further development and testing, form part of this information, supporting the transition to a decarbonised energy system.
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Appendix A

The next two graphs are examples of the heating operation algorithm’s prediction superimposed on ground truth data (12-s central heating flow temperature).

Figure A1. Comparison of the algorithm’s output to the ground truth for IDEAL home no. 135. Heating operation algorithm correctly predicts time of final heating switch off, to the nearest half hour.

Figure A2. Comparison of the algorithm’s output to the ground truth for IDEAL home no. 137. Heating operation algorithm incorrectly predicts time of final heating switch off.
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