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Abstract: Because the linear motor feeding system always runs in complex working conditions
for a long time, its performance and state transition have great randomness. Therefore, abnormal
detection is particularly significant for predictive maintenance to promptly discover the running
state degradation trend. Aiming at the problem that the abnormal samples of linear motor feed
system are few and the samples have time-series features, a method of abnormal operation state
detection of a linear motor feed system based on normal sample training was proposed, named
GANomaly-LSTM. The method constructs an encoding-decoding-reconstructed encoding network
model. Firstly, the time-series features of vibration, current and composite data samples are extracted
by the long short-term memory (LSTM) network; Secondly, the three-layer fully connected layer is
employed to extract potential feature vectors; Finally, anomaly detection of the system is completed
by comparing the potential feature vectors of the two encodings. An experimental platform of the X-Y
two-axis linkage linear motor feeding system is built to verify the rationality of the proposed method.
Compared with other classical methods such as GANomaly and GAN-AE, the average AUROC
index of this method is improved by 17.5% and 9.3%, the average accuracy is enhanced by 11.6% and
15.5%, and the detection time is shortened by 223 ms and 284 ms, respectively. GANomaly-LSTM
has successfully proved its superiority for abnormal detection for running state of linear motor
feeding systems.

Keywords: linear motor feeding system; lack of abnormal samples; deep neural network; anomaly
detection; semi-supervised anomaly detection generative adversarial network (GANomaly); long
short-term memory (LSTM) network

1. Introduction

As a key component of position tracking and positioning control for high-end CNC
equipment, robots and precision motion platforms [1], a linear motor feeding system has the
characteristics of multi-domain coupling, high integration of functions and dynamic and
changeable performance. The complexity of electromechanical thermomagnetic coupling
increases the probability of performance degradation, functional failure and malfunction.
At the same time, under the combined effect of high-speed operation, mechanical friction,
wear, high temperature and corrosion for a long time, unforeseen abnormal states and
failures will occur. Therefore, abnormal detection, timely identification of abnormal states
and predictive maintenance of the linear motor feeding system are particularly important.

With the increasing complexity of industrial equipment, the traditional way of re-
placing parts on schedule or judging abnormalities based on human experience can no
longer meet the demand. Currently, the methods for anomaly detection of complex me-
chanical equipment are mainly divided into statistical-based, graph-based and machine
learning-based approaches.

Statistical-based approaches need to collect historical data from equipment for statis-
tical analysis to form a large number of normal data samples and abnormal data samples,
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and detect anomalies by extracting their features. Statistical models for anomaly detection
mainly include the Gaussian model, regression model and expectation maximization
model. Wang et al. [2] adopted an anomaly detection method based on the Gaussian model,
which used the Gaussian model to represent the normal distribution of the data, and then
scored the data according to the similarity between the model and the data. While this
method can only be applied to data sets with a single attribute, and the distribution law
of the data set needs to be known in advance. It is not applicable to the processing of
high-dimensional data. Jin et al. [3] developed a bearing anomaly detection and fault
prediction method based on an autoregressive model. The abnormality threshold was
set by the attributes of Box-Cox transformation and Gaussian distribution. When the
health index of the test data was greater than the abnormality threshold, it was judged as
abnormal data. However, the threshold set often had errors, and an accurate dividing line
between abnormal and normal data cannot be obtained. Liu et al. [4] proposed a novel
filter based on an expectation-maximization model to identify anomalies in time-series data.
The disadvantage of this model was the absolute dependence on the abnormal threshold.
Statistical-based approaches do not re-quire establishing precise system models, and the
algorithms are simple and easy to implement. However, this method is unsuitable for
dealing with multivariate data, and the lack of fault data samples will lead to inaccurate
detection results.

Graph-based approaches abstract entities as vertices and relationships as edges con-
necting vertices in the graph, providing a powerful means to express the complex rela-
tionships between entities. The traditional graph anomaly detection technology mainly
obtains the graph statistical information through statistics and probability methods for
anomaly detection. The shortcomings of these kind of methods are slow con-tent collec-
tion and low efficiency. In recent years, graph-based anomaly detection techniques have
gradually developed, mainly used to solve the problem of anomaly detection in complex
networks [5,6]. The key to this method is learning the correlation between different graph
data. However, the nodes of objects in graph data are connected by edges, resulting in often
complex correlations among the nodes. Recently, there is no precedent for their application
in linear motor feeding systems.

Machine learning-based approaches include distance-based, deviation-based, density-
based, and deep learning-based approaches.

The distance-based methods calculate point or collective anomalies by measuring the
distances between data points and adjacent points or between data sequences and adjacent
sequences. Objects farther away from others are considered anomalies. Zhang et al. [7]
proposed a k-nearest neighbor (KNN) anomaly detection algorithm. It calculated the
anomaly score by calculating the average distances between all K adjacent nodes. Li et al. [8]
presented a clustering-based anomaly detection approach. The similarity of the time-series
was evaluated by using the Euclidean distance function in the original feature space to
judge whether the amplitudes are abnormal or not. The advantage of distance-based
methods is that they are very efficient and easy to implement when dealing with low-
dimensional data. The disadvantage is that they are expensive with regard to calculating
distances between multivariable data sets.

The deviation-based approach uses models to make predictions on time-series data. If
the deviation between the predicted value and the actual value of a data point exceeds a
certain threshold, the data point is judged as abnormal. Li et al. [9] proposed a prediction-
based anomaly detection method for time-series. An exception is detected by setting a
threshold. Outliers are identified when the deviation between the predicted and actual
values is greater than the threshold. Zhou et al. [10] proposed a deviation-based approach
to anomaly detection for combined models; whether the sequence is abnormal is judged by
the comparison. The abnormal score of a fragment in the sequence is calculated according
to the deviation, and then the average score of all fragments is obtained. However, this
approach is less effective for datasets with unknown prior knowledge and high-dimensional
multivariate data.
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The density-based approaches identify outliers by calculating the density of data
objects. When the local density of the data object is different from the adjacent area, it will
be dis-criminated as an outlier. Classical algorithms based on this method are Local Outlier
Factor (LOF) and INFLuenced Outlierness (INFLO). Abdulghafoor et al. [11] proposed a
density-based outlier detection method. This method compared the density of the observed
object with the surrounding local density, using the LOF as a variable to measure the
outliers. When the INFLO [12] algorithm estimates the density distribution of objects, it
considers the relationship between the neighborhood and the reverse neighborhood of the
object to rank the outliers. The higher the INFLO value of the detected object, the more
likely it is to be an outlier. The advantage of the density-based method is that it can detect
not only global outliers but also local outliers. The disadvantage is that time correlation on
time step is not considered. Therefore, this method cannot be effectively used for anomaly
detection of multivariate time-series data.

In recent years, deep learning has been widely adopted in image recognition, object
detection, semantic analysis, etc. In order to efficiently and accurately mine effective state
information from big mechanical data, deep learning has also been popularly applied in
mechanical fault diagnosis [13]. Hoang et al. [14] proposed a convolutional neural network
(CNN) that used vibration signals to detect bearing faults. Shao et al. [15] designed a
stack transfer autoencoder and used the particle swarm optimization algorithm for fault
diagnosis of rotating machinery. Jiang et al. [16] put forward the deep belief networks
(DBNs), which directly extracted fault-related features from the original vibration signal
and current signal, and the two features for fault diagnosis of a wind turbine gearbox.
However, the above deep learning methods require a large amount of historical data
in different health states for training. In the operation of linear motor feeding systems,
data samples are often only available for normal operating conditions, but not for fault
conditions. Due to the insufficient failure samples of the linear motor feed system, the
deep learning method is difficult to apply. The reasons for this phenomenon are as follows:
(1) The fault situation is far less than the normal situation, and it is difficult to collect fault
data; (2) Even if the fault data can be collected, it takes a long time and costs a lot; (3) Some
fault data cannot be measured under laboratory conditions. The data generated by the
linear motor feeding system is mostly time-series data, with apparent time and sequence
features, such as vibration signal and current signal. Collecting abnormal samples for linear
motor feeding systems is challenging under current conditions. Therefore, it is an exigent
issue to realize the abnormal detection of the running state of the linear motor feeding
system in the absence of fault samples.

Recently, the generative adversarial network (GAN) has brought new hope for solving
the problem of insufficient samples. GAN is a new network structure that was proposed
by Goodfellow [17] in 2014, which is an unsupervised feature learning algorithm based
on the idea of adversarial training. The method has been extensively used in anomaly
detection because it can use adversarial learning of sample representations for anomaly
inference [18]. With the continuous improvement of generative adversarial ideas, many
improved generative adversarial networks have been derived, such as the efficient GAN-
based anomaly detection (EGBAD) network [19], deep convolutional generative adversarial
network (DCGAN) [20], anomaly generative adversarial networks (AnoGAN) [21], et al.
These improved GANs can generate training samples by learning the probability distri-
bution of real data, so as to solve the problem of insufficient fault samples in the process
of model training. Wang et al. [22] achieved a fault diagnosis approach combining GAN
and a stacked denoising autoencoder (SDAE) to generate fault data for the problem of
a small number of fault samples in planetary gearboxes. Mao et al. [23] combined GAN
with the stacked denoising auto encoder (SDAE) to solve the problem of data imbalance in
bearing fault diagnosis. Gao et al. [24] proposed a data augmentation method based on
the Wasserstein generative adversarial network with gradient penalty (WGAN-GP) and
verified the feasibility of generating fault samples on three datasets. The above studies
show that GAN can generate fault samples, dramatically expanding the range and diversity
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of generated data samples. However, the above models still require a small amount of fault
samples, and it is difficult to complete training with a complete lack of them.

Given the above particular situation, Akcay et al. [25] proposed a GANomaly method,
which can complete the training of the model without abnormal samples. Subsequently,
Akcay et al. [26] further achieved a Skip-GANomaly detection method for images based
on GANomaly, which only used normal samples for training. Luo et al. [27] proposed a
geological image anomaly detection method based on GANomaly. Liu et al. [28] applied
an anomaly detection method based on GANomaly and CNN, which adopted normal
time-series data samples for training, and encodes them into two-dimensional images using
the Gramian Angular Field (GAF) method. The abnormal detection of vibration signals of
long-span bridges was realized, and a good detection effect was achieved. GANomaly is an
anomaly detection method commonly used in images. When dealing with time-series data,
the gradient disappearance and gradient explosion problems are its traditional limitations,
influenced by the choice of activation function and the error back propagation method [29].
The deeper the network layer, the more obvious the problem becomes [30]. Therefore, it is
necessary to find an efficacious method.

The long-short-term memory (LSTM) network includes a memory unit, gate structure
and attention mechanism, which can effectively solve the aforesaid problems. Methods
based on LSTM have excellent anomaly detection capability for time-series data [31].
Li et al. [32] adopted a method based on stacked autoencoders (SAE) and LSTM networks
for anomaly detection in vibration signals of rotating machinery. Chen et al. [33] raised
an anomaly detection method for time-series data of wind turbines based on LSTM and
an auto-encoder (AE) neural network. Vos et al. [34] developed a gear anomaly detection
algorithm combining deep learning and LSTM. Ou et al. [35] provided a bearing state
anomaly detection method based on the LSTM network. In the training process of this
method, only health data was used. Bai et al. [36] used the LSTM network for fault detection
of gas turbines. Aiming at the problem that the newly-run gas turbine was difficult with
regard to obtaining fault data, this method only used normal data to train the network.
Kong et al. [37] developed an anomaly detection method for industrial multidimensional
time-series data. This method used a bi-directional LSTM with the attention mechanism
in the generator and discriminator of GAN. The results indicated that the method had
favorable performance in the task of anomaly detection for industrial time-series data.

On the one hand, GANomaly can complete model training without abnormal samples.
On the other hand, LSTM can avoid gradient disappearance and gradient explosion when
training time-series data.

Therefore, combining the advantages of GANomaly and the LSTM neural network,
an abnormal detection method for the running state of the linear motor feeding system is
proposed in this paper. Based on the analysis of the factors affecting the running state of the
linear motor feeding system, the abnormal detection network framework is designed by
taking vibration signals and current signals as the original data. Firstly, the LSTM network
is used to extract the input sample time-series features, then the three-layer fully connected
layer is employed to extract potential feature vectors. Secondly, the anomaly score of the
input sample is obtained by comparing the difference between the latent feature vectors
obtained by the two encodings. The relationship between the abnormal score value and
the threshold value is used to judge whether the input sample is abnormal, so as to realize
the abnormal detection of the running state of the linear motor feeding system. Finally, the
experimental platform of the X-Y two-axis linked linear motor feeding system is built to
validate the proposed method experimentally.

The main contributions of this article are listed below:

1. A GANomaly-LSTM method is proposed, which can effectively avert the teasers of
gradient disappearance and gradient explosion during the course of training time-
series data, and the extracted features can achieve a good clustering effect.

2. This method can realize anomaly detection in the absence of abnormal sample training.
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3. The proposed model performs well in anomaly detection of phase-missing current
signals and vibration signals, verified under three input conditions.

4. A mass of experiments have been actualized, and the results indicate that the proposed
method achieves excellent advantages in effectiveness and performance compared
with other classical methods.

The rest of this paper is organized as follows. Section 2 provides a theoretical introduc-
tion to the GANomaly-LSTM method. Section 3 builds the experimental platform for the
X-Y two-axis linked linear motor feeding system and describes the process of experimental
setup, data acquisition and feature extraction. Section 4 provides a detailed analysis of
the experimental results. In Section 5, we draw conclusions and discuss directions for
future work.

2. Anomaly Detection Model of Linear Motor Feeding System
2.1. Factors Affecting the Running State of Linear Motor Feeding System

The feeding system of the X-Y two-axis linkage linear motor is employed as the
research object. The X-axis is cross orthogonal to the Y-axis, and the Y-axis is located above
the X-axis and coupled with the X-axis stator. Factors affecting the running state of the
linear motor feeding system mainly include three aspects: (1) Abnormal vibration. Because
the linear motor feeding system has no intermediate transmission link, the mechanical
damping of the linear motor is small, so the vibration is difficult to be effectively attenuated,
which seriously affects the running state of the feeding system. At the same time, the
vibration in the processing process is one of the critical factors affecting the machining
accuracy, which will reduce not only the surface quality of the workpiece and the dynamic
precision of the machine tool but also the productivity [38]; (2) Motor overheating. Severe
wear of motor guides will lead to overheating, and increase stator resistance, further
leading to abnormal acceleration changes of the linear motor, ultimately affecting the
operation state of the feeding system; (3) Excessive load. The vibration will accelerate
the wear of power transmission components and overload the transmission and machine
tool structures, resulting in the current fluctuation of the linear motor feeding system,
thus leading to the change of the operating state [1]. It can be seen that acceleration and
current are the two key factors to reflect the evolution of the running state of the linear
motor feeding system. Therefore, vibration signals and current signals of the experimental
platform under different working conditions are used as the original acquisition time-series
data in this paper.

2.2. Anomaly Detection Model
2.2.1. The Structure of GANomaly

The GANomaly method adds an adversarial learning strategy to the autoencoder
generation model, which is an anomaly detection method that compares the potential
features of sample coding. GANomaly determines whether a data sample is abnormal
or not based on the difference between the potential feature vector Z and Ẑ obtained
from the two encoders. GANomaly has strong robustness and anti-noise interference
capability, requiring only a small number of abnormal samples or no abnormal samples
during learning and training [39].

The GANomaly model framework consists of three parts: a generator, a reconstructed
encoder, and a discriminator. The network structure of GANomaly is shown in Figure 1.
The encoder GE(x) and decoder GD(Z) in Figure 1 are collectively referred to as gener-
ators. The input data x passes through the encoder GE(x) to obtain the latent feature
vector Z, then passes through the decoder GD(Z) to obtain the reconstructed data x̂. The
reconstructed encoder E(x̂) encodes the reconstructed data x̂ again to get the potential
feature vectors Ẑ of the reconstructed data. The idea of adversarial learning is introduced in
discriminator D(x, x̂) to distinguish the differences between the original input data x and
the reconstructed data x̂. It determines original input data x to be true and reconstructed
data x̂ to be false. The discriminator is designed as a network with the same structure as
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the encoder in the generator. Meanwhile, the gap between the reconstructed and original
input data is continuously optimized.
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In the training stage, the whole model is trained with normal samples. When the
model is inputted with an abnormal sample in the testing stage, there is a certain difference
between the potential feature vectors obtained by the encoder and the reconstructed encoder
because the decoder is trained by normal samples. When the difference is greater than a
certain threshold, the input sample is identified as abnormal [40].

2.2.2. The Structure of LSTM

LSTM is a special RNN which can solve the long-term dependency problem well [41].
The standard RNN has only one tanh layer, while the internal structure of LSTM is more
complex, consisting of four neural network layers: forgetting gate, input gate, cell state and
output gate (as shown in Figure 2) [42]. The advantages and limitations of RNN and LSTM
are listed in Table 1.
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Table 1. Advantages and limitations of RNN and LSTM.

LSTM RNN

Advantages

1. The problem of gradient
disappearance and gradient
explosion can be overcome
when training long sequence
data;
2. Able to learn long-term
dependence;
3. Simple to implement.

1. Train the time-series data;
2. The network is simple and
easy to operate.

Limitations

1. Because of the large amount
of computation in network
training, high performance
computers are needed.

1. Cannot process long
time-series data;
2. There are problems of
gradient disappearance and
gradient explosion.

The first layer is “forget gate”, and its input is ht−1 and xt, mainly focusing on selec-
tively forgetting the information of ht−1. Through σ, a sigmoid activation function, the
output ft is the value within the interval of [0, 1]. “0” represents that the state is inactive
and all information is forgotten, while “1” represents the opposite. The sigmoid activation
function is shown in Figure 3a. The equation of the forget gate is as follows:

ft = σ
(

W f [ht−1, xt] + b f

)
(1)

where σ is the sigmoid activation function; xt is the input at time t; ht−1 is the output of the
time t−1; and Wf and bf are the weight and bias parameters of the forget gate, respectively.
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The second layer is “input gate”. It determines what information of the cell state needs
to retain. The input gate includes the sigmoid layer and tanh layer. The sigmoid layer
determines what information needs to be updated at the input gate. The tanh layer creates
a matrix to add to the cell state. The tanh activation function is shown in Figure 3b. The
input of the input gate is ht−1 and xt, so that the equation can be expressed as:

it = σ(Wi [ht− 1, xt] + bi) (2)

C̃t = tanh(WC[ht−1, xt] + bC) (3)

where Wi is the weight of sigmoid function in the input gate; bi is the bias parameter of
sigmoid function; WC is the weight of tanh function; bC is the bias parameter of the tanh
function.
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The third layer is “cell state”. It can update the cell state Ct−1 to the current cell state
Ct, which can be expressed as:

Ct = ftCt−1 + itC̃t (4)

The fourth layer is “out gate”. It influences the output of the current cell state. The
sigmoid function layer determines which parts should be updated. And the tanh function
can operate on the cell state Ct, so that tahn(Ct) ranges (−1, 1). Multiply the output of
the sigmoid function, then the part ht will be gotten. The output gate equation can be
expressed as:

ot = σ(Wo[ht−1, xt] + bo) (5)

ht= ot·tanh(Ct) (6)

where ot is the output gate; Wo and bo are the weight and the bias parameter, respectively;
ht is the output of the current cell state and the input of the next state as well.

Besides, Rectified Linear Unit (ReLU) is also a popular activation function, as shown
in Figure 3c.

2.2.3. Proposed Method
The Structure of GANomaly-LSTM

Based on the theories of the GANomaly and LSTM network, an anomaly detection
method for linear motor feeding system based on GANomaly-LSTM is proposed. As shown
in Figure 4, the GANomaly-LSTM network structure comprises three sub-networks: the
generation network, the reconstructed encoder network and the discriminant network.
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The first sub-network is the generative network, including encoder GE(x) and decoder
GD(Z). The encoder GE(x) structure is expressed in Figure 5. A three-layer LSTM is used to
extract time-series features of samples, and then a three-layer fully connected layer is used
to extract potential feature vectors. Three batch standardization layers and three rectifying
linear unit (ReLU) activation functions are used to optimize the output distribution of the
middle layer. The structures of decoder GD(Z) and encoder GE(x) are opposite. For the
input data x, the latent feature vector Z is obtained through the encoder GE(x), and then
the reconstructed data of x̂ is obtained through the decoder GD(Z).
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The second subnetwork is the reconstructed encoder network, and by re-encoding the
reconstructed data x̂, the latent feature vector Ẑ of the reconstructed data is obtained. In
this subnetwork, the structure of the reconstructed encoder E(x̂) is the same as GE(x).

The third sub-network is the discriminant network, which continuously narrows the
gap between the reconstructed data and the original input data by judging the original
input data x as true and the reconstructed data x̂ as false. Ideally, the reconstructed data is
no different from the original input data. By introducing the idea of adversarial training,
the generative and discriminant networks play games. On the one hand, it improves the
ability of the decoder to recover the input samples, and on the other hand, it enhances the
feature extraction ability of the encoder. The discriminator D(x, x̂) has the same structure
as GE(x).

Loss Function

In the generative network, the reconstruction error loss is defined as the gap between
the original input data and the reconstructed data.

Lcon =|x− x̂| (7)

where Lcon is the reconstruction error loss function of the generative network.
A feature matching error is set in the discriminant network for optimization in the

data feature layer.
Ladv =| f (x)− f (x̂)| (8)

where Ladv is the loss function of the discriminant network, and it specifically refers to the
loss of confrontation between the generation network and the discriminant network; f is
the transfer function of the model.

Ideally, for normal data, the difference between the latent eigenvector Ẑ of the recon-
structed data and the latent eigenvector Z is extra small. In order to quantify and optimize
this difference in the training phase, the error between latent feature vectors is introduced:

Lenc =
∣∣Z− Ẑ

∣∣ (9)

where Lenc is the loss function of the latent eigenvector error of the reconstructed data.
For the entire network model, the loss function can be expressed as:

Ltotal = ωadvLadv + ωconLcon + ωencLenc (10)

where ωadv, ωcon and ωenc represent the weights of Ladv, Lcon and Lenc, respectively.
The gradient descent method is a popular optimization algorithm in deep learning.

Its basic idea is to update the parameters along the opposite direction of the gradient of
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the loss function about the parameters as the search direction, so that the loss function
gradually decreases and finally reaches the minimum value. The gradient descent method
can be divided into fixed learning rate optimization algorithms (e.g., SGD, Momentum,
and NGA) and adaptive learning rate optimization algorithms (e.g., Adagrad, RMSprop,
and Adam) [43].

The Adam optimization algorithm adopts the adaptive learning rate and momentum
mechanism to determine the updated direction by considering the previous gradient and
the current gradient together, so that the function convergence process is more stable.
Moreover, the first-order moment estimation and second-order moment estimation of the
gradient can be used to dynamically adjust the learning rates of different parameters to
accelerate the convergence rate of the function, so as to obtain the global optimal parameters
with less iterations [44]. Therefore, the Adam optimization algorithm is selected to optimize
the model parameters in this paper.

Model Validation and Evaluation Criteria

After the training is complete, the model is validated using the test set. Firstly, the
generative network can generate reconstructed test samples. In order to obtain the similarity
between the potential feature vector Z of the first encoding and the potential feature
vector Ẑ of the second encoding, the gradient descent method Adam is chosen to update
continuously, and then the optimal potential feature vector will be obtained.

min
Ẑ E(Z, Ẑ) = 1− Simi(Z, Ẑ) (11)

where Simi is the similarity function and E is the error function.
Secondly, anomalies are detected using the gap between the latent feature vector after

the first encoding of the test sample and the latent feature vector of the reconstructed data
after the second encoding. The anomaly score A(X) of the test sample according to the loss
functions Lcon and Lenc. is calculated.

A(X) = λLcon+(1 − λ)Lenc (12)

where λ is the weight of the adjustment loss.
Finally, the specific score for judging abnormality is a(X i), and A(X) is controlled

between 0 and 1 by normalization processing. A threshold value ϕ is set, and once the
abnormal score a(X i) > ϕ of the test sample, the sample is judged as an abnormal sample.

a(X i) =
A(X i) − min(A(X))

max(A(X)) − min(A(X))
(13)

In this paper, AUROC, AUPRC, F1 score and accuracy are chosen as the performance
evaluation metrics of the proposed method. According to the actual classification and
predicted classification of the test samples, the samples can be divided into four types:
true positive (TP), true negative (TN), false positive (FP) and false negative (FN). Then the
formulas for calculating recall (R), precision (P), accuracy and F1 score can be expressed as:

R =
TP

TP + FN
(14)

P =
TP

TP + FP
(15)

accuracy =
TP + TN

TP + FN + FP + TN
(16)

F1 =
2RP

R + P
(17)
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AUROC is the area under the receiver operating characteristic (ROC) curve with false
positive rate (FPR) and true positive rates (TPR), respectively, as its abscissa and ordinate at
different threshold conditions. The value of AUROC usually ranges from 0.5 to 1. A larger
value indicates better model performance. AUPRC is the area under the precision recall
(PR) curve, consisting of the precision and recall rates at different threshold conditions.
Accuracy refers to the proportion of correctly predicted samples in all samples. The F1
score comprehensively considers the recall and precision, which is the harmonic mean of
the two.

2.3. Anomaly Detection Process

The abnormal detection process of the linear motor feeding system proposed in this
paper is displayed in Figure 6.
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Training phase:

• STEP1: The sensor collects relevant time-series signals in real time, and a sample
matrix X is constructed for the collected normal samples.

X =


x11 x12 · · · x1n
x21 x22 · · · x2n

...
...

. . .
...

xm1 xm2 · · · xmn

 (18)
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where m is the number of samples in a sequence, and n is the number of sensors.
• STEP2: The normal-sample matrix X is inputted into the encoder GE(x), then the

LSTM network extracts the time-series features, later the latent feature vector Z is
gained through three-layer fully connected layers, and lastly the reconstructed data
X̂ is obtained through the decoder GD(Z).

• STEP3: The discriminant network D(x, x̂) discriminates the normal samples X and
the reconstructed data samples X̂, and continuously narrows the gap between the two
during the confrontational training process.

• STEP4: The reconstructed data X̂ is inputted into the reconstructed encoder E(x̂) net-
work, and then the latent feature vector Ẑ is attained.

Test phase:

• STEP1: After the model training, the normal and abnormal samples are used to
construct the sample matrix X for testing. At this time, the discriminant network is no
longer used. In the testing stage, network model parameters are fixed and outputted
by training stage. The potential feature vector Z is obtained through GE(x), then the
reconstructed data X̂ is gained through GD(Z), and finally, the potential feature vector
of the reconstructed data Ẑ is garnered through E(x̂).

• STEP2: The anomaly score A(X) of the input sample X is computed according to the
loss functions Lcon and Lenc. The final anomaly score a(X i) is obtained by normaliz-
ing A(X).

• STEP3: It is determined whether the input sample is abnormal or not according to
the relationship between the abnormal score a(X i) and a certain threshold ϕ. If
a(X i) > ϕ, the input sample will be classified as an abnormal sample; otherwise it is
a normal sample.

3. Experimental Setup and Feature Extraction
3.1. Construction of Experimental Platform and Data Collection

In order to verify the validity of the proposed method, an experimental platform
for the linear motor feeding system is built, as presented in Figure 7 and Table 2. The
platform consists of an X-Y two-axis linkage linear motor feeding system, a YD623 tri-axial
accelerometer, a TL-1 signal conditioner, a USB-1608FS data acquisition card, a linear motor
feeding system controller, and a computer processing center. The changeable working
conditions of the experimental platform include feed speed, displacement and load, etc.
The vibration signals in three directions and three-phase current signals are collected by
setting different working conditions.
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Table 2. Numbers and names of acquisition devices.

Number Equipment Name

1 Computer processing center
2 Linear motor feeding system controller
3 Data acquisition card
4 Signal conditioner
5 Accelerometer
6 X-axis feeding system
7 Y-axis feeding system

In order to obtain the vibration signals and current signals of the linear motor feeding
system, the YD623 tri-axial accelerometer is fixed directly above the linear motor feeding
system, and the vibration signals are collected by the USB-1608FS data acquisition card.
The current sensor is located inside the system and connected to the computer via the
appropriate data line. The current signals are measured by the software Composer. In
this experiment, the sampling frequency is set to 50 kHz, and the sampling interval is
1 min. During the experiment, vibration signals in three directions are collected, and
only the signals in the vertical direction are used in the data processing. The vibration
signals of 2029 sampling points in the vertical direction are collected each time, and a
total of 1,623,200 data points are collected in 800 groups. The three-phase current signals
of 1533 sampling points are collected each time, and a total of 1,226,400 data points are
collected in 800 groups.

During the experiment, vibration signals collected each time are stored in CSV files,
and current signals are stored in MAT files. According to experimental conditions, each
CSV file and MAT file are stored in corresponding folders, respectively.

3.2. Design of Experimental Working Conditions and Description of Data Samples

In order to obtain comprehensive and diverse experimental samples, the vibration
signals and current signals of the linear motor feeding system under different operation
commands are collected in this experiment. The collected data is divided into 16 categories
according to the execution command parameters, and each category contains several time-
acceleration sequence data and time-current data. The experimental working conditions
for collecting the vibration and current signals in this experiment are shown in Table 3.
Figure 8a,b shows the vertical vibration signals and three-phase current signals which are
collected in working condition 5 under a displacement interval of How 420 mm.

In this experiment, 800 samples of each of the vibration signal and current signal are
collected. The dataset is divided into a 70% training set and 30% test set [45,46]. There are
560 samples in the training set, all of which are normal samples. The number of samples
in the test set is 240, which are divided into two parts equally. Part of them are directly
used as a normal sample for testing, and the other part are replaced with an abnormal
sample. However, the life cycle of the linear motor feeding system is very long, and the
probability of abnormality is small. Therefore, running to an abnormal state is an extremely
time-consuming experiment in order to perform abnormal testing to obtain abnormal data.
To overcome this difficulty, we introduce abnormal samples containing random amplitude
shock noise in random positions of vibration signals. The abnormal samples of the vibration
signal test set are shown in Figure 8c (the arrow position is the position where the noise is
introduced). In order to obtain abnormal samples of the current signals, we collected the
current signals of the missing phase. The abnormal samples of the current signals test set
are shown in Figure 8d.
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Table 3. Experimental working condition settings.

Number Load (kg) X/Y Axis Displacement
Interval (mm) Speed (mm/s)

1 No load X axis 60, 180, 300, 420 60
2 No load X axis 60, 180, 300, 420 80
3 No load X axis 60, 180, 300, 420 100
4 No load X axis 60, 180, 300, 420 120
5 No load Y axis 60, 180, 300, 420 60
6 No load Y axis 60, 180, 300, 420 80
7 No load Y axis 60, 180, 300, 420 100
8 No load Y axis 60, 180, 300, 420 120
9 No load X-Y axis linkage 60, 180, 300, 420 60
10 No load X-Y axis linkage 60, 180, 300, 420 80
11 No load X-Y axis linkage 60, 180, 300, 420 100
12 No load X-Y axis linkage 60, 180, 300, 420 120
13 Load 10 kg X axis 60, 180, 300, 420 60
14 Load 10 kg X axis 60, 180, 300, 420 80
15 Load 10 kg X axis 60, 180, 300, 420 100
16 Load 10 kg X axis 60, 180, 300, 420 120
17 Load 10 kg Y axis 60, 180, 300, 420 60
18 Load 10 kg Y axis 60, 180, 300, 420 80
19 Load 10 kg Y axis 60, 180, 300, 420 100
20 Load 10 kg Y axis 60, 180, 300, 420 120
21 Load 10 kg X-Y axis linkage 60, 180, 300, 420 60
22 Load 10 kg X-Y axis linkage 60, 180, 300, 420 80
23 Load 10 kg X-Y axis linkage 60, 180, 300, 420 100
24 Load 10 kg X-Y axis linkage 60, 180, 300, 420 120
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3.3. Experimental Environment and Model Parameters

This paper adopts PyTorch, a deep learning open-source framework, to construct the
neural network model, complete the training, and test the model. PyTorch is widely used
in computer vision, natural language processing and other fields.

The hardware environment of the computing deviceincludes a 4-core CPU Intel Xeon
E3-123lv3, with a clock speed of 3.4 GHz; the GPU is AMD Radeon VII, with a memory
capacity of 16 GB, and a memory speed of 4 Gbps and 3840 cores.

The Adam optimization algorithm is used in the training process, and the first-order
moment weight β1 = 0.6, while the second-order moment weight β2 = 0.999. Since the
GPU used in this experiment has enough video memory, the batch size used is 128, which
can speed up the operation speed and convergence speed, and reduce the parameter jitter
during training. Other model parameters are shown in Table 4.

Table 4. The parameters of the model.

Parameters ωadv ωcon ωenc λ Learning Rate

Value 1 1 0.5 0.8 0.0001

3.4. Signal Feature Extraction

In order to achieve a better abnormality detection effect of the linear motor feeding
system, the extracted features must be appropriately selected. There is a lot of high noise
and redundant information in the original data collected by sensors, which causes the
dimension problem. The method based on deep learning can solve the above issues very
well. An LSTM network is used to extract three effective time domain features from the
original vibration and current signals, namely, standard deviation, skewness and kurtosis.
After repeated experiments, it is found that these three statistical features are susceptible to
the abnormal changes in the vibration signals and current signals. Two hundred and forty
feature datasets are extracted from the vibration and current signal test sets, respectively.
Figure 9 shows three time-domain feature scatter plots of vibration signals and current
signals in working condition 5 under a displacement interval of 420 mm. The results show
that both the sample features of the vibration signals and the current signals can achieve
good classification. However, the sample feature aggregation effect of the current signals is
better than that of the vibration signal, and the classification effect is more pronounced.

Energies 2022, 15, x FOR PEER REVIEW 16 of 22 
 

 

  
(a) (b) 

Figure 9. The distribution scatters diagram of the three-time domain features in working condition 
5 under displacement interval 420 mm: (a) Feature distribution of vibration signals; (b) Feature dis-
tribution of the current signals. 

4. Analysis of Experimental Results 
To verify the performance of the proposed method, the performances under the fol-

lowing three different input conditions are compared. 
• Case1: Vibration data sample; 
• Case2: Current data sample; 
• Case3: Vibration and Current Composite Data Sample. 

Figure 10 exhibits the ROC curves of our method under different input conditions. It 
is obvious that the AUROC indicators under the three input conditions are above 90%, 
especially in Case2, which reaches 98.5%, the maximum value, compared to 94.6% and 
97.7% in the other two cases, an improvement of 3.9% and 0.8%, respectively. In order to 
further certify the accuracy of the comparison, we introduce the AUPRC indicator for 
comparison. The experimental results are shown in Table 5, and the change trends of the 
two indicators are generally consistent. For the AUPRC, it reaches 98.2% in Case2, com-
pared to 94.8% and 96.9% in the other two cases, an improvement of 3.4% and 1.3%, re-
spectively. Figure 11 is the histogram of normal and abnormal scores when the method in 
this paper uses current data samples alone. It can be seen that our model can distinguish 
normal and abnormal classes well. To further compare the accuracy of the models under 
the three input conditions, we calculated the precision score, recall score and F1 score un-
der the three input conditions. As shown in Figure 11, the dividing line between normal 
and abnormal scores is about 0.5, that is, the threshold φ = 0.5. Therefore, our model dis-
tinguishes samples with scores less than 0.5 as normal samples and otherwise abnormal. 
We set the threshold at 0.44, when the recall rate of abnormal samples is 1, to compare the 
scores under three input conditions. As can be seen from Table 6, the proposed method 
achieves the maximum values on the three metrics of Case2, which are 96.5%, 100%, and 
98.2%, respectively. 

The aforementioned experimental results reflect that the proposed method is a valid 
and feasible anomaly detection method for time-series data, and remarkable results are 
achieved under the above three input conditions. That is, the GANomaly-LSTM method 
has excellent effects on the identification of current phase missing and abnormal vibration 
of the linear motor feeding system. 

Figure 9. The distribution scatters diagram of the three-time domain features in working condition
5 under displacement interval 420 mm: (a) Feature distribution of vibration signals; (b) Feature
distribution of the current signals.
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4. Analysis of Experimental Results

To verify the performance of the proposed method, the performances under the
following three different input conditions are compared.

• Case1: Vibration data sample;
• Case2: Current data sample;
• Case3: Vibration and Current Composite Data Sample.

Figure 10 exhibits the ROC curves of our method under different input conditions.
It is obvious that the AUROC indicators under the three input conditions are above 90%,
especially in Case2, which reaches 98.5%, the maximum value, compared to 94.6% and
97.7% in the other two cases, an improvement of 3.9% and 0.8%, respectively. In order
to further certify the accuracy of the comparison, we introduce the AUPRC indicator for
comparison. The experimental results are shown in Table 5, and the change trends of
the two indicators are generally consistent. For the AUPRC, it reaches 98.2% in Case2,
compared to 94.8% and 96.9% in the other two cases, an improvement of 3.4% and 1.3%,
respectively. Figure 11 is the histogram of normal and abnormal scores when the method
in this paper uses current data samples alone. It can be seen that our model can distinguish
normal and abnormal classes well. To further compare the accuracy of the models under
the three input conditions, we calculated the precision score, recall score and F1 score
under the three input conditions. As shown in Figure 11, the dividing line between normal
and abnormal scores is about 0.5, that is, the threshold ϕ = 0.5. Therefore, our model
distinguishes samples with scores less than 0.5 as normal samples and otherwise abnormal.
We set the threshold at 0.44, when the recall rate of abnormal samples is 1, to compare the
scores under three input conditions. As can be seen from Table 6, the proposed method
achieves the maximum values on the three metrics of Case2, which are 96.5%, 100%, and
98.2%, respectively.
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Table 6. Evaluation results of our method under three input conditions (the threshold is set to 0.44).

Case Precision Recall F1

Case 1 0.921 0.953 0.937
Case 2 0.965 1.000 0.982
Case 3 0.943 0.984 0.963

The aforementioned experimental results reflect that the proposed method is a valid
and feasible anomaly detection method for time-series data, and remarkable results are
achieved under the above three input conditions. That is, the GANomaly-LSTM method
has excellent effects on the identification of current phase missing and abnormal vibration
of the linear motor feeding system.

To further test and verify the performance of the proposed method, we compared the
performances of the three methods under three input conditions. The other two methods are
GANomaly and GAN-AE. In order to ensure the effectiveness of the method comparison,
the parameter settings of these two methods are exactly the same as the proposed method.
The reasons for choosing these two methods to compare with the proposed method are:
(1) The network structures of these two methods are similar to that of the proposed method,
which is based on the extension of the GAN and adopts the structure of encoding-decoding-
encoding; (2) These two methods and the proposed method only use normal samples
during training, and use normal and abnormal samples during testing; (3) All three detect
anomalies by the difference between the latent features after two encodings. Therefore, it is
essential to choose these two methods to compare with our method.
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During training, Case1 uses 560 normal samples of vibration signals, Case2 uses
560 normal samples of current signals, and Case3 uses the training set of the first two. In the
testing process, Case1 uses the vibration signals of 120 normal samples and 120 abnormal
samples, Case2 uses the current signals of 120 normal samples and 120 abnormal samples,
and Case3 uses the test sets of the former two at the same time. Figure 12 shows the
ROC curves of the three methods under three input conditions. It can be seen that the
AUROC metric of the proposed method under the three input conditions is significantly
higher than the other two methods. It is shown in Table 7 that our method achieves
the optimal accuracy in the AUROC indicator under the three input conditions, and
achieves good performance in the task of abnormal detection of the running state of the
linear motor feeding system, showing tremendous advantages. Specifically, the AUROC
indicators of GANomaly are 87.3%, 88.1% and 87.5%, respectively, while GAN-AE performs
poorly, at only 72.8%, 83.2% and 82.2%, respectively. That is, the AUROC metrics of the
proposed method are 94.6%, 98.5% and 97.7%, which are 7.3%, 10.4% and 10.2% higher
than GANomaly. Figure 13 compares the experimental results of the three methods under
three input conditions in the form of histograms. It can be distinctly shown that all three
methods achieve the best results under the condition of Case2. Under Case2, we further
compare the average accuracy and detection time of the three methods, shown in Table 8,
the average accuracies of the proposed method, GANomaly, and GAN-AE achieves 98%,
86.4% and 82.5%; the detection times are 134 ms, 357 ms and 418 ms, respectively. Our
method has an average accuracy improvement of 11.6% and 15.5%, and a detection time
shortened by 223 ms and 284 ms, respectively, compared with the classical two methods.

Table 7. AUROC metrics for three methods under three input conditions.

AUROC Case1 Case2 Case3

GAN-AE 0.728 0.832 0.822
GANomaly 0.873 0.881 0.875
Our method 0.946 0.985 0.977

Table 8. Comparison of the average accuracy and detection time of the three methods when using
current data samples alone.

Case Average Accuracy Detection Time (ms)

GAN-AE 0.825 418
GANomaly 0.864 357
Our method 0.980 134

The above experimental results demonstrate that the proposed method achieves a
more pronounced improvement in detection accuracy, a shorter detection time and more
significant results. In general, the proposed method is highly effective for abnormal
detection of the running state of linear motor feeding systems, meeting the application
requirements in industrial production. This method solves the task of anomaly detection
in the absence of abnormal sample training, and has profound significance for improving
industrial production efficiency and equipment predictive maintenance.
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5. Conclusions

This paper proposes an anomaly detection method based on GANomaly-LSTM for
the running status of the linear motor feeding system. This method solves the problem
of anomaly detection in the linear motor feeding systems when there is no abnormal
sample and the sample timing is significant. This method compares the anomaly detection
performance of the model under three input conditions (vibration data sample, current
data sample, vibration and current combination data sample). The AUROC indexes are
94.6%, 98.5% and 97.7%, and the F1 scores are 93.7%, 98.2% and 96.3%, respectively. The
consequences show that the proposed method has favorable detection performances. In
addition, compared with GANomaly and GAN-AE, the proposed method improved the
average AUROC indicator by 9.3% and 17.5%, respectively, thus greatly enhancing the
anomaly detection accuracy. In sum, the GANomaly-LSTM method has excellent effects on
the identification of the current phase missing and abnormal vibration of the linear motor
feeding system. Due to the variety of abnormal conditions in the linear motor feeding
system and varying types of abnormal samples, the limitation of our method lies in the
need for retraining and retesting different types of samples. In addition, the applicability
of the method for other anomalies such as current single phase short circuit and voltage
anomalies needs to be further investigated. For future works, we expect to investigate
more data types such as torque and power along with the current and vibration signals
of the linear motor feeding system, and to compare the effects of different sample sizes
on detection accuracy to achieve more efficient and comprehensive anomaly detection. In
future research, we hope to realize further fault location based on anomaly detection to
achieve more accurate predictive maintenance.
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