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Abstract: The integration of Renewable Energy Resources (RERs) into Power Distribution Networks (PDN) has great significance in addressing power deficiency, economics and environmental concerns. Photovoltaic (PV) technology is one of the most popular RERs, because it is simple to install and has a lot of potential. Moreover, the realization of net metering concepts further attracted consumers to benefit from PVs; however, due to ineffective coordination and control of multiple PV systems, power distribution networks face large voltage deviation. To highlight real-time control, decentralized and distributed control schemes are exploited. In the decentralized scheme, each zone (having multiple PVs) is considered an agent. These agents have zonal control and inter-zonal coordination among them. For the distributed scheme, each PV inverter is viewed as an agent. Each agent coordinates individually with other agents to control the reactive power of the system. Multi-agent actor-critic (MAAC) based framework is used for real-time coordination and control between agents. In the MAAC, an action is created by the actor network, and its value is evaluated by the critic network. The proposed scheme minimizes power losses while controlling the reactive power of PVs. The proposed scheme also maintains the voltage in a certain range of ±5%. MAAC framework is applied to the PV integrated IEEE-33 test bus system. Results are examined in light of seasonal variation in PV output and time-changing loads. The results clearly indicate that a controllable voltage ratio of 0.6850 and 0.6508 is achieved for the decentralized and distributed control schemes, respectively. As a result, voltage out of control ratio is reduced to 0.0275 for the decentralized scheme and 0.0523 for the distributed control scheme.
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1. Introduction
1.1. General

Two main problems in the modern era are global warming and power shortages. The best power system is one that uses less energy and has less of an impact on the environment [1]. Renewable energy resources (REs) are widely used because they have a low cost of energy and great potential. Moreover, the realization of the net metering concept encourages users to install PVs. Installing a PV system allows consumers to contribute extra energy to the grid [2,3]. Due to the two-way power flow in net metering, the power distribution network (PDN) has been impacted by sudden voltage deviations. Power losses will rise as the voltage of the PDN deviates from the target range. An artificial intelligence-based framework is needed to keep the voltage of PDN within a predetermined range. Two distinct approaches, one based on reactive power and the other on real power, can be used to regulate the voltage of PDNs [4,5]. The three primary mechanisms in...
the actual power scheme are the on-load tap changer transformer (OLTC-transformer), battery storage system, and power curtailment. However, real power-based control is a completely ineffective strategy, because it is a time consuming process and also reduces power contribution by RERs in case of power curtailment. On the other hand, reactive power-based schemes use techniques like capacitor banks, static var compensators, and PV inverters [6,7]. PV inverter-based reactive power control is best among all these techniques, because no extra installation of devices is required. Moreover, PV inverters have decreased response times as compared to other approaches. Agents (PVs) can be set up under a variety of control structures, including centralized, decentralized, and distributed ones [8]. This study exploits both decentralized and distributed control schemes for the coordination and control of agents [9]. Agents (PV inverters) are grouped in a zonal layout in the decentralized scheme. Each zone contains several PV inverters, and the zone is regarded as an agent. In contrast, each PV inverter functions as an agent and collaborates with the other agents in a distributed control system [10,11]. To achieve real-time control and coordination among these PV inverters in a decentralized and distributed control scheme, a machine learning-based framework is required. Machine learning-based techniques are now widely used for real-time control and communication applications [12,13]. A reinforcement learning-based decentralized multi-agent actor-critic (MAAC) algorithm is used for the modeling of agents. The actor network of each zone performs a specific action, and the critic network produces a specific quality value generally named as Q-value for the action. The Q-value determines the performance of an action, and all actions are analyzed on the base of the Q-value. An action that has a maximal Q-value is considered the optimal action [14,15].

Different methods have been employed in the past to control the voltage of PDN. The authors of [16] suggested a swarm optimization-based control scheme for multiple wind farms installed in PDN. The swarm optimization-based control did not achieve real-time control and coordination. The authors of [17,18] control the voltage of the PDN using capacitor banks where the switching of capacitor banks regulates reactive power; however, switching capacitor banks in real-time is an issue. Grid-connected PV inverter-based techniques have been suggested by the author of the paper [19] but are insufficient to control multiple PV inverters. The author in [20,21] evaluated multi-grid system control using deep reinforcement learning (DRL). Multiple grids are modeled in the DRL algorithm. All the grids communicate with each other to meet the load demand. The system is lacking the latest deep learning algorithms due to which optimal results cannot be achieved. Q-learning-based OLTC control is presented by the author. Different OLTC-transformers are modeled in the DRL algorithm. Each transformer performs a specific action and received a Q-value for that action [22,23]. Actions that have a maximal Q-value are considered the best actions [24]; however, switching transformers is a time-consuming process and cannot produce the required results. The authors of [25] proposed a centralized approach to power curtailment and a PV inverter-based control scheme; however, power curtailment is not an effective solution. A flexible, alternating current transmission system (FACTS) devices-based approach is proposed in [26] where the voltage is controlled by FACTS devices. This technique mentions the processing time but does not have adequate control. The authors suggested a dispersed customer resources-based approach for voltage control. Voltage is controlled at the point of connection through specific voltage regulators [27,28]. In the paper, a matrix-based nodal voltage control scheme is depicted, but it is not an efficient scheme for real-time control [29].

1.2. Research Contribution

Prior research suggests that the PV inverter-based technique is superior to alternative reactive power-based control approaches since it does not require additional installation of power devices. In addition, compared to conventional control systems, the PV inverter offers a quicker response time, better and longer life, and no power losses. However, controlling and coordinating all these PV inverters in real-time within the power distribution
network (PDN) are difficult tasks. The proposed work offers a multi-agent actor-critic framework that would allow for real-time control and coordination agents (PV inverters). Agents (PV inverters) in MAAC are formulated as actor and critic networks where the actor is a policy network while the critic is a value network. Agents (PV inverters) are organized in a distributed and decentralized scheme. In the suggested scheme, time-changing loads and PVs are integrated into the IEEE-33 bus system. All of the PV inverters are modeled using the MAAC framework, and each PV system has its own individual PV inverter. In order to keep the PDN voltage within a certain range and reduce power losses, all the agents effectively communicate and work together. By keeping the voltage within a certain range of the proposed framework, the multi-agent actor-critic (MAAC) algorithm minimizes power losses. A better voltage controllable ratio is also achieved by the suggested scheme.

To sum up, the proposed framework realizes the following remarkable features:
- Artificial Intelligence-based control and coordination;
- Provision of improved voltage controllable ratios;
- Realizes effective communication that leads to achieving minimum power losses;
- System achieves a 65% voltage controllable ratio;
- Uncontrollable voltage ratio is reduced to 0.0275.

In Section 2, decentralized and distributed control schemes are presented. The proposed framework is discussed in Section 3. The response of the framework is given in Section 4 in detail. Lastly, the paper is concluded in Section 5.

2. Decentralized and Distributed Control Scheme

All the agents (PV inverters) of the power distribution network are arranged in two different schemes. Decentralized and distributed schemes for PV inverters are discussed in this section.

2.1. Decentralized Control Scheme

Agents (PV inverters) are divided into various zones in a decentralized power distribution network. PV inverters in a zone cooperate with one another to increase the overall reward of the zone. Interzonal coordination and zonal control are attractive features of this system. The decentralized design of power distribution networks is shown in Figure 1. Each PV inverter has an actor network that creates an action and a critic network that assesses the effectiveness of the action. The actions of every PV in a zone are interdependent and increase the overall reward of the zone. To maximize the reward function of the entire network, different zones collaborate.

![Figure 1. Decentralized Control Scheme.](image)

2.2. Distributed Control Scheme

In a distributed control system, each PV inverter is designed in a way that allows it to control itself and work together with other agents. Each agent has an actor network and a critic network, and the actor network produces action while the critic network evaluates it. Each agent collaborates with other agents to keep the voltage of the distribution network...
within a specific range while controlling its reactive power in accordance with the actual power generation of PVs. The PDN distribution control strategy is depicted in Figure 2.

![Figure 2. Distributed Control Scheme.](image)

### 3. Proposed Framework

The multi-agent actor-critic-based framework is used to control and coordinate multiple agents (PV inverters) in real-time. MAAC is divided into actor and critic networks. In this section, the proposed framework is covered in detail.

#### 3.1. Policy Function

Policy function is a technique of reinforcement learning in which the best policy is analyzed based on the objective function $J(\theta) = E_{s\sim p^\pi, a\sim \pi_\theta}[R]$. It seeks to address the problem of continuous action space rather than producing value, and its value is updated using Equation (1)

$$\nabla_\theta J(\theta) = E_{s\sim p^\pi, a\sim \pi_\theta}[\nabla_\theta \log \pi_\theta(a \mid s)Q^\pi(s, a)]$$  

where $\nabla_\theta$ is the policy gradient and $J(\theta)$ is the objective function of the network.

#### 3.2. Value Function

$Q(s, a)$ is the action-value function of $q_\pi(s, a)$ or $q_+(s, a)$. $Q^\pi(s, a)$ is the reward of an action taken in the state $s$ following the policy $\pi$ used in Q-learning algorithms. The Equation (2) gives the Q-value of a state-action pair.

$$Q^\pi(s, a) = E_{s'\sim r(s, a)}[r(s, a) + rE_{a'\sim \pi}[Q^\pi(s', a')]]$$  

where $r(s, a)$ is the expected immediate reward while $Q^\pi(s', a')$ is the Q-value of the next state.

Equation (3) represents the loss function between the targeted and predicted value.

$$\zeta(\theta) = E_{s,a,r,s'}[(Q^\pi(s, a\mid \theta) - y)^2]$$  

In the loss function, $y$ represent the targeted value, and its value is calculated by Equation (4).

$$y = r + \gamma \max_{a'}Q^\pi(s', a'|\theta')$$  

where $Q^\pi$ stands for targeted action value.

#### 3.3. Multi Agent Actor Critic

The basic framework for the control schemes is MAAC. In the MAAC framework, different agents collaborate with each other to maximize the reward of the environment. Equation (5) gives a loss

$$\ell_{Q(\varphi)} = \sum_{i=1}^{N} E_{(o,a,s,a')\sim D}[\left(Q^\varphi_i(o, a) - y_i\right)^2]$$
where
\[ y = r_i + \gamma E_{d' \sim \pi_{\bar{\theta}(d')}} \left[ Q_{\phi_i}(o', a') - \alpha \log(\pi_{\bar{\theta}_i}(a'_i | o'_i)) \right] \] (6)

The policy gradient is calculated using Equation (7).
\[ \nabla_{\theta_i} J(\pi_{\theta_i}) = E_{o \sim D, a \sim \pi_{\theta_i}} \left[ \nabla_{\theta_i} \log(\pi_{\theta_i}(a_i | o_i)) \right. 
\left. - \alpha \log(\pi_{\theta_i}(a_i | o_i)) + Q_{\phi_i}(o, a) - b(o, a \neq i) \right] \] (7)

where \( a \neq i \) denotes all agents except \( a_i \).

3.4. Algorithm of Multi-Agent Actor Critic

This section explain the multi agent actor critic algorithm in detail. All the agents and reply buffer is randomly initialized. Then actor and critic networks are modeled and parameters are set accordingly. Below the Algorithm 1 is explain in detail.

Algorithm 1: Multi-Agent Actor Critic.

Randomly Initialize \( N \) agents
Initialize reply buffer \( D \)
for episode one to the maximum episode do
  Reset network environment, get initial observation
  for step = 1 to \( t_{\text{max}} \) do
    Each agent selects the action \( a_i \sim \pi_{\phi_i}(a_i | o_i) \)
    Execute the action and get new observations \( o' \) and the reward \( r \) from the environment
    Store transition to reply buffer \((x, a, r, x')\)
  end for
  for agent \( I = 1 \) to \( N \) do
    Sample mini batch from the buffer
    Update critic
    Update actor
  end for
  Update target network parameters of each agent
  \[ \tilde{\phi} = k\phi + (1-k)\phi \]
  \[ \tilde{\theta} = k\theta + (1-k)\theta \]
end for

3.5. Update Actor and Critic Network

The actor and critics network are updated at each step. Initially an actor take and action and critics network return the Q-value. The value get stored in reply buffer and the actor network produce next action. In this way the actor and critic networks are updated. The detail steps of Algorithm 2 are explained below.

Algorithm 2: Actor and Critic Network.

Function: UPDATE CRITIC
Sample Mini batch \((x, a, r, x')\)
Calculate \( Q_{\phi}(x, a) \) and \( Q_{\theta}(x', a') \) by the target network
\[ I_{\phi}(Q_{\phi}) = \frac{N}{\sum_{i=1}^{N} E_{(x,a,x',a') \sim D}[\frac{1}{2}(Q_{\phi}(x, a) - y)^2]} \]
Calculate \( \nabla_{\phi} I_{\phi}(Q_{\phi}) \) and update critic using Adam optimizer
End Function.

Function: UPDATE CRITIC
Calculate \( a_i \sim \pi_{\phi_i}(a_i | o_i) \) for each agent
\[ \nabla_{\phi_i} J(\pi_{\phi_i}) = \nabla_{\phi_i} \log \pi_{\phi_i}(a_i | o_i)(Q_{\phi}(x, a) - b(x, a \neq i)) \]
Update \( \theta \) using Adam optimizer
End Function
3.6. Flow Chart

The flowchart of the proposed work is discussed in this section. The power distribution network is integrated with time changing PVs and loads. The PV systems are modeled in a decentralized and distributed control scheme. All the PV inverters are formulated in MAAC algorithm. The results are generated at the end. Figure 3 shows a flow chart of the proposed work.

Figure 3. Flow chart of the proposed work.

4. Results and Discussion

System models and real and reactive powers of integrated PVs are briefly explained in this section. Moreover, line losses and voltage deviations of PV integrated IEEE-33 are discussed in detail. Results for the summer and winter seasons are examined, taking into account how load and PV output alters with the seasons. PVs produce less power in the winter because of lower solar radiation and a lower clearness index.

The adopted network topology is initially described before evaluating the outcomes. The generation of active and reactive electricity by PVs is then observed. Later, all the buses’ voltage deviations and line losses are noted. The comparison of the decentralized and distributed frameworks is seen at the end.

4.1. Network Topology

The model of power distribution network (considered system) is shown in Figure 4. The network has the PVs installed in various locations. The distribution network has the number of buses that can be denoted as \( B_n = \{1, 2, \ldots, N\} \), and all nodes that are depicted are denoted as \( B_e = \{1, 2, \ldots, N\} \). The complex, real, and reactive powers are given by the following equations: Equation (8) defines the complex power of the network.

\[
s_j = p_i + j q_i
\]  
(8)
Real and reactive powers are given through Equations (9) and (10).

\[
p_{PV}^i - p_{L}^i = v_i^2 \sum_{j \in B_i} g_{ij} - v_i \sum_{j \in B_i} v_j (g_{ij} \cos \theta_{ij} + b_{ij} \sin \theta_{ij}) \quad \forall i \in B \setminus \{0\} \tag{9}
\]

\[
q_{PV}^i - q_{L}^i = v_i^2 \sum_{j \in B_i} b_{ij} - v_i \sum_{j \in B_i} v_j (g_{ij} \cos \theta_{ij} + b_{ij} \sin \theta_{ij}) \quad \forall i \in B \setminus \{0\} \tag{10}
\]

\(p_{PV}^i\) and \(q_{PV}^i\) are the active and reactive powers of PV on bus \(i\), and buses without PVs have zero value of real and reactive power. \(p_{L}^i\) and \(q_{L}^i\) are the values of load installed at bus \(i\), and its value will be zero in case of no load. A safe range of voltage deviation exists between 0.95 p.u \(\leq\) \(v_i\) \(\leq\) 1.05 p.u, \(\forall i \in B \setminus \{0\}\).

The IEEE-33 bus is modified by the integration of loads and PVs. The rated voltage of the network is 12.66 kV, \(P_{maxL}\) 3.5 MW, and \(P_{maxPV}\) is 8.75 MW. The network has 32 loads and 6 PV arrays installed at various buses. The power production of PVs in real-time is measured for the time of one year. The power production of PVs varies with the time step of 15 minutes for the whole year. In this way, different power productions can be achieved for the winter and summer seasons.

4.2. Active Power of Integrated PVs

In this section, the active power of every PV in a decentralized and distributed control architecture is discussed. The active power generation by integrated PVs is the same for both schemes. Additionally, the power output of PVs is examined for both the summer and the winter. PV-5 and PV-6, with a production of 0.0532 MW, offer the lowest output for the summer. On the other hand, PV-4 generates the most active power, at a value of 0.5191 MW. PV-5 and PV-6 produce the least amount of active power during the winter, 0.0226 MW. PV-4’s highest active power output during the winter is 0.3194 MW. Figure 5 displays the average active power generation across all PVs.

Table 1 provides a brief overview of the PVs’ active power production. In the summer, integrated PVs generate 1.6361 MW of active power collectively, while in the winter, this number is reduced to 0.9292 MW.

4.3. Reactive Power of Integrated PVs

The reactive power production for the decentralized and distributed control scheme is different. For the summer season in a decentralized control scheme, PV-2 produces the maximum amount of reactive power. Reactive power production by PV-2 is 0.7202 MVAR. PV-3 and PV-4 produce negative reactive powers that shows reactive power is absorbed by these PVs. During the winter season, PV-2 produces the maximum amount of reactive power with a value of 0.8119 MVAR. PVs generates negative reactive power, and PV-4 generates the least amount of reactive power with a value of 0.0090 MVAR. Reactive power...
generation for the summer is collectively 0.9193 MVAR and for the winter, the value is 1.4177 MVAR. Figure 6 and Table 2 depicted the reactive power of PVs for the summer season.

Figure 5. Active Power Production of Integrated PVs.
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The reactive power production for the decentralized and distributed control scheme is different. For the summer season in a decentralized control scheme, PV-2 produces the maximum amount of reactive power. Reactive power production by PV-2 is 0.7202 MVAR. PV-3 and PV-4 produce negative reactive powers that shows reactive power is absorbed by these PVs. During the winter season, PV-2 produces the maximum amount of reactive power with a value of 0.8119 MVAR. PVs generates negative reactive power, and PV-4 generates the least amount of reactive power with a value of 0.0090 MVAR. Reactive power generation for the summer is collectively 0.9193 MVAR and for the winter, the value is 1.4177 MVAR. Figure 6 and Table 2 depicted the reactive power of PVs for the summer season.

Table 2. Average reactive power of PVs in decentralized control scheme.

<table>
<thead>
<tr>
<th>Reactive Power (MVAR)</th>
<th>PV-1</th>
<th>PV-2</th>
<th>PV-3</th>
<th>PV-4</th>
<th>PV-5</th>
<th>PV-6</th>
<th>Total (MVAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer</td>
<td>0.1198</td>
<td>0.7202</td>
<td>−0.1307</td>
<td>−0.1253</td>
<td>0.1993</td>
<td>0.1360</td>
<td>0.9193</td>
</tr>
<tr>
<td>Winter</td>
<td>0.3390</td>
<td>0.8119</td>
<td>−0.0814</td>
<td>0.0090</td>
<td>0.2071</td>
<td>0.1321</td>
<td>1.4177</td>
</tr>
</tbody>
</table>

Figure 6. Reactive Power of Integrated PVs in Decentralized Control Scheme.

Reactive power generation in a distributed control scheme is different from the decentralized control scheme. Figure 7 and Table 3 show the reactive power of PVs for the winter season. For the summer season in a distributed control scheme, PV-2 produces
the maximum amount of reactive power of 0.0438 MVAR. PV-3 and PV-4 have negative reactive power, which means that PV inverters absorb reactive power. PV-5 produced the least amount of reactive power with a value of 0.0874 MVAR. During the winter, PV-1 generated a maximum reactive power value of 0.3474 MVAR. PV-3 absorbed the reactive power, and PV-4 produced the least amount of reactive power with a value of 0.0095 MVAR. All the integrated PVs collectively produce 0.7866 MVAR and 0.6771 MVAR for summer and winter, respectively.

Figure 7. Reactive Power of Integrated PVs in Distributed Control Scheme.

Table 3. Average reactive power of PVs in distributed control scheme.

<table>
<thead>
<tr>
<th>Reactive Power (MVAR)</th>
<th>PV-1</th>
<th>PV-2</th>
<th>PV-3</th>
<th>PV-4</th>
<th>PV-5</th>
<th>PV-6</th>
<th>Total (MVAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summer</td>
<td>0.4125</td>
<td>0.4834</td>
<td>−0.0133</td>
<td>−0.3231</td>
<td>0.0874</td>
<td>0.1393</td>
<td>0.7866</td>
</tr>
<tr>
<td>Winter</td>
<td>0.3474</td>
<td>0.2558</td>
<td>−0.0208</td>
<td>0.0095</td>
<td>0.0194</td>
<td>0.0658</td>
<td>0.6771</td>
</tr>
</tbody>
</table>

4.4. Voltage of IEEE-33 Bus System

The voltage of the IEEE-33 bus system in a decentralized and distributed control scheme is discussed in the section. In a decentralized control scheme, voltage fluctuation for the winter and summer is almost the same as shown in Figure 8. The voltage of the network remained within the safe range of ±5%. As shown in Figure 1, the voltage of the network remained within the safe range of 0.95–1.05 p.u.

In the distributed control scheme, voltage fluctuation is less in the winter season as compared to the summer season. During the summer season, the IEEE-33 bus system has large voltage fluctuations. However, for both summer and winter seasons, the voltage remains within the safe range of ±5%. The voltage of all 33 buses is shown in Figure 9.

4.5. Losses of IEEE-33 Bus System

Line losses of the IEEE-33 bus system for summer and winter are discussed in the following section. In the decentralized control scheme, the sum of system losses for the summer season is 0.1345 MW. For the winter season, the value of line losses is 0.1288 MW, which is less than the summer season. Figure 10 shows the line losses of the IEEE-33 bus system for the summer season.

In the distributed control scheme, the values of power losses are different than in the decentralized control scheme. For the summer season, the value of system losses is 0.1291 MW. In the distributed control scheme, the value of losses is reduced to 0.0488 MW for the winter season. Power losses for the duration of winter are depicted in Figure 11.
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4.6. Comparison of Decentralized and Distributed Control Scheme

In this section, our work is compared with the most recent methods given in the literature. Since the load and PV output varies with the seasons, the results are evaluated for both the summer and winter seasons. In comparison to the existing system, the proposed framework achieves better voltage stability and controllable ratios. In comparison to the existing scheme, power losses and voltage deviation are also reduced.

Results for the summer duration are discussed in Table 4. In the decentralized control scheme, the voltage remains at 0.9980 p.u which is better compared to the distributed control scheme voltage of 0.9972 p.u. Line losses for the decentralized control scheme are 0.1345 MW which is higher than the distributed control scheme of 0.1291 MW. In the decentralized control scheme, the system faces less voltage deviation of the ratio of 0.1362, which is much less than that of the distributed control scheme of 0.01516. Better voltage control is achieved in a decentralized control scheme of 0.6850 as compared to distributed scheme of 0.6508. The value of out-of-control voltage is decreased in the decentralized control scheme (0.0275 p.u) as compared to the distributed control scheme of 0.0523.

By analyzing the following results, it can be concluded that a decentralized control scheme is better than distributed control scheme for the summer season. Decentralized control schemes have less voltage deviation and greater voltage control.
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Table 4. Results of Algorithm for summer season.

<table>
<thead>
<tr>
<th>System (Algorithm)</th>
<th>Voltage (p.u)</th>
<th>Line Losses (MW)</th>
<th>Average Voltage Deviation Ratio</th>
<th>Mean Test Voltage Controllable Ratio</th>
<th>Mean Test Voltage Out of Control Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decentralized</td>
<td>0.9980</td>
<td>0.1345</td>
<td>0.01362</td>
<td>0.6850</td>
<td>0.0275</td>
</tr>
<tr>
<td>Distributed</td>
<td>0.9972</td>
<td>0.1291</td>
<td>0.01516</td>
<td>0.6508</td>
<td>0.0523</td>
</tr>
</tbody>
</table>

By analyzing the following results, it can be concluded that a decentralized control scheme is better than distributed control scheme for the summer season. Decentralized control schemes have less voltage deviation and greater voltage control.

Table 5 compare the results of the decentralized and distributed control scheme for the winter season. The decentralized control scheme has a voltage of 1.003 p.u which is good compared to the distributed control scheme of 0.9949 p.u. Line losses in distributed control schemes are much less than that of a decentralized control scheme. Line losses for decentralized control schemes are 0.1288 MW and in distributed control schemes these losses are reduced to 0.0488 MW. Voltage deviation, voltage controllable ratio and voltage out-of-control ratios are the same for both the winter and summer seasons.
Table 5. Results of Algorithm for winter season.

<table>
<thead>
<tr>
<th>System (Algorithm)</th>
<th>Voltage (p.u)</th>
<th>Line Losses (MW)</th>
<th>Average Voltage Deviation Ratio</th>
<th>Mean Test Voltage Controllable Ratio</th>
<th>Mean Test Voltage Out of Control Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decentralized</td>
<td>1.003</td>
<td>0.1288</td>
<td>0.01362</td>
<td>0.6850</td>
<td>0.0275</td>
</tr>
<tr>
<td>Distributed</td>
<td>0.9949</td>
<td>0.0488</td>
<td>0.01516</td>
<td>0.6508</td>
<td>0.0523</td>
</tr>
</tbody>
</table>

5. Conclusions

A multi-agent actor critic based algorithm achieved the best control and coordination of PV inverters arranged in decentralized and distributed control scheme. As a whole, decentralized control schemes achieve better results as compared to distributed control schemes. Voltage and power losses vary for the summer and winter duration. All the PV inverters in the power distribution network produce or absorb the reactive power according to the requirement to maintain the voltage of the distribution network in a certain range of ±5%.

The actor network of each PV inverter produces reactive power and critic networks to analyze the performance of actors and generate a Q-value. The actor networks of PV inverters change their actions based on these Q-values. The value of actions changes until the maximum Q-value is achieved. The proposed framework achieves a better voltage controllable ratio of 0.6850 and 0.6508 for the decentralized and distributed control schemes, respectively. The voltage out-of-control ratio is minimized up to the value of 0.275 for the decentralized scheme while maintaining a value of 0.0523 for the distributed control scheme. Moreover, the system achieves voltage control within a certain range of 0.95–1.05 p.u and also minimizes the power losses exploiting the proposed scheme.

Future work can focus on implementing new algorithms for the control and coordination of agents. There is no control scheme for the voltage of hybrid power systems like wind and PV. Future work could be done by developing artificial intelligence-based control for a hybrid system.
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