A Novel Model-Free Predictive Control for T-Type Three-Level Grid-Tied Inverters
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Abstract: The model-free predictive control (MFPC) scheme is an effective scheme to enhance the parameter robustness of model predictive control. However, the MFPC scheme can be affected by the current gradient updating frequency. This paper proposes an improved MFPC scheme for a T-type three-level inverter. First, a novel current gradient updating method is designed to estimate all current gradients per control period, which uses the current gradient relationship between different voltage vectors and eliminates the effect of current gradients updating stagnation. Moreover, a sector judgment method based on the current gradient is proposed. Redundant small vectors are accurately judged and the computational burden is greatly reduced. Finally, simulation and experimental comparisons on a T-type three-level inverter verify the effectiveness of the proposed MFPC scheme.
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1. Introduction

In recent years, grid-tied inverters, including two-level grid-tied inverters and multi-level grid-tied inverters, have been widely applied in various new energy generation systems, such as wind power generation systems [1] and photovoltaic power generation systems [2]. As the crucial interface between renewable energy generation systems and the grid, the grid-tied inverters are needed to meet the various requirements with better steady-state performance, faster dynamic performance, higher reliability, and so on [3,4]. Although two-level inverters are commonly used because of their flexible control and reliable operation, they also have some problems such as high harmonics. Compared to two-level inverters, multi-level inverters have many advantages. Among them, the T-type three-level inverter has been studied by many scholars because of its advantages of low output harmonic, low switching loss, and high efficiency [5,6].

With the increasing application of T-type three-level inverters, various control schemes have also been developed. In particular, model predictive control (MPC) schemes have been studied in T-type three-level inverters, with the advantages of high-speed response, comprehensive control schemes, and multi-objective control ability [7–9]. However, the control performance of MPC schemes mainly depends upon the accuracy of model parameters [10]. Many methods have been designed to improve the parameter robustness of MPC. System parameters are identified online to reduce parameter errors [11–13]. The disturbances generated by inaccurate parameters are calculated and compensated in the prediction [14,15]. In these studies, it is essential to tune parameters in different observers, which increases the calculation burden in traditional processors. Moreover, an MPC based on sum of squares optimization has been developed in [16], which improves output performance by formulating the largest possible region of attraction for the considered equilibrium point.
and guaranteeing the stability of the Lyapunov function. Recently, model-free predictive control (MFPC) has been reported to overcome this challenge by providing robust and accurate state predictions without a complete model of the system.

Various MFPC schemes have been reported based on the ultra-local model [17,18], the auto-regressive with exogenous input (ARX) model [19], and the look-up table (LUT) [20–31]. The model-free predictive control (MFPC) scheme based on LUT was firstly introduced in [20] for permanent magnet synchronous motor (PMSM) drives, which is a computationally light yet very effective scheme. This scheme uses the current gradient of each voltage vector to predict currents. However, the current gradients of remaining voltage vectors keep the old values, which is considered as the current gradient updating stagnation effect. In the most serious case, the long-term stagnation effect can affect the stability of the control system.

To improve the updating frequency of current gradients, an MFPC scheme based on minimum updating frequency is proposed to update each gradient within the specified time [21]. The implementation process is that, if a voltage vector is not used in the past predefined frequency, it will be forcibly used in the next period and its current gradient will be updated. However, this updating method [21] affects the control performance since the non-optimal voltage vector is used frequently. In [22,23], the remaining current gradients are estimated according to the updated current gradients of the used voltage vector in the past three times. This method is effective only when the voltage vectors of the past three consecutive periods are different from each other; otherwise, the update can stagnate. In [24], the current gradients of all unused voltage vectors are estimated by using the current gradient relationship between different voltage vectors. Nevertheless, the updating can be affected when the applied vectors are the same for two consecutive periods. In [25–29], multi-vector MFPC is studied, in which two or three current gradients of the two or three applied voltage vectors are updated by using multiple adaptive sampling points. Although the updated number of current gradients increases with the increase in the number of applied voltage vectors, the stagnation effect still exists. The MFPC scheme is used in the three-level inverter-fed interior PMSM system [30], and all the current gradients are divided into seven categories. Each type of current gradient is updated according to the amplitude relationship of the corresponding voltage vector. However, among the 27 current gradients corresponding to the 27 voltage vectors of the three-level inverter system, up to six current gradients can be updated. In [31], the extended adjacent state scheme is used to reduce the possible number of remaining gradients, then the measured current gradient is used to update the remaining current gradients.

The stagnation effect becomes more obvious as the number of voltage vectors increases when the MFPC scheme is used in a T-type three-level grid-tied inverter system. To enhance the parameter robustness of predictive control, eliminate the current gradient updating stagnation effect, and improve the efficiency of voltage vector optimization, this paper proposes an improved MFPC scheme. The main contributions are shown below.

1. A simplified look-up table (LUT) is designed. The redundant vector formed by two or three voltage vectors is considered as one corresponding current gradient. Hence, the number of LUTs decreased from 27 to 19.
2. A novel current gradient updating method is proposed to eliminate the stagnation effect caused by the conventional updating method. The current gradient relationship between different voltage vectors is derived, so all the current gradients can be estimated in each period.
3. A sector judgment method based on the current gradient is proposed. The proposed judgment method avoids using mathematical models to calculate the reference voltage. Hence, the number of candidate voltage vectors is reduced from 27 to 3, and the calculation speed is greatly improved.

The contents of this paper are organized as follows. In Section 2, the topology, vectors, and conventional MPC scheme are reviewed. In Section 3, the proposed scheme is
introduced in detail. In Section 4, the proposed MFPC scheme is validated. In Section 5, the conclusion is given.

2. Conventional MPC Scheme

2.1. Topology and Voltage Vectors

The topology of the T-type three-level grid-tied inverter studied in this paper is shown in Figure 1, where \( u_{dc} \) is the dc-link voltage, and \( C_1 \) and \( C_2 \) are the upper and lower dc-link capacitors, respectively. \( O \) is the neutral point of dc-link capacitors and the zero-potential reference point. \( i_{c1} \) and \( i_{c2} \) are the current of \( C_1 \) and \( C_2 \), respectively. \( i_g \) is the output current. It can be seen from Figure 1 that each T-type three-level inverter bridge arm contains four switching tubes, which are \( S_1 \sim S_4 \). There are three switching modes, including \( P \), \( O \), and \( N \) modes, based on the different switching combinations. All bridge arms share the neutral point of dc-link capacitors.

There are 27 voltage vectors that can be generated by a three-phase three-level inverter, as shown in Figure 2. The specific positions in Figure 2 corresponding to multiple space vectors are called redundant vectors, whose output characteristics are equivalent. According to the amplitude of the voltage vector, the 27 switching states can be divided into a zero vector (\( PPP, OOO, NNN \)), small vector (\( POO, PPO, OPO, OPP, OOP, ONN, OON, NON, NOO, NNO, ONO \)), medium vector (\( PON, OPN, NPO, NOP, ONP, PNO \)), and large vector (\( PNN, PPN, NPP, NNP, NNP, PNP \)).

![Figure 1. Topology of the T-type three-level grid-tied inverter.](image1)

![Figure 2. Basic voltage vectors of the three-level three-phase inverter.](image2)
2.2. Conventional Predictive Model

The principle of the conventional MPC scheme has been studied in many papers. Firstly, the mathematical model based on the LR-filtered three-level inverter connecting to grids in the α-β coordinate system can be expressed as

\[
\frac{d\xi}{dt} = u_x - R i_g - e_g
\]  

(1)

where \( u_x = [u_{x\alpha}, u_{x\beta}]^T \), \( i_g = [i_{g\alpha}, i_{g\beta}]^T \), and \( e_g = [e_{g\alpha}, e_{g\beta}]^T \) represent the output voltage vectors of the inverter, output current vectors, and grid voltage vectors, respectively. \( L \) represents the filter inductance and \( R \) represents the stray resistance.

The discrete model of the inverter can be expressed as

\[
i_g(k + 1) = i_g(k) + \frac{T_s}{L} [u_x(k) - R i_g(k) - e_g(k)]
\]

(2)

where \( T_s \) is the control period.

The voltage vector selected in the last control period can be used to calculate the prediction current \( i_g(k + 1) \) by (2). Then, all the voltage vectors shown in Figure 2 can be further used to calculate prediction currents \( i_{g\alpha}(k + 2) \) by (3).

\[
i_{g\alpha}(k + 2) = \left( 1 - \frac{R T_s}{L} \right) i_g(k + 1) + \frac{T_s}{L} [u_x(k + 1) - e_g(k + 1)]
\]

(3)

Finally, to evaluate the control performance of each voltage vector, a cost function shown in (4) is defined. The voltage vector that minimizes the cost function is used as the optimal vector and applied to the next control period.

\[
G_x = \left( i_{ref}(k + 2) - i_{g\alpha}(k + 2) \right)^2
\]

(4)

where \( i_{ref}(k + 2) \) are the reference currents.

In a three-level inverter control system, in addition to the output current, the neutral point voltage needs to be controlled. To avoid the design of weighting factor values when multiple control targets exist, MPC schemes without weighting factors have been proposed. In the MPC scheme without weighting factors, the P-type small vectors (POO, PPO, OPO, OPP, OOP) are considered as candidate vectors when the capacitor voltage \( u_{c1} \geq u_{c2} \), and the N-type small vectors (ONN, OON, NON, NOO, NNO, ONO) are considered as candidate vectors when the capacitor voltage \( u_{c1} < u_{c2} \). The control block diagram of MPC is shown in Figure 3.

![Figure 3](https://example.com/figure3.png)

Figure 3. Control block diagram of the conventional MPC scheme.
However, the prediction currents are affected when model parameters are mismatched with the controller parameters. The prediction currents with parameter errors can be expressed as

$$i_{gerr}(k + 1) = i_g(k) + \frac{T_s}{L + \Delta L} [u_x(k) - (R + \Delta R)i_g(k) - e_g(k)] \quad (5)$$

where $\Delta L$ represents the inductance error between its actual value and its controller value, and $\Delta R$ represents the resistance error between its actual value and its controller value. Hence, it is important to enhance the parameter robustness of predictive control.

3. The Proposed MFPC Scheme

To eliminate the dependence on model parameters, an improved MFPC scheme based on a novel current gradient updating method is proposed in this section, including the basic principle of MFPC, the current gradient updating stagnation effect analysis, the proposed current gradient updating method, the sector judgment method, and the implementation steps.

3.1. Basic Principle of MFPC

In the MFPC scheme, the mathematical model (1) can be rewritten as [17]

$$\Delta i_x(k - 1) = \frac{T_s}{T} (u_x(k - 1) - e_g(k - 1) - Ri_g(k - 1)) = i_g(k) - i_g(k - 1) \quad (6)$$

where $\Delta i_x(k - 1) = [\Delta i_{xe}(k - 1), \Delta i_{ig}(k - 1)]^T$ are the current gradients of the applied voltage vector $u_x(k - 1)$. Although the switching states of redundant vectors are different, their coordinate components are the same. The multiple current gradients corresponding to redundant vectors are considered to be consistent. For example, voltage vector $u_1$ corresponds to two switching states of ONN and POO, so the current gradient corresponding to the two states is uniformly defined as $\Delta i_1$. Hence, nineteen current gradients $\Delta i_x$ are stored in the look-up table (LUT) for current predictions, as shown in Table 1.

| Table 1. The LUT of the T-type three-level inverter. |
|-------------------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| Voltage Vector                | $u_0$             | $u_1$             | $u_2$             | $u_3$             | $u_4$             | $u_5$             | $u_6$             | $u_7$             | $u_8$             | $u_9$             |
| Current Gradient              | $\Delta i_0$      | $\Delta i_1$      | $\Delta i_2$      | $\Delta i_3$      | $\Delta i_4$      | $\Delta i_5$      | $\Delta i_6$      | $\Delta i_7$      | $\Delta i_8$      | $\Delta i_9$      |
| $u_{10}$                      | $u_{11}$          | $u_{12}$          | $u_{13}$          | $u_{14}$          | $u_{15}$          | $u_{16}$          | $u_{17}$          | $u_{18}$          |                   |
| $\Delta i_{10}$               | $\Delta i_{11}$   | $\Delta i_{12}$   | $\Delta i_{13}$   | $\Delta i_{14}$   | $\Delta i_{15}$   | $\Delta i_{16}$   | $\Delta i_{17}$   | $\Delta i_{18}$   |                   |

Then, the prediction currents at the $(k + 1)$th instant and the $(k + 2)$th instant can be calculated based on (7) and (8), respectively.

$$i_{gx}(k + 1) = i_g(k) + \Delta i_x(k) \quad (7)$$

$$i_{gx}(k + 2) = i_{gx}(k + 1) + \Delta i_x(k + 1) \quad (8)$$

Finally, the optimal voltage vector $u_{opt}$ selected by cost function (4) is applied in the next control period.

3.2. Current Gradient Updating Stagnation Effect Analysis

It is obvious that the current prediction of MFPC is based on the current gradients which directly affect the accuracy of current prediction and the result of optimal voltage vector selection. The current gradients of applied voltage vectors are calculated based on (6) in the conventional MFPC scheme [20], however, the updating of the remaining current gradients stagnates. When the MFPC scheme is used in a three-level inverter system, the stagnation effect can be more obvious with the increasing number of voltage vectors.
which not only affects the current performance but also affects the control of the neutral point voltage.

To reduce the updating stagnation effect, various current gradient updating methods have been reported in [21–24,30]; however, the updating stagnation is still existing. Hence, it is necessary to design an updating method to totally eliminate the stagnation effect.

3.3. The Proposed Current Gradient Updating Method

In the proposed updating method, sampling points are set before switching states in each control period to avoid the current spikes. Based on (6), the relationship between the current gradient of remaining voltage vector \( \Delta i_y \) and the current gradient of applied voltage vector \( \Delta i_x \) at \( (k-1) \)th instant and \( (k-2) \)th instant can be expressed as (9) and (10), respectively.

\[
\Delta i_y(k-1) - \Delta i_x(k-1) = \frac{T_s}{L} (u_y(k-1) - u_x(k-1)) \tag{9}
\]

\[
\Delta i_y(k-2) - \Delta i_x(k-2) = \frac{T_s}{L} (u_y(k-2) - u_x(k-2)) \tag{10}
\]

The filter inductance \( L \) can be considered as a constant when \( T_s \) is short enough. Then, \( T_s/L \) of (9) and (10) can be eliminated by the division between (9) and (10), and the relationship between the current gradient in the two control periods can be written as

\[
\Delta i_y(k-1) = \frac{u_y(k-1) - u_x(k-1)}{u_y(k-2) - u_x(k-2)} (\Delta i_y(k-2) - \Delta i_x(k-2)) + \Delta i_x(k-1) \tag{11}
\]

However, (11) cannot be used to update the current gradient when \( u_y(k-2) - u_x(k-2) = 0 \). In an \( \alpha \)-axis coordinate system, seven situations may cause the stagnation effect. They are \( u_{4\alpha} = u_{13\alpha}, u_{1\alpha} = u_{9\alpha}, u_{7\alpha} = u_{6\alpha}, u_{2\alpha} = u_{1\alpha}, u_{0\alpha} = u_{10\alpha}, u_{5\alpha} = u_{3\alpha}, u_{4\alpha} = u_{11\alpha} = u_{15\alpha}, \) and \( u_{12\alpha} = u_{14\alpha}, \) respectively. In a \( \beta \)-axis coordinate system, five situations may cause the stagnation effect. They are \( u_{9\beta} = u_{11\beta}, u_{2\beta} = u_{3\beta} = u_{8\beta} = u_{12\beta}, u_{10\beta} = u_{1\beta} = u_{4\beta} = u_{7\beta} = u_{13\beta}, u_{5\beta} = u_{6\beta} = u_{14\beta} = u_{18\beta}, \) and \( u_{15\beta} = u_{16\beta} = u_{17\beta}, \) respectively. To eliminate the stagnation effect, (9) under the \( \alpha \)-axis and \( \beta \)-axis is derived as (12) and (13), respectively. For example, when the applied voltage vector is \( u_2, \Delta i_{2\alpha\beta} \) can be obtained based on (6). Then, in addition to \( \Delta i_{6\alpha} \) (calculated based on (12)), other \( \alpha \)-axis current gradients can be calculated based on (11). Moreover, in addition to \( \Delta i_{3\beta}, \Delta i_{5\beta}, \) and \( \Delta i_{12\beta} \) (calculated based on (13)), other \( \beta \)-axis current gradients can be calculated based on (11).

\[
\Delta i_{6\alpha}(k-1) = \Delta i_{2\alpha}(k-1) \tag{12}
\]

\[
\Delta i_{6\beta}(k-1) = \Delta i_{2\beta}(k-1) \tag{13}
\]

As a result, the stagnation effect is eliminated and the nineteen current gradients can be updated in each control period, as shown in Figure 4.

---

**Figure 4.** Proposed current gradient updating method.
3.4. Proposed Sector Judgment Method

Conventionally, in order to find the optimal voltage vector through the cost function (4), 27 voltage vectors need to be traversed. When the redundancy state of the zero vector is ignored and the small vectors are selected as P-type small vectors or N-type small vectors according to the dc-link capacitor voltage difference, there are still 19 voltage vectors to be traversed. Since the calculation of reference voltage depends on the mathematical model, the sector judgment method based on reference voltage may cause sector judgment deviation when the model parameters are mismatched. Therefore, a sector judgment method based on the current gradient is proposed in this section.

Figure 5 shows the 19 voltage vectors and their corresponding 19 current gradients. The three-level inverter space vector coordinate system is divided into 6 large sectors and 24 small sectors. The position of the large sector where the reference current is located is judged according to the prediction currents of the medium vectors. For example, if the reference current is in large sector I, the cost of $u_8$ calculated by (4) is the smallest compared with the cost of $u_{10}$, $u_{12}$, $u_{14}$, $u_{16}$, and $u_{18}$.

After judging the large sector, it is necessary to judge the small sector. First, the prediction currents can be calculated by (8). Then, the weighted error square $\varepsilon^2$ of the four small sectors can be calculated by (14) and selecting the smallest $\varepsilon^2$ corresponding sector as the target sector. Finally, there are only three voltage vectors as candidate vectors.

$$\varepsilon^2 = \sum_{x=1}^{3} \left( i_{ref}(k+2) - i_{gx}(k+2) \right)^2$$

3.5. Implementation Steps

Figure 6 shows the control diagram of the proposed MFPC scheme. The proposed MFPC scheme is realized to eliminate parameter dependence, the novel current gradient updating method is realized to eliminate the stagnation effect, and the sector judgment method is also realized to further reduce the computational burden over the conventional MFPC scheme. The detailed implementation steps are as follows.
In order to verify the effectiveness of the proposed MFPC scheme, simulations in MATLAB/Simulink and experiments under the conventional MPC scheme, conventional MFPC schemes, and the proposed MFPC scheme are carried out. Figure 7 depicts the T-type three-level three-phase grid-connected inverter experimental setup. The main control chip of the inverter is DSP28335. The sampling frequency is set as 20 kHz. The inverter parameters are listed in Table 2.

**4. Simulation and Experimental Evaluation**

Step I: Sample the dc-link capacitor voltage $u_{c1}(k)$ and $u_{c2}(k)$, select P-type basic voltage vectors or N-type basic voltage vectors based on $u_{c1}(k) - u_{c2}(k) \leq 0$.

Step II: Sample the output current $i_g(k)$ and calculate current gradient $\Delta i_g(k - 1)$ by (6).

Step III: Update the remaining current gradients without stagnation effect by (11), and update the remaining current gradients with stagnation effect by (12) and (13).

Step IV: Calculate prediction current $i_{g}(k + 1)$ and $i_{gx}(k + 2)$ by (7) and (8), respectively.

Step V: Judge large sectors by (4), and judge small sectors by (14).

Step VI: Evaluate the cost of the three voltage vectors by (4) and select the optimal vector.

**Table 2. System and control parameters.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Symbol</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC-link voltage</td>
<td>$u_{dc}$</td>
<td>300 V</td>
</tr>
<tr>
<td>Peak of grid phase voltage</td>
<td>$e$</td>
<td>150 V</td>
</tr>
<tr>
<td>Grid angular frequency</td>
<td>$\omega_g$</td>
<td>314.16 rad/s</td>
</tr>
<tr>
<td>Control time</td>
<td>$T_s$</td>
<td>50 µs</td>
</tr>
<tr>
<td>Parasitic resistance</td>
<td>$R$</td>
<td>0.05 Ω</td>
</tr>
<tr>
<td>Filter inductance</td>
<td>$L_0$</td>
<td>10 mH</td>
</tr>
</tbody>
</table>
4.1. Impact of Current Gradient Updating Stagnation

The proposed current gradient updating method is compared with the updating method in [20] and the updating method in [30]. Figure 8a illustrates the $\alpha$-axis and $\beta$-axis current gradients when the updating method in [20] is used. In this current gradient updating method, there is a notable stagnation effect in both the current gradients $\Delta i_\alpha$ and $\Delta i_\beta$ because the current gradients of the applied voltage vector can be updated for the LUT; however, the remaining current gradients keep the old values. Compared to the two-level inverter system [20], the stagnation effect becomes more obvious with the increasing number of voltage vectors when the updating method [20] is used in the three-level inverter system. As shown in Figure 8b, although the updating frequency is improved, the stagnation effect still exists in the $\alpha$-axis and $\beta$-axis current gradients when the updating method in [30] is used. When the updating method is converted to the proposed updating method, it can be seen that there is no stagnation effect existing in the current gradient waveforms, as shown in Figure 8b, which shows the effectiveness of the proposed updating method.

Figure 8. Cont.
Figure 8. Current gradient comparisons under different updating methods ($i_{ref} = 5\text{A}$). (a) Updating method in [20]. (b) Updating method in [30]. (c) The proposed updating method.

4.2. Steady-State Experimental Evaluation

Figure 9 shows the steady-state performance comparisons of the conventional MPC scheme, conventional MFPC scheme in [20], conventional MFPC scheme in [30], and the proposed MFPC scheme when model parameters match controller parameters. Based on the steady-state experimental waveforms, it can be seen that both the conventional MPC scheme, the conventional MFPC scheme in [30], and the proposed MFPC scheme can achieve tracking the reference currents and balancing the neutral point voltages. However, the neutral point voltage of the conventional MFPC scheme in [20] is affected by the current gradient stagnation effect. The harmonic spectra of the current are drawn by MATLAB/Simulink with the experimental data obtained from the oscilloscope, as shown in Figure 9.

Figure 10. The comparison of phase-a current THDs under different reference currents.
For the conventional MPC scheme, the total harmonic distortion (THD) of phase-a output current is 3.92%. For the conventional MFPC scheme in [20], the THD of phase-a output current changes from 3.92% to 6.31% because the current performance is affected by the stagnation effect and the sampling noise effect. For the conventional MFPC scheme in [30], the THD of phase-a output current changes from 6.31% to 5.08% because the stagnation effect is improved, but it cannot be eliminated. Moreover, the current spikes caused by the stagnation effect can be observed simultaneously in Figure 9b,c. Compared with the conventional MFPC scheme in [30], the THD of phase-a output current reduces from 5.08% to 4.19% because the stagnation effect is eliminated, as shown in Figure 9d. However, the current performance of the proposed scheme is worse than that of the conventional MPC scheme because the current performance of the MFPC scheme is affected by the sampling noise.

To further verify the effectiveness of the proposed MFPC scheme, other experimental comparisons under different reference currents are carried out. The THDs of phase-a current under four control schemes are shown in Figure 10. From Figure 10, the THDs of the four control schemes are reduced with the increased reference currents. The proposed MFPC still has a similar current THD to the MPC and has a lower current THD than the MFPC in [20] and the MFPC in [30].

**Figure 9.** Experimental waveform comparisons ($i_{ref} = 5\text{A}$). (a) Waveforms under the conventional MPC scheme. (b) Waveforms under the conventional MFPC scheme in [20]. (c) Waveforms under the conventional MFPC scheme in [30]. (d) Waveforms under the proposed MFPC scheme.

**Figure 10.** The comparison of phase-a current THDs under different reference currents.
4.3. Experimental Evaluation under Mismatched Model Parameters

To verify the effectiveness of the proposed MFPC scheme in enhancing parameter robustness, the control performance of the proposed scheme and the conventional MPC scheme are compared in this section when the filter inductance as the model parameter is taken as different actual values from the controller values $L_0$. It can be seen that compared with the conventional MPC scheme, the proposed scheme reduces the THD from 8.98% to 6.25% when the actual filter inductance is set as 0.05 H (i.e., $0.5L_0$) as shown in Figure 11. Additionally, the proposed scheme reduces the THD from 2.78% to 1.87% when the actual filter inductance is set as 0.2 H (i.e., $2L_0$), as shown in Figure 12. Under the above two experimental conditions, the current prediction errors of the proposed scheme are lower than that of the conventional MPC scheme. The current waveforms, the THDs, and the current prediction errors verify that the proposed scheme has stronger parameter robustness than the conventional MPC scheme.

![Figure 11](image1.png)

**Figure 11.** Experimental waveforms comparisons when $L/L_0 = 0.5$ ($i_{ref} = 5A$). (a) Waveforms under the conventional MPC scheme. (b) Waveforms under the proposed MFPC scheme.

![Figure 12](image2.png)

**Figure 12.** Cont.
In order to further demonstrate the advantages of the proposed MFPC, various performances of all schemes are compared and summarized in Table 3, including THDs, computational burden, parameter robustness, and stagnation effect. The proposed MFPC has a similar THD to MPC when model parameters are accurate and have better robustness against mismatched parameters than MPC. Though 18 current gradients in the proposed MFPC should be updated per control period, the speed of optimization is effectively reduced by the proposed sector judgment method. Hence, the proposed MFPC has a similar computational burden to MPC. For the MFPC in [20,30], although they cannot be affected by the mismatched parameters, their THDs are higher than those of the proposed MFPC because of the stagnation effect. For the MFPC in [20], it has the smallest computational burden because there is no current gradient updating exists, which leads to the largest THD. For MFPC in [30], it has the largest computational burden because there is all current gradient is updated and candidate voltage vectors are not reduced.

Table 3. Performance comparison of different control schemes.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>THDs</th>
<th>Computational Burden</th>
<th>Parameter Robustness</th>
<th>Stagnation Elimination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional MPC</td>
<td>3.92%</td>
<td>35.9 µs</td>
<td>No</td>
<td>-</td>
</tr>
<tr>
<td>Conventional MFPC in [20]</td>
<td>6.31%</td>
<td>31.8 µs</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Conventional MFPC in [30]</td>
<td>5.08%</td>
<td>41.2 µs</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Proposed MFPC</td>
<td>4.19%</td>
<td>36.2 µs</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper proposes an improved MFPC scheme based on the novel current gradient updating method and the effective sector judgment method for a T-type three-level grid-tied inverter. The proposed scheme has the following salient features: First, compared to conventional MPC schemes without a weighting factor, it totally eliminates the effect of mismatched model parameters and enhances the parameter robustness, especially when the actual parameters are less than the control parameters. Then, compared to conventional MPC schemes using a weighting factor, it avoids designing the weight factor and still realizes the good control of current and neutral point voltage. Moreover, compared to conventional MFPC schemes, it eliminates the current gradient stagnation effect by the designed updating method. The THDs of the proposed scheme decrease by up to 2.12% and the current spikes caused by the long updating stagnation are avoided. Finally, the discrimination accuracy of redundant small vectors is improved by using the proposed
sector judgment method based on the current gradient, and the speed of optimization is increased by 31.5%.
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