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Abstract: In this paper, a quadrotor dynamic model’s energy efficiency was investigated. A method 

for the design of the dynamic model which assures energy consumption estimation was presented. 

This model was developed to analyze the energy efficiency of the quadrotor during each maneu-

ver. A medium-class quadrotor (4.689 kg) was used as a test platform. Thrust force correction fac-

tors obtained with FLIGHTLAB software were used to predict object behavior in forward flight. 

Model validation and long-duration flight tests in outdoor windy conditions are also presented. 

Monte-Carlo simulation was used to study the influence of uncertainties in model parameters on 

the simulation reliability. The developed model might be used for practical purposes (for example, 

energy-efficient coverage path planning). 
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1. Introduction 

In the last few decades, the number of unmanned aircraft operations has increased 

significantly. At the beginning, the Unmanned Aerial Vehicles (UAVs) were used mainly 

for military purposes. Today, plenty of different types of UAVs are performing missions 

which are too dull, dirty, dangerous, or just not cost-effective for manned aircrafts, as 

well as missions in the civil airspace. Rotorcrafts are a significant group of unmanned 

aerial vehicles used for civil purposes. Their vertical take-off, landing, and hover capa-

bilities give them an advantage over the fixed-wing UAVs, but their energy efficiency is 

significantly smaller. One of the most popular types of UAV rotorcraft in the civil market 

is the quadrotor. There are several reasons for this fact. Firstly, the quadrotor is configu-

ration-easy to design and build. Additionally, the control of quadrotors is simpler com-

pared with other rotorcraft configuration control systems, the cross-couplings between 

the degrees of freedom are not as strong as for a single-rotor helicopter, and the problem 

is easy to cope with using simple classical control algorithms [1–4]. Quadrotors have very 

good handling qualities and are easy to fly. Their main advantages are stable behavior, 

low vibrations, quiet flight, and simple maintenance. These features make them perfect 

for use in observation system [5]. 

Small, unmanned quadrotors are powered by electric motors driving fixed-pitch 

propellers. This multi-rotor propulsion system provides the lift, thrust, and control of the 

quadrotor, which results in a significant demand for electric power. Electric power is also 

consumed by the onboard systems (navigation system, communication system, control 

system, and others). The only power source aboard the quadrotor is the battery, and the 

amount of energy stored is limited by its weight. That is why the most significant dis-

advantage of a quadrotor is limited available energy restricting its flight duration and 

range [6–8]. A typical flight time of such drones on a single battery (charge) is in the 

order of several minutes. 

Quadrotor energy effectiveness might be improved by appropriate design, flying 

qualities, and mission planning. The structural design aims toward weight reduction and 
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aerodynamic efficiency improvement, as well as propulsion system [3,9] and onboard 

equipment optimization with respect to the energy consumption. The following actions 

can be used to improve quadrotor energy effectiveness: designing a structure optimized 

for weight reduction, increasing aerodynamic efficiency, and optimizing the propulsion 

system [1,2] and onboard equipment for energy consumption. Another way to increase 

the flight duration and range is to minimize energy expenditure during the flight by op-

timizing the mission plan and flight trajectory [10,11]. To achieve the mission goals the 

drone has to realize a set of maneuvers (e.g., take-off, hover, turn, cruise, approach, and 

landing). Each maneuver costs a certain amount of energy. The mission scenario and 

flight profile might be designed in such a manner as to minimize energy consumption 

[4,12–15]. To realize this approach, a reliable, mathematical quadrotor simulation model 

is required [16,17]. 

The subject of energy consumption by multirotor UAVs has been addressed by 

several researchers. Zhang et al. [18] discussed the comparison of such models and con-

cluded that there exists a need to validate such models through field tests. A detailed re-

view of existing models was also presented by Beigi et al. [19]. The existing models might 

be categorized into three main groups. 

First, the most common approach is to use models based on physics principles. Lu et 

al. [2] developed a dynamic model of quadrotors and electric motors. Morbidi et al. [20] 

presented an energy consumption model and demonstrated how it can be used to opti-

mize a drone’s trajectory. Yage et al. [21,22] proposed an energy consumption model and 

realized trajectory optimization. Jee and Cho [23] studied the energy consumption of 

electric motors. The polynomial expression on the consumed energy was derived by Li et 

al. [24]. This approach allows a detailed understanding of quadrotor dynamics. However, 

the main disadvantage of these models lies in the fact that they require a set of parame-

ters that are often difficult to obtain. Often, only the energy spent on propulsion is con-

sidered [25]. 

Second, up to this time, a number of black box models have been proposed [26–28]. 

Alyassi et al. [29] presented extensive experiments for three different drones and pro-

posed a model that uses nine coefficients. Abeywickrama et al. [30,31] proposed a model 

that is a function of on-ground power consumption, communication activities, hovering, 

vertical and horizontal movements, speed, payload, and wind. Recently, machine learn-

ing techniques were also used by Steup et al. to create a generic energy model [32]. These 

methods do not require detailed knowledge about quadrotor parameters [29]. The main 

limitation of such methods is that they will not allow deep insight into the drone dy-

namics. 

Third, aeromechanics are also used to predict the energy consumption [33–36]. 

Momentum Theory [37–40] and Blade Element Theory [41] are used to calculate aero-

dynamic power. These models allow taking into account the forward speed regarding the 

consumed energy [42]. The disadvantage of these models is the necessity of iteratively 

calculating the induced velocity that degrades the computational efficiency [43]. 

Simple models of the loads produced by a quadrotor propulsion system were used 

in most of the abovementioned works. Only thrust force and torque were modeled as 

functions of rotor angular rate, and do not provide a full picture of energy consumption. 

This method is only valid in hover conditions, but during the cruise flight, where the free 

stream through the rotor is more horizontal and the blade tip vortices are sparse, the en-

ergy required for rotor driving is reduced. That is why the influence of the forward ve-

locity on the rotor loads and energy consumption must be considered. Moreover, in the 

literature, frequently, only the energy consumed by electric motors is considered and the 

study of energy consumption is limited mainly to indoor tests. This simplification might 

lead to the overestimation of energy consumption, especially in long-duration flights. To 

render the simulation more realistic, the battery performance should be taken into ac-

count, as omitting battery dynamics might lead to significant errors. It is common that 

only the simulation results of energy consumption are presented without comparing the 
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proposed models with real data. Eventually, the validation is performed using only data 

from a few flight tests [44]. Due to these facts, it is difficult to determine the reliability of 

existing energy consumption models. Even the common dataset various models could 

provide very significant differences in the amount of predicted energy. The dynamic 

model of quadrotor, which utilizes a detailed model of energy consumption, is needed in 

order to plan missions and analyze and synthesize their energy costs. 

The aim of the present work was to develop and validate a quadrotor dynamics 

model for the analysis of energy consumption during long-duration outdoor flight. A six 

degrees-of-freedom nonlinear dynamic model with a reliable model of energy consump-

tion was derived. The model was developed in the MATLAB/Simulink environment, 

which facilitates easy design and simulation of additional features such as atmospheric 

disturbance, control system, and experimental data processing. A detailed model of the 

rotor, which was designed with use of an advance modeling tool for rotorcraft dynamic 

simulation FLIGHTLAB, was used to estimate the velocity correction factors of propul-

sion system loads simulated in the main model. The model was validated using the ex-

perimental data that were acquired during laboratory and in-flight tests. The capability 

of the model to simulate energy consumption was analyzed as well. 

The organization of the remaining portion of the paper is as follows. In Section 2, the 

quadrotor dynamics, energy consumption model, and battery model are described. In 

Section 3, the results of the flight tests for two example trajectories are presented. Then, 

flight data are compared with simulation results. Monte-Carlo simulation is used to in-

vestigate the model robustness on parameter uncertainties. The manuscript ends with a 

summary of the main findings and suggestions for possible further research directions. 

2. Materials and Methods 

2.1. Quadrotor Used as a Test Platform 

The modeled UAV was a medium class, off-the-shelf M690A quadrotor (Figure 1). 

 

Figure 1. The quadrotor used in the experiments (CAD model). 

The parameters of the quadrotor model were obtained by measurements and from 

the producer’s manual. The laboratory tests were initially aimed at estimation of the mass 

and geometry parameters of the quadrotor. Moments of inertia were measured experi-

mentally using a trifilar pendulum (Figure 2). The above-mentioned mass parameters 

were confirmed using a quadrotor 3D CAD model. 
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(a) (b) (c) 

Figure 2. Moments of inertia measurements using trifilar pendulum (a) 𝐼𝑥𝑥 (b) 𝐼𝑦𝑦 (c) 𝐼𝑧𝑧. 

The resulting parameters are presented in Table 1. 

Table 1. Quadrotor parameters. 

Parameter [Unit] Symbol Value 

Drone take-off mass (kg) 𝑚 4.689 

Moments of inertia (kg·m2) 

𝐼𝑥𝑥 0.075716 

𝐼𝑦𝑦 0.084124 

𝐼𝑧𝑧 0.126437 

Products of inertia (kg·m2) 𝐼𝑥𝑦, 𝐼𝑦𝑧, 𝐼𝑥𝑧 0 

First propeller position vector (m) 𝒓𝑅1 = [𝑥𝑅1, 𝑦𝑅1, 𝑧𝑅1]𝑇 [0.2475, 0.2475, −0.074] 

Second propeller position vector (m) 𝒓𝑅2 = [𝑥𝑅2, 𝑦𝑅2, 𝑧𝑅2]𝑇 [−0.2475, 0.2475, −0.074] 

Third propeller position vector (m) 𝒓𝑅3 = [𝑥𝑅3, 𝑦𝑅3, 𝑧𝑅3]𝑇 [−0.2475, −0.2475, −0.074] 

Fourth propeller position vector (m) 𝒓𝑅4 = [𝑥𝑅4, 𝑦𝑅4, 𝑧𝑅4]𝑇 [0.2475, −0.2475, −0.074] 

Propeller diameter (m) 𝐷𝑝 0.4572 

Propeller pitch (m) – 0.1549 

Propeller mass (kg) – 0.017 

Propeller moment of inertia (kg) 𝐼𝑧𝑝 0.0002964 

Battery mass (kg) – 2.013 

Max. propeller angular rate (RPM) – 6000 

Propeller angular rate at hover (119 m above 

sea level) (RPM) 
– 3203.82 

Maximum flight altitude (m) – 6500 

Flight endurance (500 g payload) (min) – ≥71 

Flight endurance (1000 g payload) (min) – ≥60 

Four brushless direct current electric motors (BLDC) directly drive carbon fiber 

propellers. The drone structure is highly integrated and optimized to achieve the maxi-

mum flight duration. It should be mentioned that the drone is able to fly continuously for 

more than one hour (please see Table 1), which makes it suitable for inspecting large ar-

eas. The fuselage is composed of aluminum alloys to reduce its mass. The disadvantage 

of this design approach is that the replacement of individual components (e.g., motors) is 

quite difficult. The drone is equipped with an Orange Cube Flight Controller [45] con-

taining several redundant measurement devices: ICM20948 (9 axis IMU: 3× accelerome-

ters, 3× gyroscopes, 3× magnetometers), ICM20649 (6 axis IMU), ICM20602 (6 axis IMU), 

and two MS5611 barometric pressure sensors. The drone instrumentation also includes a 

Here 3 GPS GNSS module, RFD868x telemetry modem, and Raspberry Pi. The onboard 

equipment facilitates obtaining a set of data pertaining to the quadrotor state (e.g., drone 

velocity, position, angular rates, accelerations, Euler angles, battery parameters, etc.). The 

quadrotor is additionally equipped with a gimbaled digital camera. 
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2.2. Quadrotor Nonlinear Dynamic Model 

The quadrotor is modeled as a rigid body with six degrees of freedom and constant 

mass. The lift, thrust, and control forces and moments are produced by four rotors driven 

by the electric motors. The Earth’s rotation effects were omitted due to the short flight 

range. 

The quadrotor equations of motion are derived in the body coordinate system 

𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 (Figure 3) fixed to the airplane’s fuselage. The center 𝑂𝑏 of the system was 

placed at the UAV gravity center. The 𝑂𝑏𝑥𝑏 axis lays in the plane of quadrotor symmetry 

and was directed forward. The 𝑂𝑏𝑦𝑏 axis was perpendicular to the plane of symmetry 

and pointed right, while the 𝑂𝑏𝑧𝑏 axis pointed “down”. 

 

Figure 3. Coordinate systems overview. 

The translations and attitude angles were calculated in the inertial coordinate sys-

tem 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛; the center of this system 𝑂𝑛 was placed at an arbitrary point on the earth 

surface. The 𝑂𝑛𝑧𝑛 axis was along the vector of gravity acceleration, and it pointed down. 

The 𝑂𝑛𝑥𝑛𝑧𝑛  plane was horizontal, tangent to the Earth’s surface, and the 𝑂𝑛𝑥𝑛  axis 

pointed to the north and 𝑂𝑛𝑦𝑛 the axis to the east. 

The vector 𝒚 = [𝑥𝑛 𝑦𝑛 𝑧𝑛 Φ Θ Ψ]𝑇 defines the position and attitude of the 

quadrotor (Figure 3). It is composed of the vector of the position 𝒓𝒏 = [𝑥𝑛 𝑦𝑛 𝑧𝑛]𝑇 in 

the ground system of coordinates 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 and roll Φ, pitch Θ, and yaw Ψ angles de-

scribe its attitude. The quadrotor state vector 𝒙 = [𝒗 𝝎]𝑇 is composed of linear velocity 

𝒗 = [𝑈 𝑉 𝑊]𝑇 and angular rate 𝝎 = [𝑃 𝑄 𝑅]𝑇 components. 

The vectors of quadrotor states, position, and attitude are related by the following 

kinematic equation: 

�̇� = 𝑻𝒙. (1) 

The matrix 𝑻 is composed of two matrices: 𝑻𝑽 relating to velocities and 𝑻𝜴 relat-

ing to angular rates: 

𝑻 = [
𝑻𝑽 𝟎
𝟎 𝑻𝜴

], (2) 

where [46,47]: 

𝑻𝑽 = [
cosΘ cosΨ sinΦ sinΘ cosΨ − cosΦ sinΨ cosΦ sinΘ cosΨ + sinΦ sinΨ
cosΘ sinΨ sinΦ sinΘ sinΨ + cosΦ cosΨ cosΦ sinΘ sinΨ − sinΦ cosΨ

−sinΘ sinΦ cosΘ cosΦ cosΘ
], (3) 

and [46,47]: 
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𝑻𝜴 = [
1 sinΦ tanΘ cosΦ tanΘ
0 cosΦ − sinΦ
0 sinΦ secΘ cosΦ secΘ

]. (4) 

The quadrotor equations of motion were obtained by summing up the forces and 

moments from inertia, gravity 𝒇𝐺, aerodynamic 𝒇𝐴, and rotor 𝒇𝑅 loads [47]: 

𝑨�̇� + 𝑩(𝒙)𝒙 = 𝒇𝑮(𝒚) + 𝒇𝑨(𝒙, 𝒚) + 𝒇𝑹(𝒙, 𝒚,𝜴𝑹), (5) 

where 𝜴𝑹 is the vector of the angular velocity of the rotors. 

Matrix 𝑨  describes the inertia properties of the quadrotor, and matrix 𝑩(𝒙) =

𝜴(𝒙)𝑨 results from the inertia loads not depending on accelerations [47]: 

𝑨 =

[
 
 
 
 
 
𝑚 0 0 0 0 0
0 𝑚 0 0 0 0
0 0 𝑚 0 0 0
0 0 0 𝐼𝑥 −𝐼𝑥𝑦 −𝐼𝑥𝑧

0 0 0 −𝐼𝑥𝑦 𝐼𝑦 −𝐼𝑦𝑧

0 0 0 −𝐼𝑥𝑧 −𝐼𝑦𝑧 𝐼𝑧 ]
 
 
 
 
 

,  

𝜴(𝒙) =

[
 
 
 
 
 

0 −𝑅 𝑄 0 0 0
𝑅 0 −𝑃 0 0 0

−𝑄 𝑃 0 0 0 0
0 −𝑊 𝑉 0 −𝑅 𝑄
𝑊 0 −𝑈 𝑅 0 −𝑃
−𝑉 𝑈 0 −𝑄 𝑃 0 ]

 
 
 
 
 

, 

(6) 

where 𝑚 is the quadrotor mass, 𝐼𝑥, 𝐼𝑦, 𝐼𝑧 are the moments of inertia, and 𝐼𝑥𝑦, 𝐼𝑦𝑧, 𝐼𝑥𝑧 are 

the products of inertia. 

The gravity loads 𝒇𝑮 vector is composed of a gravity force vector which results 

from an assumption that the origin of the body frame is located in the quadrotor center of 

gravity:  

𝒇𝑮(𝒚) = [𝑭𝑮 0 0 0]𝑇, (7) 

where: 

𝑭𝑮 = 𝑚𝑔[− sinΘ sin Φ cosΘ cos Φ cosΘ]𝑇 . (8) 

and 𝑔 is gravity acceleration. 

The vector of aerodynamic loads 𝒇𝑨 consists of the fuselage’s aerodynamic force 

and moment vectors: 

𝒇𝑨(𝒙, 𝒚) = [𝑭𝑨 𝑴𝑨]𝑇, (9) 

where 

𝑭𝑨 = �̄�𝑆[𝐶𝑋cos 𝛼 cos𝛽 𝐶𝑋sin𝛽 𝐶𝑋sin 𝛼 cos𝛽]𝑇, (10) 

and 

𝑴𝑨 = �̄�𝑆𝑑[𝐶𝐿 𝐶𝑀 𝐶𝑁]𝑇, (11) 

where �̄� is the dynamic pressure of the free stream, 𝑆 and 𝑑 are the reference area and 

length respectively, 𝐶𝑋 is the fuselage drag force coefficient, and 𝐶𝐿, 𝐶𝑀, 𝐶𝑁 are aerody-

namic rolling, pitching, and yawing moment coefficients respectively. 

The drone airspeed 𝑉𝑡𝑜𝑡 is: 

𝑉𝑡𝑜𝑡 = √(𝑈 − 𝑈𝑊) 2 + (𝑉 − 𝑉𝑊)2 + (𝑊 − 𝑊𝑊)2. (12) 

where 𝑈𝑊, 𝑉𝑊,𝑊𝑊 are wind velocity components in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame. The angle of attack 

𝛼 is defined as [48]: 
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𝛼 = atan
𝑊 − 𝑊𝑊

𝑈 − 𝑈𝑊
, (13) 

In the numerical simulation, the function atan2(𝑊 − 𝑊𝑊, 𝑈 − 𝑈𝑊) was used to en-

sure the values of 𝛼 from −180° up to 180°. The angle of sideslip 𝛽 is [48]: 

𝛽 = asin
𝑉 − 𝑉𝑊

𝑉𝑡𝑜𝑡
. (14) 

The four independent rotors produce the load vector 𝒇𝑹 that consists of rotor force 

and moment vectors: 

𝒇𝑹(𝒙, 𝒚, 𝜴𝑹) = [𝑭𝑹 𝑴𝑹]𝑇, (15) 

The rotors were arranged in the X (Figure 4) configuration where rotors 2 and 4 ro-

tate clockwise and rotors 1 and 3 counterclockwise.  

 

Figure 4. Rotors configuration (top view). 

The total force and moment produced by the rotors are a sum of the forces and 

moments produced by those of the individual rotors: 

𝑭𝑹 = ∑𝑭𝑹𝒊

4

𝑖=1

= ∑[𝛥𝑋𝑅𝑖 0 −𝑇𝑖 + 𝛥𝑇𝑖]
𝑇

4

𝑖=1

, (16) 

and 

𝑴𝑹 = ∑𝑴𝑹𝒊

4

𝑖=1

= ∑𝒓𝑹𝒊 × 𝑭𝑹𝒊 + (−1)𝑖[0 0 −𝑀𝑖 + 𝛥𝑀𝑖]
𝑇

4

𝑖=1

, (17) 

where 𝒓𝑹𝒊 is a position vector of the rotor in the 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame, 𝑇𝑖 and 𝑀𝑖 are the 

thrust and torque produced by the 𝑖-th rotor (𝑖 ∈ {1,2,3,4}), 𝛥𝑇𝑖 and 𝛥𝑀𝑖 are the velocity 

correction function of the thrust and torque, and 𝛥𝑋𝑅𝑖 is the drag force produced by the 

𝑖-th rotor during forward flight. The horizontal force and banking and pitching moments 

produced by the rotors were neglected due to their low values and the symmetry of the 

rotor pairs. 

The rotors’ thrust and torque are described by the following equations [2,49,50]: 

𝑇𝑖 = 𝜌𝑆𝑝𝑅𝑝
2𝑘𝑓Ω𝑖

2, (18) 

and [2,49]: 

𝑀𝑖 = 𝜌𝑆𝑝𝑅𝑝
3𝑘𝑚Ω𝑖

2, (19) 

where 𝜌 is the air density, 𝑅𝑝 is the radius of the rotor, 𝑆𝑝 = 𝜋𝑅𝑝
2 is the rotor’s disc area, 

𝑘𝑓 and 𝑘𝑚 are the rotor’s thrust and torque coefficients respectively, and Ω𝑖 is the ro-

tor’s angular rate. 
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The rotor-induced velocity and interaction between rotors has a significant impact 

on the produced aerodynamic loads, which affect the energy consumption. That is why 

the rotor thrust and torque correction factors and drag force were obtained using the 

FLIGHTLAB software for the rotor model, which included the aerodynamic effects from 

the quadrotor’s configuration. FLIGHTLAB is a world-class software used by leading 

rotorcraft manufacturers and R&D institutions to model, analyze, and simulate rotors 

and propellers. In the modeling of the quadrotor propeller, the T-Motor 18” ×6 

twin-blade propeller geometric data were used. Due to the lack of manufacturer infor-

mation on the blade twist distribution and airfoils, the data from a similar propeller were 

used. The aerodynamic characteristics were taken for the DAE51 airfoil and modeled as 

linear quasi-steady. The induced velocity was modeled with the Peters-He 3-state model 

[51]. During the validation, the blades’ root pitch angles were modified to match the 

modeled and manufacturer characteristics of thrust and torque for the hover. The re-

sulting geometric parameters of the propeller blades are shown in Table 2. Results of the 

simulation compared with the manufacturer data are presented in Figure 5. The devel-

oped model was used to analyze the loads in flight states other than hover. 

Table 2. Rotor chord, chord center shift, and blade twist distribution along the rotor span. 

𝒓 (mm)  𝒄 (mm)  𝚫𝒄 (mm) 𝜸 (°) 

25 19.75 −0.12 1.16 

37.5 25.13 0.64 23.50 

50 32.8 3.23 23.09 

62.5 40.33 5.96 20.83 

75 44.15 7.37 17.00 

87.5 43.5 7.04 14.84 

100 41.69 6.21 13.49 

125 37.26 4.46 12.17 

150 32.87 2.8 11.30 

175 28.62 1.37 9.92 

200 23.92 0.1 8.69 

210 21.99 −0.19 8.42 

220 16.72 0.99 7.15 

225 11.19 3.46 7.83 
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Figure 5. Modeled and manufacturer thrust and torque comparison for hover conditions. 

The analysis showed some differences between the characteristics of the front and 

rear rotors but the means were taken into account in this study. The approximated mod-

els of the corrections factors can be formed as polynomial functions (Figure 6): 

𝛥𝑇 = 2.698 ⋅ 10−3𝑉𝑡𝑜𝑡
3 − 3.636 ⋅ 10−2𝑉𝑡𝑜𝑡

2 − 2.499 ⋅ 10−2𝑉𝑡𝑜𝑡, (20) 

and 

𝛥𝑀 = 3.702 ⋅ 10−7𝑉𝑡𝑜𝑡
5 − 1.043 ⋅ 10−5𝑉𝑡𝑜𝑡

4 + 6.307 ⋅ 10−5𝑉𝑡𝑜𝑡
3 + 8.792 ⋅

10−5𝑉𝑡𝑜𝑡
2 + 3.363 ⋅ 10−4𝑉𝑡𝑜𝑡, 

(21) 

and 

𝛥𝑋 = 1.207 ⋅ 10−4𝑉𝑡𝑜𝑡
3 − 2.507 ⋅ 10−3𝑉𝑡𝑜𝑡

2 + 4.553 ⋅ 10−2𝑉𝑡𝑜𝑡, (22) 

where 𝑉𝑡𝑜𝑡 is the drone airspeed given by (12). 

   
(a) (b) (c) 

Figure 6. Correction factors of (a) thrust, (b) torque, and (c) drag. 
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2.3. Wind Model 

The wind field model that was used in the presented study was composed of two 

submodels: uniform inflow and Dryden wind turbulence model [52]. The presence of 

wind gusts was neglected. Total wind velocities 𝑈𝑊𝑛, 𝑉𝑊𝑛,𝑊𝑊𝑛 in the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 coor-

dinate system are: 

[

𝑈𝑊𝑛

𝑉𝑊𝑛

𝑊𝑊𝑛

] = [

𝑈𝑊𝑛
𝑢

𝑉𝑊𝑛
𝑢

𝑊𝑊𝑛
𝑢

] + [

𝑈𝑊𝑛
𝑡

𝑉𝑊𝑛
𝑡

𝑊𝑊𝑛
𝑡

], (23) 

where 𝑈𝑊𝑛
𝑢 , 𝑉𝑊𝑛

𝑢 ,𝑊𝑊𝑛
𝑢  are the uniform wind velocities and 𝑈𝑊𝑛

𝑡 , 𝑉𝑊𝑛
𝑡 ,𝑊𝑊𝑛

𝑡  are turbulence 

velocities. 

The uniform wind speed expressed in the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 coordinate frame is 𝑉𝑊𝑡𝑜𝑡. This 

means wind speed describes the low frequency variations and is averaged over a specific 

time interval (for simplicity it was assumed that 𝑉𝑊𝑡𝑜𝑡 is constant). The direction of the 

oncoming wind was defined by the angle Ψ𝑊 (clockwise when looking from above, for 

example 0°, wind from the north, 90°, from the east). The wind velocities of the uniform 

wind field in the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 frame are: 

[

𝑈𝑊𝑛
𝑢

𝑉𝑊𝑛
𝑢

𝑊𝑊𝑛
𝑢

] = [
−𝑉𝑊𝑡𝑜𝑡cosΨW

−𝑉𝑊𝑡𝑜𝑡 sinΨW

0
], (24) 

Turbulence is a stochastic process that is difficult to model. The continuous repre-

sentation of Dryden velocity spectra with positive vertical and lateral angular rates 

spectra (q+ r+) were used (details could be found in [53], though herein only a brief de-

scription is presented for brevity). This model is based on the pseudorandom white noise 

that is passed through band-limited filters. This approach is standard in modeling wind 

in the case of large aircrafts but Watkins and Vino [54] showed that such kind of model 

could be applied to small UAVs. The transfer functions that were used to calculate tur-

bulence velocities 𝑈𝑊𝑛
𝑡 , 𝑉𝑊𝑛

𝑡 ,𝑊𝑊𝑛
𝑡  are as follows [53]: 

𝐻𝑢(𝑠) = 𝜎𝑢√
2𝐿𝑢

𝜋𝑉𝑡𝑜𝑡

1

1 +
𝐿𝑢

𝑉𝑡𝑜𝑡
𝑠

 (25) 

𝐻𝑣(𝑠) = 𝜎𝑢√
𝐿𝑣

𝜋𝑉𝑡𝑜𝑡

1 +
√3𝐿𝑣

𝑉
𝑠

(1 +
𝐿𝑢

𝑉𝑡𝑜𝑡
𝑠)

2 (26) 

𝐻𝑤(𝑠) = 𝜎𝑢√
2𝐿𝑤

𝜋𝑉𝑡𝑜𝑡

1 +
√3𝐿𝑤

𝑉
𝑠

(1 +
𝐿𝑢

𝑉𝑡𝑜𝑡
𝑠)

2 (27) 

where 𝐿𝑢, 𝐿𝑣, 𝐿𝑤 are turbulence scale lengths and 𝜎𝑢, 𝜎𝑣, 𝜎𝑤 are the turbulence intensi-

ties. For altitudes under 1000 feet, the scale lengths of the turbulence are calculated as 

follows: 

𝐿𝑤 = ℎ (28) 

𝐿𝑢 = 𝐿𝑣 =
ℎ

(0.177 + 0.000823ℎ)1.2
 (29) 

where ℎ is flight altitude (must be expressed in feets). The turbulence intensities (for low 

altitude only) are as follows: 
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𝜎𝑤 = 0.1𝑊20 (30) 

𝜎𝑢

𝜎𝑤
=

𝜎𝑣

𝜎𝑤
=

1

(0.177 + 0.000823ℎ)0.4
 (31) 

where 𝑊20 is wind speed at altitude 6 m (expressed in knots; this parameter was set ac-

cording to results from the flight trials, please see section “Results”). The probability of 

exceeding the high-altitude intensity was 0.01. The random noise seeds used to generate 

three turbulence velocities were 23,341, 23,342, and 23,343, respectively. 

Next, the total wind velocities 𝑈𝑊𝑛, 𝑉𝑊𝑛,𝑊𝑊𝑛 given by (23) were transformed from 

𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 to the body-fixed coordinate system 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏: 

[

𝑈𝑊

𝑉𝑊

WW

]

= [

cos Θ cos Ψ cosΘ sinΨ −sinΘ

sinΦ sinΘ cosΨ − cosΦ sinΨ sinΦ sinΘ sinΨ + cosΦcosΨ sinΦ cosΘ

cosΦ sin Θ cosΨ + sinΦ sinΨ cosΦ sin Θ sinΨ − sinΦ cosΨ cosΦ cosΘ

] [

𝑈𝑊𝑛

𝑉𝑊𝑛

𝑊𝑊𝑛

]. 
(32) 

Finally, these values could be inserted in (12)–(14). 

2.4. Quadrotor Control System Model 

2.4.1. Autopilot Structure 

The quadrotor is an underactuated object (six degrees of freedom and four inde-

pendent inputs). The quadrotor attitude, velocity and attitude are controlled by differ-

entiating the rotors’ angular rates. The propagation of the control signals to individual 

rotors is described by the equation: 

[

Ω𝑐1

Ω𝑐2

Ω𝑐3

Ω𝑐4

] = [

1 1 1 1
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1

] [

𝑢1

𝑢2

𝑢3

𝑢4

], (33) 

where Ω𝑐𝑖 is the 𝑖-th rotor-demanded value of angular rates, and 𝑢1, 𝑢2, 𝑢3, 𝑢4 are con-

trol signals for climb rate, roll rate, pitch rate, and yaw rate control respectively. The 

change in quadrotor altitude was obtained by increasing or decreasing the rotational 

speed of all four propellers simultaneously. 

The rotor and electric engine dynamics were modeled as the linear first order system 

with 𝑇𝑒 time constant: 

𝑇𝑒
𝑑𝛺𝑖(𝑡)

𝑑𝑡
+ 𝛺𝑖(𝑡) = 𝛺𝑐𝑖(𝑡), (34) 

Parameter 𝑇𝑒 was assumed to be 0.05 (s) (according to ref. [49]). A simple automatic 

flight control system was utilized to validate the quadrotor dynamic model. The control 

system consists of four independent control paths for each control signal [55]. Each con-

trol path (roll, pitch, yaw angles, and altitude) forms a double-cascade control system 

with PID (proportional-integral-derivative) control laws. The inputs to the system are 

position coordinates. Figure 7 shows the overall structure of the automatic flight control 

system. 

The anti-windup clamping method was used to prevent the controllers from per-

formance degradation. Simulink built-in tools were used to properly tune the PID set-

tings. 
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Figure 7. Automatic flight control system structure. 

2.4.2. Attitude Channel Autopilot 

The control signal 𝑈1 was obtained from the following equation: 

𝑈1 = 𝐾𝑃
𝑊𝑛𝑒𝑊𝑛𝑒 + 𝐾𝐼

𝑊𝑛𝑒 ∫𝑊𝑛𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
𝑊𝑛𝑒

d𝑊𝑛𝑒

d𝑡
 (35) 

where 𝑊𝑛𝑒 = 𝑊𝑛𝑐 − 𝑊𝑛 (the difference between commanded and actual vertical velocity) 

and 𝐾𝑃
𝑊𝑛𝑒, 𝐾𝐼

𝑊𝑛𝑒, 𝐾𝐷
𝑊𝑛𝑒 are PID settings (−3556.149, −538.572, and −112.917, respectively). 

The commanded vertical velocity is calculated as: 

𝑊𝑛𝑐 = 𝐾𝑃
𝑧𝑛𝑒𝑧𝑛𝑒 + 𝐾𝐼

𝑧𝑛𝑒 ∫𝑧𝑛𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
𝑧𝑛𝑒

d𝑧𝑛𝑒

d𝑡
 (36) 

where 𝑧𝑛𝑒 = 𝑧𝑛𝑐 − 𝑧𝑛  (difference between commanded and actual vertical position) 

𝐾𝑃
𝑧𝑛𝑒, 𝐾𝐼

𝑧𝑛𝑒, 𝐾𝐷
𝑧𝑛𝑒 are PID controller constants (2.122, 0.035, and −0.387).  

2.4.3. Roll Channel Autopilot 

The output control signal 𝑈2 from the roll channel was calculated as: 

𝑈2 = 𝐾𝑃
𝑃𝑒𝑃𝑒 + 𝐾𝐼

𝑃𝑒 ∫𝑃𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
𝑃𝑒

d𝑃𝑒

d𝑡
 (37) 

where 𝑃𝑒 = 𝑃𝑐 − 𝑃 (commanded roll rate and actual roll rate) and 𝐾𝑃
𝑃𝑒, 𝐾𝐼

𝑃𝑒, 𝐾𝐷
𝑃𝑒 are PID 

settings (−6.249, −0.904, and −0.219). The commanded roll rate 𝑃𝑐 was obtained from the 

following equation: 

𝑃𝑐 = 𝐾𝑃
Φ𝑒Φ𝑒 + 𝐾𝐼

Φ𝑒 ∫Φ𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
Φ𝑒

dΦ𝑒

d𝑡
 (38) 

where Φ𝑒 = Φ𝑐 − Φ and 𝐾𝑃
Φ𝑒 , 𝐾𝐼

Φ𝑒 , 𝐾𝐷
Φ𝑒  are the PID settings (9.584, 0.798, and 0.192 

respectively). 

2.4.4. Pitch Channel Autopilot 

Control signal 𝑈3 was obtained as follows: 
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𝑈3 = 𝐾𝑃
𝑄𝑒𝑄𝑒 + 𝐾𝐼

𝑄𝑒 ∫𝑄𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
𝑄𝑒

d𝑄𝑒

d𝑡
 (39) 

where 𝑄𝑒 = 𝑄𝑐 − 𝑄 and 𝐾𝑃
𝑄𝑒, 𝐾𝐼

𝑄𝑒, 𝐾𝐷
𝑄𝑒 are PID settings (6.304, 1.174, and 0.433 respec-

tively). Commanded pitch rate 𝑃𝑐 is calculated as follows: 

𝑄𝑐 = 𝐾𝑃
Θ𝑒Θ𝑒 + 𝐾𝐼

Θ𝑒 ∫Θ𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
Θ𝑒

dΘ𝑒

d𝑡
 (40) 

where Θ𝑒 = Θ𝑐 − Θ and 𝐾𝑃
Θ𝑒, 𝐾𝐼

Θ𝑒, 𝐾𝐷
Θ𝑒 are PID settings (5.191, 0.228, and 0.127). 

2.4.5. Yaw Channel Autopilot 

The control signal 𝑈4 for yaw autopilot is as follows: 

𝑈4 = 𝐾𝑃
𝑅𝑒𝑅𝑒 + 𝐾𝐼

𝑅𝑒 ∫𝑅𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
𝑅𝑒

d𝑅𝑒

d𝑡
 (41) 

where 𝑅𝑒 = 𝑅𝑐 − 𝑅 (error between the commanded yaw rate and actual yaw rate) and 

𝐾𝑃
𝑅𝑒, 𝐾𝐼

𝑅𝑒, 𝐾𝐷
𝑅𝑒 are PID coefficients (112.662, 22.778, and 3.419). Commanded yaw angular 

rate 𝑅𝑐 was obtained as follows: 

𝑅𝑐 = 𝐾𝑃
Ψ𝑒Ψ𝑒 + 𝐾𝐼

Ψ𝑒 ∫Ψ𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
Ψ𝑒

dΨ𝑒

d𝑡
 (42) 

where Ψ𝑒 = Ψ𝑐 − Ψ and 𝐾𝑃
Ψ𝑒 , 𝐾𝐼

Ψ𝑒 , 𝐾𝐷
Ψ𝑒  are PID settings (5.288, 0.230, and −0.151 re-

spectively). 

2.4.6. Position Controller 

The roll and pitch angles in the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 frame are calculated as follows: 

Φ𝑐
∗ = 𝐾𝑃

𝑈𝑛𝑒𝑈𝑛𝑒 + 𝐾𝐼
𝑈𝑛𝑒 ∫𝑈𝑛𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
𝑈𝑛𝑒

d𝑈𝑛𝑒

d𝑡
 (43) 

Θ𝑐
∗ = 𝐾𝑃

𝑉𝑛𝑒𝑉𝑛𝑒 + 𝐾𝐼
𝑉𝑛𝑒 ∫𝑉𝑛𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
𝑉𝑛𝑒

d𝑉𝑛𝑒

d𝑡
 (44) 

where 𝐾𝑃
𝑈𝑛𝑒, 𝐾𝐼

𝑈𝑛𝑒, 𝐾𝐷
𝑈𝑛𝑒, 𝐾𝑃

𝑉𝑛𝑒, 𝐾𝐼
𝑉𝑛𝑒, 𝐾𝐷

𝑉𝑛𝑒 (−118.004, −189.289, −17.433, 44.373, 2.774, and 

2.398) are as follows: 

𝑈𝑛𝑒 = 𝑈𝑛𝑐 − 𝑈𝑛 (45) 

𝑉𝑛𝑒 = 𝑉𝑛𝑐 − 𝑉𝑛 (46) 

where 𝑈𝑛𝑐  and 𝑉𝑛𝑐  commanded velocities in the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛  frame (in 𝑂𝑛𝑥𝑛  and 𝑂𝑛𝑦𝑛 

directions, respectively) are as follows: 

𝑈𝑛𝑐 = 𝐾𝑃
𝑥𝑛𝑒𝑥𝑛𝑒 + 𝐾𝐼

𝑥𝑛𝑒 ∫𝑥𝑛𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
𝑥𝑛𝑒

d𝑥𝑛𝑒

d𝑡
 (47) 

𝑉𝑛𝑐 = 𝐾𝑃
𝑦𝑛𝑒𝑦𝑛𝑒 + 𝐾𝐼

𝑦𝑛𝑒 ∫𝑦𝑛𝑒𝑑𝑡

𝑡

0

+ 𝐾𝐷
𝑦𝑛𝑒

d𝑦𝑛𝑒

d𝑡
 (48) 
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where: 𝐾𝑃
𝑥𝑛𝑒 , 𝐾𝐼

𝑥𝑛𝑒 , 𝐾𝐷
𝑥𝑛𝑒 , 𝐾𝑃

𝑦𝑛𝑒 , 𝐾𝐼
𝑦𝑛𝑒 , 𝐾𝐷

𝑦𝑛𝑒  are controller settings (0.762, 0.005, 0.014, 

0.664, 0.003, and 0.001). The position errors were defined as follows: 

𝑥𝑛𝑒 = 𝑥𝑛𝑐 − 𝑥𝑛 (49) 

𝑦𝑛𝑒 = 𝑦𝑛𝑐 − 𝑦𝑛 (50) 

where 𝑥𝑛𝑐 and 𝑦𝑛𝑐 are demanded position coordinates in the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 frame. The roll 

Φ𝑐
∗  and pitch Θ𝑐

∗  angles were transformed from the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛  coordinate system to 

𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏: 

[
Θ𝑐

Φ𝑐

0
] = [

cosΨ −sinΨ 0

sinΨ cosΨ 0

0 0 1

] [
Θ𝑐

∗

Φ𝑐
∗

0

]. (51) 

The “Waypoint Follower” block from the SIMULINK UAV Toolbox library was 

used to follow the quadrotor path. It requires a set of predefined waypoints, current 

drone position, and lookahead distance as inputs. This block calculates the coordinates of 

lookahead point in the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 coordinate frame and desired yaw angle. To increase 

the simulation speed significantly, the path follower was executed using generated C 

code. 

2.5. Coverage Path Planning Method 

The goal of the mission is to scan a given single region and take a series of photos. 

The drone is equipped with a stabilized, gimbaled camera so it is reasonable to assume 

that the camera principal axis is pointed vertically down during the flight. The search 

should be realized at a constant altitude. The path should totally cover the predefined 

zone. It was assumed that the region of interest is approximately rectangular and could 

be defined by the four vertices. Moreover, the environment is known, and there are no 

obstacles or no-fly zones inside the area of interest (this assumption is suggested, for 

example, in refs. [56,57]). 

Many methods have been reported to calculate the most appropriate path [58,59]. 

Several search patterns might be used to inspect the predefined area: parallel track, 

creeping line search, expanding square, sector search, etc. [60–62]. The trajectory was de-

fined by a set of waypoints. After visiting all waypoints the drone should return to its 

initial point. 

At first, the quadrotor realized creeping line search and then the parallel track. In the 

creeping line search the search legs are perpendicular to the major axis of the search area. 

This method is preferred when location of the target is more probable at one end of the 

region of interest. In the parallel track, the search legs were parallel to the longer axis of 

the area. In this way, the area was scanned two times. Algorithms presented by Andersen 

[63] were used to calculate the waypoint locations. The obtained waypoints were im-

plemented manually in the Mission Planner software. The example of the trajectory 

generator (MATLAB code) is included in “Supplementary materials”. 

2.6. Quadrotor Energy Consumption Model 

The total amount of the energy 𝐸𝑇 consumed by the quadrotor might be divided 

into two parts: the energy spent on propulsion 𝐸𝑅 and the energy consumed by the 

onboard electronics (e.g., sensors, autopilot, and other circuits) 𝐸𝐸 [14,64]: 

𝐸𝑇 = 𝐸𝑅 + 𝐸𝐸, (52) 

The total energy consumed by the four electric motors could be estimated as follows 

[4,20,22,65]: 
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𝐸𝑅 = ∫ ∑𝑈𝑖(𝑡)𝐼𝑖(𝑡)

4

𝑖=1

𝑡𝑓

𝑡0

𝑑𝑡, (53) 

where 𝑈𝑖 and 𝐼𝑖 are the voltage and current of the 𝑖-th motor, and 𝑡𝑓 is the time of 

flight. This model can also be rewritten in the form of mechanical parameters of the mo-

tor as follows [8,66]: 

𝐸𝑅 = ∫ ∑𝜏𝑖(𝑡)Ω𝑖(𝑡)

4

𝑖=1

𝑡𝑓

𝑡0

𝑑𝑡, (54) 

where 𝜏𝑖 is the torque and Ω𝑖 is the angular rate of the 𝑖-th motor. The dynamics of the 

electric motor were modeled as follows: 

𝐼𝑧𝑝Ω̇𝑖(𝑡) = 𝜏𝑖(𝑡) − 𝑘𝑚Ω𝑖
2(𝑡) − 𝐷𝑣Ω𝑖(𝑡), (55) 

where 𝐼𝑧𝑝 is the moment of inertia of the rotating parts (propeller + motor shaft) and 𝐷𝑣 

is the viscous damping coefficient of the motor. 

The efficiency 𝑓𝑟,𝑖(𝜏𝑖(𝑡), 𝛺𝑖(𝑡)) of the 𝑖-th motor is included in the model to make it 

more reliable [8,66]: 

𝐸𝑅 = ∫ ∑
𝐼𝑝𝑒Ω̇𝑖(𝑡) + 𝑘𝑚Ω𝑖

2(𝑡) + 𝐷𝑣Ω𝑖(𝑡)

𝑓𝑟,𝑖(𝜏𝑖(𝑡), Ω𝑖(𝑡))

4

𝑖=1

𝑡𝑓

𝑡0

Ω𝑖(𝑡)𝑑𝑡. (56) 

The efficiency function was obtained using polynomial fitting and is described by 

the following formula: 

𝑓𝑟,𝑖(𝜏𝑖(𝑡), 𝛺𝑖(𝑡)) = 𝑎5𝛺𝑖
5(𝑡) + 𝑎4𝛺𝑖

4(𝑡) + 𝑎3𝛺𝑖
3(𝑡) + 𝑎2𝛺𝑖

2(𝑡) + 𝑎1𝛺𝑖(𝑡) + 𝑎0, (57) 

where 𝑎5= −7.349·10–19, 𝑎4= 1.173·10–14, 𝑎3= −5.824·10–11, 𝑎2= 3.328·10–8, 𝑎1= 0.0004759, 

𝑎1= −0.006304, and 0 ≤ Ω𝑖(𝑡) ≤ 6000 [RPM]. 

The torque generated by the electric motor is proportional to the electric current that 

flows though the motor [22]: 

𝜏𝑖(𝑡) = 𝐾𝑇𝐼𝑖(𝑡), (58) 

where 𝐾𝑇 is the torque constant of the electric motor. The electric current consumed by 

the 𝑖-th motor was calculated as follows [2,67,68]: 

𝐼𝑖(𝑡) =
𝜏𝑖(𝑡)

𝐾𝑇
=

1

𝐾𝑇
[𝐼𝑝𝑒Ω̇𝑖(𝑡) + 𝑘𝑚Ω𝑖

2(𝑡) + 𝐷𝑣Ω𝑖(𝑡)], (59) 

Assuming that the electric power required to operate the onboard systems 𝐸𝑠𝑢𝑏 is 

constant during the flight, the energy consumed by the electronics (other than motors) is 

calculated using the following formula: 

𝐸𝐸 = ∫ 𝐸𝑠𝑢𝑏

𝑡𝑓

𝑡0

𝑑𝑡, (60) 

The value of 𝐸𝑠𝑢𝑏 was obtained in stationary laboratory experiments. The experi-

mental setup is presented in Figure 8. 
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Figure 8. Laboratory tests of the battery discharge. 

Initially, the battery was fully charged. During the test, the electric motors were 

switched off. Only the onboard electronic subsystems were powered and consumed en-

ergy from the battery. The energy meter was connected between the quadrotor and the 

battery. Data (time, voltage, current) were analyzed online on a laptop computer and 

logged on a memory card. 

The model parameters are listed in Table 3. 

Table 3. Motor model parameters used in the numerical simulation. 

Parameter (Unit) Symbol Value 

torque constant of the electric motor (Nm/A) 𝐾𝑇 0.9 × 10–2 

power required by the onboard subsystems (J/s) 𝐸𝑠𝑢𝑏 11 

rotor thrust coefficient (N/RPM2) 𝑘𝑓 9.32 × 10–5 

rotor torque coefficient (Nm/RPM2) 𝑘𝑚 9.37 × 10–6 

viscous damping coefficient of the motor (Nm·s/rad) 𝐷𝑣 0.17 × 10–3 

reference linear dimension (m) 𝑑 1 

2.7. Battery Model 

The battery voltage during a flight was predicted using the modified Shepherd 

model [69–73]. This model requires only a few parameters that could be obtained from 

laboratory tests and the datasheet.  

It was assumed that the battery’s internal resistance is constant during the discharge 

process. The Peukert effect was not present (meaning that the capacity of the battery did 

not change with the amplitude of the electric current). Battery ageing, temperature ef-

fects, and self-discharge phenomena were not included in the presented model. The bat-

tery memory effect was omitted.  

The battery voltage during discharge changed with time and was calculated as fol-

lows [70,72]: 

𝑈𝑏𝑎𝑡 = 𝐸0 − 𝐾
𝑄

𝑄−∫ 𝐼𝑑𝑡
𝑡𝑘
𝑡0

𝐼∗ − 𝐾
𝑄

𝑄−∫ 𝐼𝑑𝑡
𝑡𝑘
𝑡0

𝐼 + 𝐴𝑒
−𝐵 ∫ 𝐼𝑑𝑡

𝑡𝑘
𝑡0 − 𝑅𝐼, (61) 

where 𝐸0 is the open-circuit battery voltage [V] (when no external load is connected), 𝐾 

is the polarization constant (V/Ah), 𝑄 is the battery capacity (Ah), 𝐼∗ represents the 

low-frequency current dynamics (A), 𝐼 is the current (A), 𝐴 is the exponential voltage 

(V), 𝐵 is the exponential capacity (Ah)−1, and 𝑅 is internal battery resistance [Ω]. 

The internal resistance during discharge was obtained from the flight logs. To obtain 

the 𝐼∗, the first-order transfer function was used for filtration. The time constant that is 

required for calculating the filtered current was difficult to estimate from the manufac-

turer data. Due to this reason, it was assumed to be 30 s. The detailed tests of the battery 
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were also used to fit the model parameters to the existing data. The values of the 

abovementioned battery model parameters are presented in Table 4. 

Table 4. Battery model parameters used in the numerical experiment. 

Parameter (Unit) * Symbol Value 

constant voltage (V) 𝐸0 16.8 

polarization constant (V/Ah) 𝐾 0.038603 

battery capacity (Ah)/(Wh) 𝑄 29.7/439.6 

exponential voltage (V) 𝐴 0.2468 

exponential capacity (Ah)−1 𝐵 30 

internal battery resistance (Ω) 𝑅 0.025 

* Maximum Continuous discharge current: 45 (A), Working and storage temperature from −10 °C 

up to +65 °C. 14.8 (V), maximum charge current: 15 (A). 

The state of the battery charge was estimated using formula [22,71]: 

𝑆𝑂𝐶(𝑡) = 100(𝑆𝑂𝐶0 − ∫
𝐼

𝑄
𝑑𝑡

𝑡

0

), (62) 

where 𝑆𝑂𝐶0 is the initial state of charge, and 𝑄 is the battery capacity (Ah). 𝑆𝑂𝐶 = 100% 

for a fully charged and 0% for a discharged battery. Simscape Electrical library that is 

available in Simulink was used to model the battery behavior [74]. 

3. Results 

3.1. Model Implementation 

The developed mathematical model of the quadrotor was implemented in 

MATLAB/Simulink R2020b. Simulations were evaluated on a laptop computer with an 

Intel(R) Core(TM) i7-8750H CPU @ 2.20 GHz, 16 GB RAM, and Windows 10 operating 

system. The equations of motion were integrated numerically using the fourth-order 

Runge–Kutta (RK4) fixed-step solver. The time step size of the simulation was set to 0.001 

s. Simulink Accelerator mode option was used to speed up the model execution. The in-

ertial measurement model was also included (the details are beyond the scope of the 

current study). 

3.2. Flight Test Methodology 

Next, flight tests in the outdoor environment were performed to acquire appropriate 

data (Figure 9). 

  

(a) (b) 

Figure 9. Quadrotor during the flight tests: (a) drone ready to fly and (b) take-off. 
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The test plans consisted of plenty of visual line-of-sight flights in various flight 

conditions, including forward flight, climbing and descending, and turns. Each flight 

scenario was realized at least twice to achieve data repeatability. The test results were 

used to fit the simulation model of the quadrotor. Finally, a study was conducted to in-

vestigate the suitability of the simulation model for energy consumption analysis. The 

tests of the flight along predefined trajectories were performed, and the results were 

compared with the simulation cases. 

Autopilot settings limited the drone’s maneuverability. Roll and pitch angle satura-

tions were set to ±15°. The maximum allowed yaw rate was ±90°/s. Ascent speed was 

limited to 2 m/s and descent speed to 2.4 m/s. 

Before each flight, it was ensured that the drone was airworthy, and the measure-

ment system was properly calibrated. The onboard batteries were new to intentionally 

remove the influence of battery ageing effects on the results. After each flight, two kinds 

of data logs were available: onboard logs and telemetry data (the structures of these logs 

are explained in refs. [75,76], respectively). The trajectory waypoints and the information 

about control system configuration were logged on the memory card. The data logging 

frequency was 10 Hz. After the experiments, the collected data were analyzed offline 

using UAV Log Viewer [77] and Mission Planner software [78]. The data were divided 

into two sets: the first one was used to fit the model parameters and the second one was 

used to validate the model. Next, the data were imported using a custom developed li-

brary to MATLAB and then compared with the results of the numerical simulation. 

3.3. Case 1 (Short Duration Trajectory) 

At first, the quadrotor model was validated for relatively simple short-duration 

trajectories. An example of such a triangular trajectory is presented in Figure 10. The 

route was defined manually by 10 waypoints. The waypoint radius was set to 2 m. The 

drone started vertically, moved between the waypoints, and returned to the initial loca-

tion. The initial conditions for the simulation (linear velocity, angular rates, position, and 

attitude) were taken from the flight logs of the drone. The mean wind velocity estimated 

during the flight test with use of a ground-based, digital anemometer was 4.5 m/s and 

azimuth 220° (the direction the wind is coming from). These values were also used in the 

numerical flight simulation. 

  

(a) (b) 

Figure 10. The comparison between the real and simulated trajectories: (a) 3D view of the trajectory 

and (b) 2D plot of the drone trajectory. 

The linear velocities (expressed in the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 frame) are presented in Figure 11, 

the angular rates (measured in the body-fixed 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame) in Figure 12, the quad-

rotor position in Figure 13, and the Euler angles in Figure 14. 
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(a) (b) (c) 

Figure 11. Linear velocities: (a) north–south, (b) west–east, and (c) vertical. 

   
(a) (b) (c) 

Figure 12. Angular rates: (a) roll, (b) pitch, and (c) yaw. 

   
(a) (b) (c) 

Figure 13. Quadrotor position: (a) north–south, (b) west–east, and (c) altitude. 

The maximum flight attitude was 30 m (Figure 13c).  

   
(a) (b) (c) 

Figure 14. Euler angles: (a) roll, (b) pitch, and (c) yaw. 
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Small inconsistencies between the roll and pitch angles (Figure 14a,b) resulted from 

model simplifications (e.g., uniform wind was assumed). In Figure 14c the line that rep-

resents the model output was nearly indistinguishable from the line representing the real 

data. 

The comparison of energetic parameters is presented in Figure 15. 

  

(a) (b) 

  
(c) (d) 

Figure 15. Energetic model: (a) total energy consumed by the drone, (b) battery state of charge, (c) 

voltage, and (d) current. 

The consumed energy increased linearly. The initial battery state of charge was 

99.8% and during the flight it decreased to approximately 97%. In Figure 15c,d some 

disparities were observed. In reality, the internal battery resistance also changes with 

time. This effect could also be included in the presented model. Load generated a voltage 

drop of the battery. This voltage drop was predicted correctly. 

3.4. Case 2 (Long Duration Trajectory) 

Next, the robustness of the model against different input data was checked. In this 

way, one might ensure that the model parameters are tuned properly not only for a single 

trajectory, but the model is also able to produce reliable results for a wide range of flight 

scenarios. A more complicated example of the validation result is presented in Figures 

16–18. The quadrotor flew along the trajectory that was defined by the 47 waypoints 

(Figure 16) and it performed flight along a mixed parallel track and a creeping line search 

pattern. The mission was realized autonomously. The flight started on the ground. Next, 

the drone took off, climbed to the altitude of 30 m, and carried out the planed mission. 

Finally, it returned to the initial point. 
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(a) (b) 

Figure 16. The comparison of trajectories between reality and simulation: (a) 3D view of the tra-

jectory and (b) 2D plot of the drone trajectory. 

   
(a) (b) (c) 

Figure 17. Linear velocities: (a) north–south, (b) west–east, and (c) vertical. 

   
(a) (b) (c) 

Figure 18. Angular rates: (a) roll, (b) pitch, and (c) yaw. 

The mean wind speed and direction measured during the flight test were 7 m/s and 

225° and these values were adopted for the simulation test. The map of the flight trajec-

tory used in both real flight and simulation is shown in Figure 16. 

The comparison of the quadrotor velocity (with respect to the ground), angular 

rates, position, and attitude for the test flight and simulation are presented in Figures 

17–20. 

The total flight time was 1271.55 [s]. Autopilot settings limited the maximum speed 

in the horizontal and vertical directions. 
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(a) (b) (c) 

Figure 19. Quadrotor position: (a) north–south, (b) west–east, and (c) altitude. 

The drone started from the ground and the vertical coordinate changed to −30 m 

(Figure 19c). Most of the mission was realized at a constant altitude of 30 m. 

   
(a) (b) (c) 

Figure 20. Euler angles: (a) roll, (b) pitch, and (c) yaw. 

The results showed the good fit of the quadrotor dynamic model. The small differ-

ences resulted from the quality of the onboard sensors used in the test flight, simulation 

model of the autopilot, and estimated constant wind conditions in the simulation [79]. 

The results of the comparison of the energy consumption, battery state of charge, 

voltage, and current are presented in Figure 21. 

  

(a)  (b) 
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(c) (d) 

Figure 21. Energetic model: (a) total energy consumed by the drone (b) battery state of charge, (c) 

voltage, and (d) current. 

The energy consumption is nearly a linear function of flight time. At the end of the 

flight the SOC was 65%. The total amount of energy consumed in the real test was 537.063 

× 103 Ws and in the simulation was 549.711 × 103 Ws, which proves the good fit of the 

simulation model. The battery state was not measured during the test flight, but its time 

plot seems to be correct according to the authors’ knowledge. The maximum current did 

not exceed 50 A. The battery voltage decreased slowly with time. The results of the sim-

ulation are close enough to the results from the flight tests. 

The trajectory pattern consists of 22 legs (13 in E–W and 9 in N–S directions) and 20 

turns. The statistical analysis of real energy consumption for each pattern portion was 

evaluated. The histograms and fitted probability distribution plots are shown in Figure 

22. It was assumed that the distribution for the N–S leg and turn is normal, since for the 

E–W leg the Weibull distribution was used. 

   

(a) (b) (c) 

Figure 22. Histogram and probability distribution fit of (a) the N–S leg (b), the E–W leg, and (c) 

turn (real data). 

The two-sided 95% confidence intervals are presented in Table 5. The values of the 

consumed energy in each pattern type obtained in the simulation were 15.123 kWs for the 

N–S leg, 22.033 kWs for the E–W leg, and 4.843 kWs for turn. All results are included in 

corresponding confidence intervals; therefore, it can be assumed that the model of energy 

consumption works properly. 

Table 5. Energy consumed by the drone in various maneuvers (real data). 

Pattern Part Mean (kWs) Up. CI Limit (kWs) Low. CI Limit (kWs) 

N–S leg 14.709 13.975 15.442 

E–W leg 22.457 21.696 23.218 

Turn 5.137 5.439 4.835 
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The root mean square errors (RMSE) were used as a measure of similarity between 

the model and the real flight (Table 6). 

Table 6. Root mean square errors. 

Parameter RMSE (Case 1) RMSE (Case 2) TIC (Case 1) TIC (Case 2) 

𝑈𝑛 0.548276 0.579551 0.104042 0.057415 

𝑉𝑛 0.593253 0.522913 0.121544 0.212000 

𝑊𝑛 0.176107 0.113729 0.101274 0.746461 

𝑃 0.122986 0.145171 0.729782 0.701991 

𝑄 0.158896 0.164072 0.749323 0.723037 

𝑅 0.069834 0.075242 0.145792 0.143996 

𝑥𝑛 3.400182 6.449190 0.031059 0.020022 

𝑦𝑛 3.673267 1.658888 0.049805 0.006499 

𝑧𝑛 0.394301 0.038004 0.008108 0.000633 

Φ 3.252205 3.070044 0.376330 0.279653 

Θ 3.398018 3.590691 0.264716 0.223927 

Ψ 2.593932 2.742482 0.011790 0.005076 

Additionally, Theil’s Inequality Coefficient (TIC) was applied to check the model 

reliability [80]. TIC is a measure of degree of conformance between two time series [81]: 

𝑇𝐼𝐶𝑖 =
√1

𝑁
∑ [𝑧𝑖(𝑡𝑘) − 𝑦𝑖(𝑡𝑘)]

𝑁
𝑘=1

2

√1
𝑁

∑ [𝑧𝑖(𝑡𝑘)]
2𝑁

𝑘=1 + √1
𝑁

∑ [𝑦𝑖(𝑡𝑘)]
𝑁
𝑘=1

2

,      𝑖 = 1…𝑛𝑦 (63) 

where 𝑦 is a time history of data obtained from simulation, 𝑧 is a vector of samples 

from the experiment, 𝑁 is the number of data points, 𝑛𝑦 is the number of outputs, and 

𝑡𝑘 is the 𝑘-th discrete data point. In this way, Equation (63) provides 𝑛𝑦 separate TIC 

coefficients. Values of TIC remained between 0 and 1. TIC = 0 means that a strong corre-

lation between data and model existed. On the other hand, TIC = 1 when the model did 

not represent the reality. For practical purposes, TIC < 0.25 is preferred [80]. As men-

tioned before, TIC was calculated for several (12) flight parameters separately (Table 6). 

The largest disparities were obtained for quadrotor roll and pitch angular rates (TIC 

> 0.7). The model predictions for vertical position 𝑧𝑛 were very close to the experimental 

results. 

3.5. Monte-Carlo Validation of the Energy Consumption 

The model parameters were obtained with some uncertainty. Next, to investigate 

the model sensitivity on the abovementioned parameter’s uncertainties, the Monte-Carlo 

simulation was evaluated. Quadrotor mass, moments of inertia, initial conditions, wind 

speed, and azimuth were taken into consideration. Each parameter was calculated as a 

sum of two components: nominal value 𝜇  and normally distributed pseudorandom 

disturbance with zero mean and standard deviation 𝜎 [82–84]. The input data to the 

simulation are presented in Table 7. 

Table 7. Input parameters for the Monte-Carlo simulation. 

Parameter Unit Nominal Value 𝝁 (Case 1) Nominal Value 𝝁 (Case 2) Standard Deviation 𝝈 

𝑚 kg 4.689 4.689 0.05 

𝐼𝑥𝑥 kg·m2 0.075716 0.075716 0.005 

𝐼𝑦𝑦 kg·m2 0.084124 0.084124 0.005 

𝐼𝑧𝑧 kg·m2 0.126437 0.126437 0.005 

𝑈𝑛0 m/s −0.119418 4.453111 0.5 
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𝑉𝑛0 m/s −0.136043 0.305209 0.5 

𝑊𝑛0 m/s −0.377093 −0.011963 0.5 

𝑃0 °/s 4.846231 −7.667591 3 

𝑄0 °/s 0.217045 3.023915 3 

𝑅0 °/s 1.886309 7.652848 3 

𝑥𝑛0 m −2.904065 −48.228010 3 

𝑦𝑛0 m 0.151600 −117.651900 3 

𝑧𝑛0 m −0.095660 −30.040323 3 

Φ0 ° −0.570000 −2.610000 1 

Θ0 ° 0.390000 0.280000 1 

Ψ0 ° 198.020000 289.050000 5 

𝑉𝑊𝑡𝑜𝑡 m/s 4.5 7 1 

𝛹𝑊 ° 220 225 10 

The values of standard deviations were obtained by laboratory experiments. To 

generate pseudorandom input data, the Marsenne–Twister algorithm [85] was used (ini-

tial seed was set to 0). For each case, 100 runs were evaluated. The average time of a sin-

gle simulation run for case 1 was 14.9 s and for case 2 was approximately 179.8 s. 

The obtained trajectories are presented in Figure 23. 

  
(a) (b) 

Figure 23. Quadrotor trajectories: (a) case 1 and (b) case 2. 

The mean, minimum, and maximum values of consumed energy are presented in 

Table 8. 

Table 8. Statistics for the obtained data. 

Case Mean (kWs) Minimum (kWs) Maximum (kWs) 

1 (all disturbances) 48.6747 47.2688 49.9513 

1 (wind only) 48.6949 48.6335 48.9322 

1 (mass, moments of inertia) 48.6563 47.2500 49.8289 

2 (all disturbances) 542.9812 528.1782 558.7417 

2 (wind only) 543.3368 539.3126 548.5094 

2 (mass, moments of inertia) 543.2884 527.8764 556.1354 

At first, the influence of all disturbances was tested. In Figure 24a,b the kernel den-

sity estimators of the total consumed energy are presented. 

Next, the same scenarios were repeated but only with disturbances in wind condi-

tions 𝑉𝑊𝑡𝑜𝑡 and 𝛹𝑊 (Figure 24c,d). Later, only the disturbances in mass 𝑚 and mo-

ments of inertia 𝐼𝑥𝑥, 𝐼𝑦𝑦, 𝐼𝑧𝑧 were tested (Figure 24e,f). Wind speed and direction are 

some of the major factors that could affect the drone dynamics and energy consumption. 
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Additionally, the energy consumed in the real flight was marked by a vertical line as a 

reference. 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 24. Kernel density estimators of consumed energy: (a) case 1: all disturbances, (b) case 2: all 

disturbances, (c) case 1: wind disturbances, (d) case 2: wind disturbances, (e) case 1: mass disturb-

ances, and (f) case 2: mass disturbances. 

The uncertainty of parameters could influence the prediction of total consumed en-

ergy. For case 1 (Figure 24a) the minimum consumed energy was between 46 × 103 Ws 

and 51 × 103 Ws. The model underestimated the total energy consumption. The opposite 

situation was obtained in case 2 (Figure 24b). The consumed energy fell into the range 

from 520 × 103 Ws to 570 × 103 Ws and the model overestimated the results. 

Considering only wind disturbances resulted in quantitatively different results. The 

curve presented in Figure 24c is tall and narrow. The predicted amount of energy was 

smaller than in reality. The curves presented in Figure 24e,f are very similar for all dis-

turbances (Figure 24a,b). The obtained results qualitatively agree well with the analysis 

presented in ref. [86]. 
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3.6. Wind Influence on the Energy Consumption: Practical Example 

Finally, a practical example of the model use is presented. To investigate the effect 

of wind on the amount of consumed energy, four simulation scenarios were considered: 

headwind and tailwind combined with two different wind velocities. Initially, the 

quadrotor was at hover at altitude 40 m above the ground. Next, the quadrotor moved 

from point (0, 0, −40) to (200, 0, −40) along a straight line at a constant altitude. In the first 

and second scenarios (headwind), the mean wind azimuth was 0°, but in the third and 

fourth scenarios (tailwind) this angle was set to 180°. The standard deviation of wind 

azimuth was the same for both analyzed cases and equal to 15°. Wind speed was set to 

4.5 m/s and 9 m/s, respectively. All other disturbances were omitted (standard devia-

tions for them were set to 0). For each scenario 100 Monte-Carlo runs were evaluated 

(total number of runs was 400). The obtained results are presented in Figure 25. 

  

(a) (b) 

  

(c) (d) 

Figure 25. Histograms of consumed energy: (a) mean wind azimuth 0°, wind speed 4.5 m/s, (b) 

mean wind azimuth 180°, wind speed 4.5 m/s, (c) mean wind azimuth 0°, wind speed 9 m/s, and (d) 

mean wind azimuth 180°, wind speed 9 m/s. 

For headwind, the right-skewed histograms were obtained. When the wind azi-

muth was disturbed then the drone had to roll to eliminate the lateral drift effect and 

keep a proper, straight flight direction. The consumed energy in the first scenario was 

higher than in the second case. On the other hand, for tailwind the left-skewed plots 

were generated. For headwind and wind speed 4.5 m/s (Figure 25a) the consumed en-

ergy was lower than for 9 m/s (Figure 25c). For tailwind and wind speed 4.5 m/s (Figure 

25b) the total amount of energy was higher than for 9 m/s (Figure 25d). This simple ex-

ample illustrates how the model might be used in energy analysis. 
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4. Conclusions 

The methodology of the quadrotor dynamics model design was presented. The 

nonlinear quadrotor dynamic model was validated using real flight data and laboratory 

tests. Several contributions of this paper might be mentioned.  

First, the rotor thrust, torque, and drag force correction factors were used to model 

the quadrotor dynamics correctly in forward flight. FLIGHTLAB software was used to 

calculate abovementioned coefficients. In this way, the model might predict the drone 

behavior for a wide range of flight conditions. 

Second, an analysis of energy consumption estimation during a long duration out-

door flight was performed as well. This partially fills the gap in the literature, because 

such validation results for several minutes of flight are not commonly available. 

Third, the simulation model was tuned using the data of real quadrotor obtained in 

laboratory experiments and flight tests. 

Fourth, the energy consumed by the onboard electronics was taken into account. In 

this way, the presented study also extends the energy consumption models presented by 

Yacef et al. [14,21,22,55] and Morbidi [4,20]. The obtained results confirm conclusions 

presented by Cabreira et al. [87]. 

Fifth, the results of Monte-Carlo simulation indicated that model parameter uncer-

tainties might influence the predicted amount of consumed energy. This method is not 

commonly used in the existing literature for validation quadrotor energy models. How-

ever, it allows understanding the impact of parameters on the model output. The uncer-

tainty in the predicted amount of energy increases with the flight duration. 

Sixth, the raw data from the flight trials are included as an Appendix A to the pre-

sented study. This dataset might be useful for other researchers. 

The time domain analysis of the simulation and flight tests results indicated its good 

capability for estimating quadrotor energy consumption and usefulness for mission plan 

optimization. Scientific significance of this work is that this model might be adopted for 

other quadrotors and used for energy estimating purposes. 

Further research might concentrate on flight tests in various flight conditions to 

gather more data and increase model reliability. Wind tunnel tests of the fuselage and 

isolated propellers could be performed to obtain aerodynamic coefficients that are used 

in the simulation model. A detailed model of rotors might be also used. Battery ageing 

effects might be included into the simulation to make it even more realistic. The devel-

oped model could be used for optimal coverage path planning, taking consumed energy 

as a performance metric. 

Supplementary Materials: The following supporting information can be downloaded at: 

https://www.mdpi.com/article/10.3390/en15197136/s1, flight data that have been used to produce 

Figures 10–21. 
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Nomenclature 

The following abbreviations and symbols are used in this manuscript: 

Latin symbols  

𝐴 exponential voltage, (V) 

𝑨 aircraft inertia matrix 

𝐵 exponential capacity, (Ah)–1 

𝑩 gyroscopic matrix 

𝑐 propeller chord, (mm) 

𝐶𝐿, 𝐶𝑀, 𝐶𝑁 rolling, pitching and yawing moment coefficients, (–) 

𝐶𝑋 , 𝐶𝑌, 𝐶𝑍 drag, side and lift force coefficients, (–) 

𝑑 reference linear dimension, (m) 

𝐷𝑝 diameter of the rotor, (m) 

𝐷𝑣 viscous damping coefficient of the motor, (Nm·s/rad) 

𝐸0 open circuit battery voltage, (V) 

𝐸𝐸 energy consumed by the onboard electronics, (J] 

𝐸𝑇 total amount of energy consumed by the quadrotor, (J] 

𝐸𝑅 energy spent on propulsion, (J) 

𝐸𝑠𝑢𝑏 electric power required by the onboard subsystems, (J/s) 

𝑓𝑟,𝑖(𝜏𝑖(𝑡), 𝛺𝑖(𝑡)) efficiency of the 𝑖-th electric motor, (–) 

𝒇𝑨 vector of aerodynamic loads, 

𝒇𝑮 vector of gravity loads, 

𝒇𝑹 vector of propulsion loads, 

𝑭𝑮 vector of gravity forces, (N) 

𝑭𝑨 vector of aerodynamic forces, (N) 

𝑭𝑹 vector of propulsion forces, (N) 

𝑔 gravity acceleration, (m/s2) 

ℎ flight altitude, (m) 

𝐻𝑢(𝑠), 𝐻𝑣(𝑠), 𝐻𝑤(𝑠) transfer functions for Dryden wind model, 

𝐼𝑖 current of the 𝑖-th electric motor, (A) 

𝐼𝑥, 𝐼𝑦, 𝐼𝑧 quadrotor moments of inertia, (kg·m2) 

𝐼𝑥𝑦, 𝐼𝑦𝑧, 𝐼𝑥𝑧 quadrotor products of inertia, (kg·m2) 

𝐼𝑧𝑝 
moment of inertia of the of the rotating parts (propeller + motor 

shaft), (kg·m2) 

𝑘𝑓 rotor thrust coefficient, (N/RPM2) 

𝑘𝑚 rotor torque coefficient, (Nm/RPM2) 

𝐾 battery polarization constant, (V/Ah) 

𝐾𝑃
𝑊𝑛𝑒, 𝐾𝐼

𝑊𝑛𝑒, 𝐾𝐷
𝑊𝑛𝑒 vertical speed controller settings, 

𝐾𝑃
𝑧𝑛𝑒, 𝐾𝐼

𝑧𝑛𝑒, 𝐾𝐷
𝑧𝑛𝑒 altitude controller settings, 

𝐾𝑃
𝑃𝑒, 𝐾𝐼

𝑃𝑒, 𝐾𝐷
𝑃𝑒 roll rate controller settings, 

𝐾𝑃
Φ𝑒, 𝐾𝐼

Φ𝑒, 𝐾𝐷
Φ𝑒 roll angle controller settings, 

𝐾𝑃
𝑄𝑒, 𝐾𝐼

𝑄𝑒, 𝐾𝐷
𝑄𝑒 pitch rate controller settings, 

𝐾𝑃
Θ𝑒, 𝐾𝐼

Θ𝑒, 𝐾𝐷
Θ𝑒 pitch angle controller settings, 

𝐾𝑃
𝑅𝑒, 𝐾𝐼

𝑅𝑒, 𝐾𝐷
𝑅𝑒 yaw rate controller settings, 

𝐾𝑃
Ψ𝑒, 𝐾𝐼

Ψ𝑒, 𝐾𝐷
Ψ𝑒 yaw angle controller settings, 

𝐾𝑃
𝑈𝑛𝑒, 𝐾𝐼

𝑈𝑛𝑒, 𝐾𝐷
𝑈𝑛𝑒 𝑈𝑛 speed controller settings, 

𝐾𝑃
V𝑛𝑒, 𝐾𝐼

V𝑛𝑒, 𝐾𝐷
V𝑛𝑒 𝑉𝑛 speed controller settings, 

𝐾𝑃
𝑥𝑛𝑒, 𝐾𝐼

𝑥𝑛𝑒, 𝐾𝐷
𝑥𝑛𝑒 𝑥𝑛 position controller settings, 

𝐾𝑃
𝑦𝑛𝑒, 𝐾𝐼

𝑦𝑛𝑒, 𝐾𝐷
𝑦𝑛𝑒 𝑦𝑛 position controller settings, 

𝐿𝑢, 𝐿𝑣, 𝐿𝑤 turbulence scale lengths, (m) 

𝑚 drone mass, (kg) 
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𝑴𝑨 vector of aerodynamic moments, (Nm) 

𝑀𝑖 torque produced by the 𝑖-th rotor, (Nm) 

𝑴𝑹 vector of moments generated by propellers, (Nm] 

𝑁 number of discrete sample points, 

𝑃, 𝑄, 𝑅 
quadrotor angular velocities in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 reference frame, 

(rad/s] 

�̄� dynamic pressure, (kg/(m·s2)) 

𝑄 battery capacity, (Ah) 

𝑟 radial distance from the propeller axis of rotation, (mm) 

𝒓𝒏 = [𝑥𝑛 𝑦𝑛 𝑧𝑛]𝑇 vector of the quadrotor position in the 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 frame, (m) 

𝒓𝑹𝒊 position vector of the 𝑖-th rotor in the 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 frame, (m) 

𝑅 battery internal resistance, (Ω) 

𝑅𝑝 radius of the rotor, (m) 

𝑆 reference area, (m2) 

𝑆𝑝 rotor disc area, (m2) 

𝑡 time, (s) 

𝑡0 initial time, (s) 

𝑡𝑓 final time, (s) 

𝑡𝑘 𝑘-th discrete time step, (s) 

𝑇𝑒 time constant, (s) 

𝑇𝑖 thrust produced by the 𝑖-th rotor, (N) 

𝑻 matrix of linear velocities and angular rates 

𝑻𝑽 velocity transformation matrix 

𝑻𝜴 angle transformation matrix 

𝑢1, 𝑢2, 𝑢3, 𝑢4 
control signals for climb rate, roll rate, pitch rate and yaw rate 

control respectively, (rad/s) 

𝑈, 𝑉,𝑊 
components of linear velocity in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 reference frame, 

(m/s) 

𝑈𝑛, 𝑉𝑛,𝑊𝑛 
components of linear velocity in 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 reference frame, 

(m/s) 

𝑈𝑊, 𝑉𝑊,𝑊𝑊 
components of wind velocity in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 reference frame, 

(m/s) 

𝑈𝑊𝑛
𝑢 , 𝑉𝑊𝑛

𝑢 ,𝑊𝑊𝑛
𝑢  

components of uniform wind velocity in 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 reference 

frame, (m/s) 

𝑈𝑊𝑛
𝑡 , 𝑉𝑊𝑛

𝑡 ,𝑊𝑊𝑛
𝑡  

components of turbulence velocity in 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 reference 

frame, (m/s) 

𝑈𝑊𝑛, 𝑉𝑊𝑛,𝑊𝑊𝑛 
components of wind velocity in 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 reference frame, 

(m/s) 

𝑈𝑏𝑎𝑡 battery voltage, (V) 

𝑈𝑖 voltage of the 𝑖-th motor, (V) 

𝑉𝑡𝑜𝑡 airspeed, (m/s) 

𝒗 = [𝑈, 𝑉,𝑊]𝑇 linear velocity vector in 𝑂𝑏𝑥𝑏𝑦𝑏𝑧𝑏 reference frame, (m/s) 

𝑉𝑡𝑜𝑡 drone airspeed, (m/s) 

𝑉𝑊𝑡𝑜𝑡 total wind speed, (m/s) 

𝑊20 wind speed at altitude 6 m, (kts) 

𝒙 state vector 

𝑥𝑛, 𝑦𝑛, 𝑧𝑛 
coordinates of aircraft position in 𝑂𝑛𝑥𝑛𝑦𝑛𝑧𝑛 reference frame, 

(m) 

𝑦 model output vector 

𝒚 aircraft position and attitude vector 

𝑧 measurement vector 
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Greek symbols  

𝛼 angle of attack, (rad) 

𝛽 angle of sideslip, (rad) 

𝛾 rotor blade twist, (rad) 

Δ𝑐 chord center shift distribution along the rotor span, (mm) 

𝛥𝑇𝑖 velocity correction function of the thrust, (N)  

𝛥𝑀𝑖 velocity correction function of the torque, (Nm) 

𝜇 nominal value of the parameter 

𝜌 air density, (kg/m3) 

𝜎 standard deviation of the pseudorandom disturbance 

𝜎𝑢, 𝜎𝑣, 𝜎𝑤 turbulence intensities, 

𝜏𝑖 torque generated by the 𝑖-th motor, (Nm) 

Φ,Θ,Ψ quadrotor attitude angles, (rad) 

Ψ𝑊 wind direction (direction of oncoming flow), (rad) 

𝝎 = [𝑃 𝑄 𝑅]𝑇 vector of angular velocity, (rad/s) 

Ω𝑖 angular rate of 𝑖-th motor, (rad/s) 

Ω𝑐𝑖 𝑖-th rotor demanded value of angular rates, (rad/s) 

𝜴𝑹 the vector of the angular velocity of the rotors, (rad/s) 

Abbreviations  

BLDC Brushless Direct Current 

CAD Computer Aided-design 

GPS Global Positioning System 

GNSS Global Navigation Satellite System 

IMU Inertial Measurement Unit 

UAV Unmanned Aerial Vehicle 

PID proportional-integral-derivative 

RMSE Root Mean Square Errors 

RPM revolutions per minute 

𝑆𝑂𝐶 battery State Of Charge, (%) 

𝑆𝑂𝐶0 initial battery State Of Charge, (%) 

TIC Theil’s Inequality Coefficient 

Appendix A. Flight Data and MATLAB Scripts 

The folder “Supplementary materials” includes the two subfolders “Case 1” and 

“Case 2” with flight data logs in “TLOG” and “BIN” formats. These data could be viewed 

using UAV Log Viewer online service that is available at: 

https://plot.ardupilot.org/#/ (accessed on 13 September 2022). 

and Mission Planner software: 

https://ardupilot.org/copter/docs/common-downloading-and-analyzing-data-logs-i

n-mission-planner.html (accessed on 13 September 2022). 

Additionally, files with “*.log” extension includes data about quadrotor configura-

tion. Files with “*.waypoints” extension include the coordinates of trajectory waypoints. 

In “Trajectory” there are MATLAB scripts that could be used to reproduce similar 

trajectory as presented in “Case 2” (the user could change some parameters). 
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