Abstract: The main objective of this research work was the wellbore stability evaluation of oil and gas wells based on a 3D geomechanical model, which as constructed using seismic inversion in a southeastern Algerian petroleum field. The seismic inversion model was obtained by using an iterative method and Aki and Richards approximation. Since the correlation between the inversion model and the log data was high at the wells, the reservoir was efficiently characterized and its lithology carefully discriminated in order to build a reliable 3D geomechanical model. The latter was further used to suggest the drilling mud weight window for the ongoing wells (well 5) and to examine the stability of four previously drilled wells. The main contribution of this study is providing a 3D geomechanical model that allows the optimization of drilling mud weight parameters so that a wellbore’s stability is guaranteed, on the one hand, and, on the other hand, so that the reservoir damage brought about by excessive surfactant use can be prevented. Indeed, the mud parameters are not just important for the drilling process’s effectiveness but also for logging operations. Since the tools have limited investigation diameters, with excessive use of surfactant, the invaded zone can become larger than the tools’ investigation diameter, which makes their logs unreliable. Hence, the 3D geomechanical model presented here is highly recommendable for the proposition of new wells, entailing less exploration uncertainty and more controllable productivity.
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1. Introduction

One of the most important steps in discovering new hydrocarbon fields is drilling wells. Once the field is discovered, the drilling system must be put in the appropriate location, and the well must then cross important geological layers to reach its targeted reservoir [1–3]. During drilling, the crossed formations will reveal different rock properties. Therefore, drillers must be cautious to ensure the well’s stability and prevent its collapse as a result of differential pressure change. The drilling mud density is determined in a practical way that guarantees the underbalance status of the well [4], but high density values may cause damage to the drilled reservoir. In this context, this study surveyed the state of the art of pertinent methods in order to determine a compromise between ensuring the maximum wellbore stability and minimizing reservoir damages.

In this framework, the field of study selected has suffered from reservoir damage caused by the use of inappropriate drilling mud density values at the levels of wells 1, 2, 3, and 4. The study region in this research work was in the southeast of Algeria, and seismic inversion and a 3D geomechanical model were employed using seismic and well-logging
data [5]. In order to emphasize the various lithologies and characterize the reservoir, the seismic data were first inverted before being exploited [6–8]. The amplitude versus offset (AVO) model was built based on Roy White’s methodology and retrieved using Aki and Richard iterative approximation [9]. In order to determine the volumes for the acoustic impedance, the Vp/Vs ratio, and the density, correlation values between the inverted model and the logging data were obtained. The correlation values ranged from 72% to 85% [10].

The second part of the paper is dedicated to the construction of the 3D geomechanical model. In order to drill new wells and establish their ideal directions to assure the most effective exploration plan, wellbore stability was also analyzed in this study [11]. By minimizing drilling events and minimizing reservoir damage through an ideal density for drilling mud, a model was considered for optimization of drilling expenses [12]. Practically, it was noticed that, in many field cases, excessive use of surfactant in the drilling mud may ensure wellbore stability, but it expands the invaded zone so that it can exceed the investigation diameter of logging tools [4,13]. Thus, it has a direct influence on the logging data reliability.

In a previous study, Ashraf et al., 2019 have shown in a case study [1] of the use of 3D seismic attributes for facies classification in Sawan gas field in Pakistan that, even though the approach was valid, its generalization depends strongly on the reservoir heterogeneity. Later on, Hung et al., 2019 [14] proposed a workflow for 3D geological model construction in order to evaluate CO2 storage capacities in Cuu Long basin, and they used the model to identify fractures in the basement reservoir. Wang et al., 2020 [8] used a closed-loop convolutional neural network to provide an inverted seismic cube, and the algorithm was trained using well-logging data. The reliability and convergence of the CNN were strongly related to the amount and quality of the logging data. In the same year, Ashraf et al. (2020) [7] discussed the heterogeneity of the Sawan reservoir by using inverted acoustic impedance, which was a very interesting approach even it was only tested in a shallow marine reservoir. Hung and Yuichi (2020) [4] investigated the impact of geological modeling on CO2 storage, using a 3D seismic inverted model. The same authors (2021) [15] studied the enhancement of production history-matching by using integrated modelling in sandstone reservoirs but only for fluvial channels. Aqsa et al. (2022) predicted the sedimentary facies that control the lower Shihezi Member 1 of the Hangjinqi Area, Ordos Basin, based on seismic inversion. They also identified [3] the favourable gas zones through fault distribution, extracting them from the 3D seismic inversion model. Most recently, Hung and Lee have modelled [10] the geo-cellular data for an Oligocene reservoir based on a 3D inversion model, but this approach was utilized only for a marginal offshore field and has not been studied for onshore petroleum fields.

The main problem in the study region was that there was no scientific way to determine the mud density window in order to guarantee the wellbore stability of the wells without damaging the reservoir. The practice used was to increase the mud density until the borehole was stabilized but without excessive use of surfactant in the mud. The solution proposed in this study is the creation of a 3D geomechanical model in order to study reservoir horizontal and vertical stress that can be used for determination of the mud window. The proposed model permits reservoir protection against invasion and fracturing. The steps of the study are as follows: in the Section 2, a brief demonstration of the seismic inversion results for the studied field is provided to allow the reader to understand the ensuing sections of the paper. In the Section 3, the construction of 1D geomechanical models for the four drilled wells is described; only the models of well 1 and well 2 are demonstrated. The models of the four wells were used to compare the parameters near and far from the wells in the 3D modelling stage. In the fourth section, the 3D geomechanical model construction steps are discussed in detail, and the general workflow is explained. This section concludes with the reservoir characterization and lithology discrimination. The Section 5 deals with the design of the optimum mud window for the proposed well in the studied field (well 5) with deep interpretations of the results obtained for the four wells.
The article closes with conclusions and perspectives for optimum drilling mud parameters with minimum risks.

2. Seismic Inversion Model

Simultaneous seismic inversion was carried out on the data from the studied field. The data contain four processed cubes with four stack angles: 5–10°, 10–20°, 20–30°, and 30–40°. From structural interpretation results, eight seismic horizons were identified as follows: (1) Maastrichtian, (2) Campanian, (3) Santonian, (4) Coniacian, (5) Turonian, (6) Cenomanian, (7) Albian, and, finally, (8) Aptian. In addition, logging data for the four drilled wells were prepared and used to correlate the inverted model to the directly measured logs. Figure 1 demonstrates the high correlation between the density volume obtained from the inverted model and the density from the well logs ([16,17]).

![Seismic trace crossing the four wells from the inverted density cube of the southeastern Algerian petroleum field. The lithologies from top to bottom are: Maastrichtian, Campanian, Santonian, Coniacian, Turonian, Cenomanian, Albian, and Aptian.](image)

3. 1D Geomechanical Model Construction

To construct a 1D geomechanical model, the following parameters were experimentally determined: the static Young’s modulus, the static Poisson coefficient, the unconfined compressive strength (UCS), the resistance of the rock to the tension (TSTR), the friction angle, the pore pressure, and the vertical and horizontal constraints (minimum and maximum). Young’s modulus is a mechanical property that quantifies the proportion between tensile stress \( \sigma \) and axial strain \( \varepsilon \) in the linear elastic region of a rock, extracted directly from the velocity of the P-wave (Vp) and the S-wave (Vs) in the seismic data [18]. The UCS is the maximum axial compressive stress that a cylindrical sample of rock can withstand under unconfined laboratory conditions. The UCS relationship and the static Poisson ratio are obtained from laboratory test results. We took into consideration the local mechanical properties of the rock formation in the reservoir under study (Turonian) [19]. Based on the laboratory test results, the following values were obtained: static Young’s modulus = 0.8 \( \times \) the dynamic Young’s modulus, static Poisson coefficient = dynamic Poisson factor, and TSTR = 6–8% of UCS [20]. Further, the total horizontal stresses were calculated using 1D poro-elastic theory. Since the rocks of this field have linear elastic and isotropic horizontal stresses, the calculation involved the Young’s modulus \( E \), the Poisson ratio \( \nu \), the Biot constant \( \alpha \), the vertical litho-static stress \( \sigma_v \), and the minimum and maximum strains \( \varepsilon_1 \) and
The results of the 1D geomechanical modelling for well 1 and well 2 are presented in Figure 3a,b, respectively. These are examples of the results obtained from the four wells.
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Figure 3. One-dimensional (1D) geomechanical model and mud density analysis for: (a) well 1, (b) well 2. The description of the curves from left to right is as follows: track 1—MD: measured depth (m), track 2—stratigraphy: limits of the geological formations, track 3—Young’s static modulus (GPa) curve in violet; Poisson ratio curve in light green; UCS (MPa) curve in red; TSTR (MPa) curve in yellow; and friction angle (Deg) curve in dark blue, track 4—interstitial pressure (Psi) curve in dark blue; vertical stress (Psi) curve in black; horizontal constraints (Smax in red, Smin in light green, Psi), track 5—the windows of wellbore stability, including interstitial pressure in grey, shear failure of the wellbore in yellow, fracture gradient in light blue and breakdown in dark blue [23].
The different phases of well 1 and well 2 are oval along the Marly intervals, mainly in the Campanian and Santonian formations, where severe types of damage were observed. These intervals were characterized by a very low UCS and, thus, they required a higher mud weight to stabilize the wellbore during drilling. The total drilling mud losses reported in the Maastrichtian formation are related to the presence of natural fractures that are not open to the fracture gradient ([24,25]). The Turonian and Coniacian formations, mainly in well 2, seemed to be more stable compared to the whole formation. We reduced the drilling mud weight in the Turonian formation to 1.05 sg in order to limit mud losses in the reservoir intervals. To confirm these conclusions and use them for the next planned wells, it was necessary to obtain reliable results. Therefore, we constructed a 3D geomechanical model based on seismic inversion. The model was then compared to 1D models for validation and generalization, as detailed in Section 4.

4. Three-Dimensional (3D) Geomechanical Model Construction

4.1. Generation of $V_p$ and $V_s$ Volumes

The relation between the $V_p$ and the acoustic impedance (AI) was extracted by using the cross plot $v_p = f(AI)$ from logging data from the four wells [26]. It can be seen from Figure 4 that the relationship is linear, and it is expressed by Equation (1):

$$V_p = 0.314 \times V_s + 797$$ (1)

As the acoustic impedance volume was obtained from the seismic inversion results, a simple calculation was used to deduce the volume of the acoustic velocities, as shown in Figure 5a. Since the volumes of the ratio $V_p/V_s$ and of $V_p$ were calculated, the volume of $V_s$ could, therefore, be directly deduced, as demonstrated in Figure 5b [16].
Figure 5. Volumes generated using seismic inversion: (a) acoustic velocities (m/s), (b) shear rates, (c) density AI (k.Pa.s/m).
4.2. Density Volume Generation

Using the acoustic impedance and the acoustic velocity volumes, the density volume was extracted by using the relationship \( AI = \frac{v_p}{\rho_c} \), as shown in Figure 5c. A comparison between the obtained inverted density model and the density logs from well 1 and well 2 is shown in Figure 6. The latter shows density values from inverted volumes (coloured) compared to logging data (black curves). Based on Figure 6, it can be concluded that the inverted model had high correlations at well 1 and well 2 in the studied field, as well as good correlations at well 3 and well 4. Therefore, we were able to proceed to 3D geomechanical model construction. The workflow of this process is summarized in Figure 7 ([6,27–30]).

---

**Figure 5.** Volumes generated using seismic inversion: (a) acoustic velocities (m/s), (b) shear rates, (c) density AI (k.Pa.s/m).

**Figure 6.** Comparison of results from calculated volumes (coloured) and actual data (in black) for: (a) wells 1 and 2, (b) wells 3 and 4. The logs for each well are, from left to right, as follows: AI (kPa.s/m), \( V_p/V_s \) (no units), \( V_p \) (m/s), \( \rho_b \) (g/cm\(^3\)), and \( V_s \) (m/s).

**Figure 7.** Workflow of the 3D geomechanical model construction.
4.3. Digital Grid Creation

When building a 3D geomechanical model, the first step is to create the grid in which the computation of the constraints will be carried out [31]. The grid is guided by the geological model of the region and must contain the overlying layers in addition to the reservoir’s layers ([6,32]).

The geological model of the studied field consisted of 8 horizons, from the Maastrichtian to the Aptian. Forty-nine (49) faults, provided from the structural interpretation of the seismic data, were also included in the constructed model. Thus, from the geological point of view, a simple rectangular grid covering all horizons was created; containing 37 layers. Particular attention was given to the reservoir layers and the cover layer, increasing the resolution gradually to provide more details [33,34]. At the end of this step, the obtained grid was composed of 1,583,550 cells, as shown in Figure 8. It was used for reservoir characterization and rock typing [35].

\[ G_{dd} = (13474.45) \rho_b \left( \frac{v_s}{v_p} \right)^2 \]  
\[ k_{dd} = (13474.45) \rho_b \frac{1}{v_p^2} - \frac{4}{3} G_{dd} \]  
\[ K_{dd} = 9 G_{dd} \times k_{dd} G_{dd} + 3 k_{dd} \]  
\[ P_{RR} = \frac{1}{2} \left( \frac{v_p}{v_s} \right)^2 - \frac{1}{2} \left( \frac{v_p}{v_s} \right)^2 - 1 \]  

where \( G_{dd} \) is the saturation gain function, \( k_{dd} \) is the bulk modulus of the rock, \( K_{dd} \) is the bulk modulus of the fluid, and \( P_{RR} \) is the Poisson ratio. These properties are called “dynamic” because of their high-frequency contents. Nevertheless, their calibration

Figure 7. Workflow of the 3D geomechanical model construction.

Figure 8. Generated grids for the studied field.
4.4. Rock Typing

Once the grids were created, they were filled with the mechanical properties that characterized the rock; namely, the density, the elastic properties (Young’s modulus, Poisson ratio, and Biot coefficient), and the resistance properties (UCS, the resistance of the rock to tension, and the friction angle) [10]. These properties were calculated using the same method as in the 1D model constructed earlier in this study and with the same mathematical relationships [17]. The inputs of the model were the density volumes, $V_p$ and $V_s$, and the dynamic elastic properties, which were determined directly from the inputs through the Gassmann equations (Equations (2)–(5)) [36,37].

\[
G_{dyn} = (13474.45) \frac{\rho_b}{(v_s)^2} \tag{2}
\]

\[
k_{dyn} = (13474.45)\rho_b \left[ \frac{1}{(v_p)^2} \right] - \frac{4}{3} G_{dyn} \tag{3}
\]

\[
K_{dyn} = \frac{9G_{dyn} \times k_{dyn}}{G_{dyn} + 3k_{dyn}} \tag{4}
\]

\[
PR_{dyn} = \frac{2}{3} \times \left[ \frac{v_p}{v_s} \right]^2 - 1 \tag{5}
\]

where $G_{dyn}$ is the saturation gain function, $k_{dyn}$ is the bulk modulus of the rock, $K_{dyn}$ is the bulk modulus of the fluid, and $PR_{dyn}$ is the Poisson ratio. These properties are called “dynamic” because of their high-frequency contents. Nevertheless, their calibration can be guaranteed using laboratory tests on cores: the UCS cube was calculated from a UCS vs. Young’s modulus correlation based on the regional core tests in the four wells, and the TSTR was estimated at 6–8% of the UCS [28]. The obtained 3D rock properties are illustrated in Figure 9.

**Figure 9.** Rock properties calculated from seismic inversion results: (a) density (g/cm$^3$), (b) Young’s modulus (GPa), (c) Poisson ratio, (d) UCS (bar), (e) resistance to tension (bar), (f) friction region (deg).

It can be noted from Figure 10 that the properties calculated from the 3D cubes, which resulted from the inversion, remained faithful to the 1D models at wells 1, 2, and 3 [38]. Some inaccuracies were observed at the level of well 4 since the inputs ($V_p$, $V_s$, and Rhob cubes) were generated from logging data, which presented some unreliability problems for density logs at this well due to the presence of washout and doglegs (bad quality of the borehole).
can be guaranteed using laboratory tests on cores: the UCS cube was calculated from a UCS vs. Young's modulus correlation based on the regional core tests in the four wells, and the TSTR was estimated at 6–8% of the UCS [28]. The obtained 3D rock properties are illustrated in Figure 9.

It can be noted from Figure 10 that the properties calculated from the 3D cubes, which resulted from the inversion, remained faithful to the 1D models at wells 1, 2, and 3 [38]. Some inaccuracies were observed at the level of well 4 since the inputs (Vp, Vs, and Rhob cubes) were generated from logging data, which presented some unreliability problems for density logs at this well due to the presence of washout and doglegs (bad quality of the borehole).

4.5. Calculation of Limiting Conditions and Constraints

The constructed 3D geomechanical model allowed for the inclusion of all structural and mechanical information. In the constraint computation phase, a simulation was carried out using the finite element technique [39]. The outputs of the simulation were extracted and used for reservoir analyses and the design of new wells [40]. The simulation was undertaken in three steps. In the first step, the gravitational load was estimated over the entire volume to generate a cube of vertical stresses, which included faults and different mechanical properties. In step two, the boundary conditions were used to initialize the state of the constraints, and the pore pressure was also estimated. It should be noted that the state of stress at this step represented the initial conditions [18]. In step three, the constraints and pore pressure were iteratively calculated until they correlated with data at a predefined error threshold [17]. The different constraints that affected the model were calculated as follows:

1. The vertical stress was determined from the density volume, and it was not quite accurate due to the quality of the seismic data. Nevertheless, the estimated vertical stresses remained close to the real values obtained from core data;
2. The horizontal stresses, caused by the effects of tectonics, were estimated from the results of the 1D geomechanical model, which was established at the level of the four wells [30].

Effectively, the regional constraints were adjusted iteratively until they corresponded to the profiles of the different wells. In this study, seven simulations were required to find the best correlation between the estimated parameters and the data. The simulations were aimed at modelling the distribution of the stresses in the reservoir by taking into account the structures resulting from the seismic data interpretation ([21,40]). The values obtained from the simulation were the minimum horizontal deformation $E_h = 0 \sim 0.1 \times 10^{-3}$, the maximum horizontal deformation $E_H = 0.1 \sim 0.4 \times 10^{-3}$, and the azimuth equal to 45°, as shown in Figure 11. The results, shown in Figure 12, demonstrated a good correlation between the 3D and the 1D models. Since the 1D model could not include structural effects, the comparison was significant only for wells that were not located near to faults or structural features that could induce major stress rotations ([18,40]).

Figure 10. Comparison between rock properties calculated from inversion (coloured) and log profiles (in black) for wells 1, 2, and 3. Logs for each well are, from left to right, as follows: Young’s modulus of elasticity YME (GPa), static Poisson ratio, UCS (bar), TSTR (bar), and friction region (degree).
The size of the mud density window depended on the difference between the limits of these gradients [32]. The stability of the wellbore depended on the relative orientation of the main stresses and the trajectory of the well. Thus, the creation of a single mud density cube required few assumptions about the orientation of the well. Typically, an initial cube is created assuming a vertical well (zero inclination), and then alternate cubes are created with tilts and azimuths, which represent the general intended directions of the wells [21]. Based on these assumptions, three mud density cubes were generated: a cube for the vertical well (0° inclination and 0° azimuth), a cube for the horizontal well simulated in the direction of the minimum horizontal stress (90° inclination and 45° azimuth), and a cube for the horizontal well simulated in the direction of the maximum horizontal stress (90° inclination and 135° azimuth). The time slices shown in Figures 13–15 represent the targeted reservoir...
(the Turonian) obtained from the three generated cubes, respectively. The simulation results show that the horizontal trajectories of the wells were slightly more stable than the vertical trajectories in the Turonian layer. There was a small difference in the mud density window between drilling in the direction of the minimum and maximum horizontal stresses. However, drilling in the direction of the minimum horizontal stress seemed better. As it is subject to uncertainties in the properties of the faults, it is strongly recommended to keep the wellbore at least 200 m far from the faults if possible. The stresses in these areas are unpredictable and the optimal mud density windows that guarantee wellbore stability will be very narrow.

Figure 13. First mud density cubes with 0° inclination and 0° azimuth in lbm/gal for vertical well: (a) fracture gradient, (b) breakdown, (c) breakout, (d) kick.

Figure 14. Second mud density cube with 90° inclination and 45° azimuth in lbm/gal for vertical well: (a) fracture gradient, (b) breakdown, (c) breakout, (d) kick.
Figure 15. Third mud density cube with 90° inclination and 135° azimuth in lbm/gal for horizontal well in maximum stress direction: (a) fracture gradient, (b) breakdown, (c) breakout, (d) kick.

A comparison between the mud weight windows (MWWs) for well 5 and the other four wells in the studied field is shown in Figure 16. The MWW was more favourable in well 5 than in the other wells. In the Turonian formation, the main challenge was to keep the rupture limit lower than the interstitial pressure at certain intervals. However, this could reduce the drilling mud weight in this section to its limit, and it could even lead to mud loss in the naturally fractured subintervals ([25,39]). The main limitation of this study is that the reliability and precision of the 3D geomechanical model obtained were strongly related to the vertical resolution of the seismic data. Furthermore, in order to ensure better results, it would be necessary to ensure good acquisition and design of the seismic field, which is not always available in southeastern Algeria due to its mountainous characteristics.

Figure 16. Mud weight windows for the four wells compared to that of well 5.

6. Discussion

The 3D geomechanical model constructed provided us with the tools to estimate the optimal mud density window to be used to drill the planned well (well 5). This mud window could guarantee the stability of the wellbore of well 5, and there was no risk of...
reservoir invasion or fracturing in the Turonian formation. The mud window results are shown in Figure 16, and the curves can be interpreted as follows:

1. **Gary block**: the pore pressure values. If they become higher than the pressure created by the mud density, a kick could occur in the Turonian formation at well 5. The kicks correspond to lower shelling of the walls that that applied by the geological formations around the well

2. **Yellow block**: the fracture limit (shear failure or breakout). This occurs when the mud density is below the maximum in situ stress, but it should be controllable while drilling well 5 [42];

3. **Light blue block**: the fracture gradient limit, which is caused by the minimum horizontal in situ stress. When the mud density is higher than the latter, this will open the existing fractures. This should also be controlled during the drilling of well 5 in order to avoid fracturing the Turonian formation;

4. **Dark blue block**: the breakdown (tensile break). This occurs when the mud density is greater than the maximum horizontal stress. The latter should also be considered when drilling well 5.

In Figure 16, the drilling mud density window is represented by the white block located in the middle of the tracks. Hence, to avoid the various fractures previously mentioned for well 5, mud densities were estimated for each interval based on the results of the 3D geomechanical model [43]. For the interval 0–600 m MD (Maastrichtian), the obtained mud weight was \( MW = 1.05 \text{ g/cm}^3 \) (WBM); for the interval 600–1200 m MD (Maastrichtian–Campanian–Santonian), \( MW = 1.23 \text{ g/cm}^3 \) (OBM); for the interval 1200–1681 m MD (Coniacian), \( MW = 1.05 \text{ g/m}^3 \) (OBM); and for the interval 1681–2000 m MD (Turonian–Cenomanian), the obtained mud weight was \( MW = 1.05 \text{ g/cm}^3 \) (OBM). These mud density values can ensure wellbore stability with minimum damage to the targeted reservoir, as confirmed during the process of drilling well 5 and its reservoir evaluation.

### 7. Conclusions

- In this paper, a 3D geomechanical model was constructed in order to help drillers ensure the stability of the wellbores of hydrocarbon wells without damaging the reservoir in a petroleum field located in the southeast of Algeria;
- The seismic inversion cubes were used as the input data for the construction of the 3D geomechanical model. The 1D geomechanical profiles, generated at the wells’ scales, were used as basic tools for the construction of the 3D geomechanical model;
- The 3D geomechanical model provided information on the spatial distribution of the existing stresses in the reservoir and all subjacent layers;
- As a result, this study provides a powerful and reliable tool for drilling new wells and to optimize profitability by avoiding drilling incidents. It allows the estimation of the different mechanical properties of rocks at the seismic scale;
- This is an effective way to determine the mud density to be used when drilling new wells in a studied area, thus allowing the determination of the preferred direction for their boreholes;
- Furthermore, by obtaining such information, simulations of on-going wells can be performed at any position in the volume, and in any direction, so that an estimate of the drilling mud density window can be obtained simultaneously;
- In addition, this model can help drillers choose the location and the optimal direction of new wells with the maximum possible wellbore stability;
- The 3D geomechanical model can be also used to guide hydraulic fracturing supervisors in undertaking fracturing jobs in tight reservoirs based on the robust information on the spatial distribution of stresses, their directions, and their amplitudes.
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