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Abstract: Intermittent forms of renewable energy destabilize electricity grids unless adequate relia-

ble generating capacity and storage are available, while instability of hybrid electricity grids and 

cost fluctuations in fossil fuel prices pose further challenges for policymakers. We examine the in-

teraction between renewable and traditional fossil-fuel energy sources in the context of the Alberta 

electricity grid, where policymakers seek to eliminate coal and reduce reliance on natural gas. We 

develop a policy model of the Alberta grid and, unlike earlier models, calibrate the cost functions of 

thermal generation using positive mathematical programming. Rather than employing constant av-

erage and marginal costs, calibration determines upward sloping supply (marginal cost) functions. 

The calibrated model is then used to determine an optimal generation mix under different assump-

tions regarding carbon prices and policies to eliminate coal-fired capacity. Results indicate that sig-

nificant wind capacity can enter the Alberta grid if carbon prices are high, but that it remains diffi-

cult to eliminate reliable baseload capacity. Adequate baseload coal and/or natural gas capacity is 

required, which is the case even if battery storage is allowed into the system. Further, significant 

peak-load gas capacity will also be required to backstop intermittent renewables.  

Keywords: climate change; calibration of electricity grid model; intermittency and storage; whole-

sale power market; fossil fuels and externalities 

 

1. Introduction 

The integration of renewable energy sources into electricity grids can lead to insta-

bility due to the variable and intermittent nature of wind and solar power outputs [1–3]. 

This can result in inefficient thermal generation and increased CO2 emissions when tra-

ditional generators are required to ramp up quickly to meet changes in load [4]. Addition-

ally, the low cost of wind and solar generation can negatively impact the profitability of 

traditional thermal generators, as their capacity factors decrease and they may not gener-

ate enough revenue to recover their capital costs [5,6]. Furthermore, when renewable gen-

eration falls below expectations, and fossil fuel prices are simultaneously high, it can lead 

to “green inflation” characterized by a surge in electricity prices and the overall price level 

[7]. These effects have been observed in Europe in 2022, where lower-than-expected wind 

regimes have led to increased output from fossil-fuel generators, resulting in higher gas 

prices and increased electricity prices [8,9]. 

To better understand the potential impacts of increasing reliance on renewables, elec-

tricity system models have been developed to analyze the penetration of renewables into 

power grids and their impacts on greenhouse gas (GHG) emissions. Dispatch modelling, 

which represents short-term system operation, and capacity expansion modelling, which 

represents long-term system investment planning, are the two main methodologies that 

have been applied. Recent engineering-type models have been developed to examine the 

least-cost combination of investments in energy technology and the least-cost set of oper-

ational choices to meet electricity. Examples include the constrained optimization models 

GenX [10] and OseMOSYS [11], with [12] providing a review of electricity grid models. 
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Our model is a policy as opposed to engineering type of model; thus, there is less 

concern about details regarding individual generators. A policy model assumes that each 

generation type constitutes a single asset rather than a variety of plants [13]. In this study, 

a policy-oriented mathematical programming (MP) model is used to determine the opti-

mal generation mix that includes a role for renewable wind and solar assets, and battery 

storage. It modifies the traditional load-duration-screening-curve method [6], which iden-

tifies an optimal generation mix for a set of price and cost parameters, by considering 

renewable intermittency and its potential impact on other generators. In that case, the op-

timal generation mix is sensitive to the factors accounting for intermittency, such as wind 

and solar regimes [14]. 

The MP model that we modify here was originally developed by Prescott et al. [15]. 

They examined the potential for wind energy to reduce possible blackouts that might oc-

cur in Vancouver Island. As discussed by the authors, one blackout had already occurred, 

and more were predicted. The integer programming model developed in [15] minimized 

the cost of generating electricity on the Island by allocating generation across existing as-

sets plus various levels of wind asset availability. Costs were minimized subject to meet-

ing hourly load levels, up- and down-ramping constraints, capacity constraints on exist-

ing assets, and a reliability constraint. The results indicated that, while wind power could 

contribute to overall generation, it could not alleviate future shortfalls because wind 

power would not always be available at the time needed to prevent a blackout. Following 

their procedure, our model seeks to determine the best operational and investment strat-

egies to meet the demand for all hours in a year. 

The major innovation of our model is the introduction of a calibration procedure, 

which is necessary to account for the complexities of the electricity grid, such as regulatory 

and political developments (e.g., command-and-control versus unregulated and privat-

ized decision-making), technological developments, market prices for primary energy 

carriers, and weather factors (e.g., related to wind and solar output) [16]. The complexity 

of the MP problem poses many challenges, with a major one related to the costs of oper-

ating power plants at various levels of capacity. Information on costs is difficult to find—

cost data and (quite sophisticated) decision models used by system operators and asset 

owners are often proprietary (see [12]). Further, even if costs are available for individual 

generators, models often aggregate several or all generators of a particular fuel type. In 

that case, engineering costs are no longer relevant for modelling purposes as costs need 

to reflect how various generators operate in tandem and how external factors, including 

the operation of other generator types under changing load conditions, affect operating 

costs. Policy models of an electricity grid must then be calibrated to actual operating lev-

els, and this requires the discovery of the parameters of economic cost functions. Once 

calibrated, a model can be used for policy analyses related to, say, a carbon tax or output 

restrictions on certain classes of generators. 

Given that calibration of MP models of electricity grids is not common in the litera-

ture, a major contribution of the current research is to demonstrate how one or more cali-

bration methods can be used to develop economic cost functions for grid optimization 

modelling. As an application, we calibrate the cost functions for fossil fuel generators us-

ing data on generation by assets and related prices for a grid characterized by a mix of 

generating assets but dominated by coal-fired power and various types of natural gas 

sources (e.g., baseload and peaking gas plants and co-generation assets) and increasing 

wind capacity. While price data are required for calibrating the model, when simulating 

the effect of climate policies on generation, prices are no longer available (as they are de-

termined by the mix of assets and generation decisions). Therefore, it is necessary to min-

imize costs rather than maximize revenue. 

A simple and efficient calibration methodology coupled with an optimization model 

allows us to disentangle the complex interactions of different types of generating assets. 

It is only after the model has been calibrated that it can be used to examine the effects of 
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different policies on the mix of generation assets comprising an electricity grid. Our ap-

plication is to the Alberta electricity grid because it consists of substantial fossil fuel assets, 

especially coal plants, that need to be shuttered in the context of the drive to Net-Zero. In 

particular, we identify how the overall capacity and generation mix might change as a 

government implements a carbon tax and emission standards as policy instruments. The 

Alberta results are representative of what might happen in other jurisdictions, such as 

Australia, the UK, and various North American systems, despite differences in asset mixes 

and scale. That is, the proposed methodology can be utilized to study a host of policy 

scenarios, including changes in generation costs, plant operations, load, and so on. 

The remainder of the paper is structured as follows. In the materials and method 

section, we first discuss methods for calibrating MP models followed by a description of 

our model. Then, in the results section, we present our findings, including as an interme-

diate result the calibrated cost functions; some of the results are presented graphically. 

The conclusion and policy implications section summarize the main findings and dis-

cusses implications for policy; here we also provide recommendations for future research. 

2. Materials and Methods 

2.1. Background: Calibrating Mathematical Programming Models 

Before a grid optimization model can be used for policy purposes, it is important to 

calibrate the parameters used to represent various aspects of the grid so that it is most 

representative of the actual grid [17]. A well-calibrated MP model should be able to re-

produce observed historical data—a model should be calibrated so that it provides a real-

istic approximation of what happens in the real world [18]. In an MP model, calibration 

constraints use data on inputs and outputs (for a base year, say) to discover the parameters 

of a postulated objective functional form so that, once the calibration constraints are re-

moved, the model with the adjusted objective function replicates the observed outcomes 

([19,20]). The calibrated models can then be used for policy analysis. 

Positive mathematical programming (PMP) is an approach that directly enables one 

to find the parameters of an economic cost function. PMP has been used to calibrate mod-

els in agricultural and resource economics but has yet to be applied to the estimation of 

cost functions in the operation of electricity grids. The method was first developed by 

Howitt [19] who derived cost functions based on positive inferences from base year data 

rather than normative assumptions. PMP uses information about the dual variables asso-

ciated with the calibration constraints to adjust the objective function so that the calibrated 

model duplicates observed outcomes. The most common application begins by specifying 

a linear objective function in the calibration stage but replaces it with a nonlinear (often 

quadratic) objective function once the model is calibrated. The method was initially ap-

plied to policy analysis in agriculture (e.g., [21,22]) but has increasingly been implemented 

in trade models and models related to resource management [23–25]. 

The standard PMP approach involves three stages to calibrate a linear cost function 

(1st stage), thereby obtaining an upward sloping supply (marginal cost) function (2nd 

stage), and a 3rd stage where the calibrated model is used to analyze policy. This is illus-

trated in Figure 1. The optimization problem is defined as: 

Maximize
𝒙

 R(𝒙) – c(𝒙) (1) 

Subject to: A𝒙 ≤ b, (2) 

where R(𝒙)  and c(𝒙) are revenue and cost functions, respectively. The vector 𝒙 is k × 

1, representing k activities with non-negative values; vector b is m × 1, signifying the m 

resource constraints; A is a m× k matrix which specifies the resource usage for each ac-

tivity. In practice, c(𝒙)represents the average variable costs rather than marginal costs 

(supply functions) that vary with 𝒙. 
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Figure 1. The flow chart of the PMP three stages. 

In general, a linear programming (LP) model is specified in the first stage of the PMP 

process along with calibration constraints that bind the LP problem to the observed activ-

ity levels: 

Maximize
𝒙

 Z = p’𝒙 – c’𝒙 (3) 

Subject to: A𝒙 ≤ b [λ], (4) 

𝒙 ≤ 𝐱0+ e [𝜹], (5) 

𝒙 ≥ 0, (6) 

where 𝐱0 is a k × 1 vector representing the observed activity levels in the base year. The 

elements of the vector e are small positive numbers added to the observed levels to pre-

vent degeneracy of the solution due to the relationship between constraints (5) and (4), λ 

represents the dual variables associated with the resource constraints, while 𝜹 refers to 

the dual variables associated with the calibration constraints. The associated Karush-

Kuhn-Tucker conditions are: 

p – c – A’λ – 𝜹 = 0 ⇒ c + 𝜹 = p – A’λ. (7) 

Given the calibration constraints, the optimal solution will exactly reproduce the ob-

served base-year activity levels 𝐱0. The left-hand side (LHS) of Equation (7) represents 

the marginal costs of production, while the RHS represents the value of the marginal 

product (marginal product of the input multiplied by the output price). 

In the second stage, a quadratic variable cost function is specified, and a quadratic 

MP problem is defined as follows: 

Maximize
𝒙

 Z = pʹ 𝒙 – dʹ 𝒙 – 
𝟏

𝟐
𝒙ʹ Q 𝒙  (8) 

Subject to: A𝒙 ≤ b, (9) 



Energies 2023, 16, 1234 5 of 22 
 

 

𝒙 ≥ 0. (10) 

In the model, the cost functions are C(𝒙)= dʹ𝒙 + 
𝟏

𝟐
 𝒙ʹ Q, where d is the vector of 

parameters associated with the linear terms and Q is a symmetric, positive, semi-definite 

matrix of parameters associated with the quadratic terms. Because the observed levels of 

activities are assumed to be optimal, the marginal costs of these activities are set equal to 

the prices at the base-year activity levels 𝐱0 and all activities have a marginal profit that 

equals the opportunity cost of the resources. Hence, the marginal cost functions can be 

derived as [26]: 

MC =
∂C

∂𝒙
 = d + Q𝐱0 = c + 𝜹.  (11) 

For parameters that satisfy Equation (11), the variable cost functions have the right 

curvature (convex in activity levels) and the resulting quadratic (nonlinear) programming 

problem defined by Equations (8) to (10) will have a solution that matches the base-year 

level 𝐱0 [20]. 

Two sets of unknown parameters need to be estimated in Equation (11), which causes 

an underdetermined specification problem. To be specific, an infinite number of parame-

ter sets could satisfy condition (11) and lead to a perfectly calibrated model. However, 

each set could imply a different response behavior to changing economic policies. A cou-

ple of methods were introduced to specify parameter sets to avoid an arbitrary simulation 

of behavior. An early specification rule was to set d = c and all the off-diagonal elements 

of Q to be 0. Then the diagonal elements of Q are computed as follows: 

qii=ρi xi
0⁄ . (12) 

Another approach proposed by Paris and Howitt [27] sets both the linear cost func-

tion parameters d and the off-diagonal elements of Q to zero. Then the diagonal elements 

are calculated as: 

qii=ci+ρi xi
0⁄ . (13) 

The following section elaborates on the importance of calibrating cost functions for 

generating electricity, and how to calibrate the parameters of the cost functions. 

2.2. Calibrating of Power Generation Cost Functions 

Fixed average costs of production (such as the levelized cost of electricity, or LCOE) 

have been used broadly to compare the costs of intermittent and dispatchable generating 

technologies. (Because LCOE combines the fixed and variable cost components, it cannot 

be used in the current modeling exercise.) Many factors that influence the cost of electric-

ity are likely omitted due to measurement errors, selection bias, or technological difficul-

ties. In contrast to the upward-sloping screening curve required in the current analysis 

[6], the fixed average cost curve is flat, failing to account for increases in per unit costs as 

more electricity is produced. Using a systematic calibration approach, we can identify an 

upward sloping cost function for generating electricity that then simulates the observed 

output and, thereby, the behavior of the assets’ operators. In this way, our model better 

captures the way generating assets operate in the real world, while remaining flexible 

enough to predict system responses to future policy changes. In other words, the cali-

brated model provides a baseline model that facilitates policy analysis. 

PMP is especially suited for estimating cost functions for groups of generators for 

several reasons: (1) PMP enables us to recover the base-year observations without adding 

constraints; (2) It takes into consideration not only the operating and maintenance costs 

of generating power from a particular source (e.g., an aggregation of several thermal 

power plants or generators), but also explicitly accounts for the costs associated with 

planned and unplanned shutdowns, other nuances specific to existing assets (e.g., varying 

ages of generators), et cetera; (3) PMP allows systems to continuously react to policy 
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changes. In what follows, we calibrate the cost functions for Alberta’s generation mix us-

ing PMP, and then, in the next section, use the calibrated model to conduct policy analysis 

to examine how the optimal generation mix changes with changes in the carbon tax, and 

identify the potential costs of greater reliance on renewable energy. It is assumed that, in 

a wholesale electricity market, the system operator works as a social planner to maximize 

the total net revenue of the grid subject to a set of technical and economic constraints. To 

calibrate the model, we treat renewable wind, solar, and run-of-river hydro as must-run 

(non-dispatchable) assets whose production is subtracted from total system load. Hence, 

the system operator can only control the output from fossil fuel generators. Flexible quad-

ratic cost functions are calibrated only for fossil fuel generators and hydropower stations 

with reservoirs. The first stage of the model is defined as follows: 

Maximize
Gi,t

 ZAB= ∑ [PtΣiGit − ∑ ciGiti ]T
t=1 , (14) 

where ZAB is net revenue (CAD); i refers to the generator fuel type (coal, natural gas, bi-

omass, wind, hydro, solar, etc.); T is the total number of hours (t) in a one-year time hori-

zon (8760 h); Pt are observed Alberta prices of electricity in each hour (CAD/MWh); Gi,t 
are observed electricity production by generator i in hour t (MWh); and ci is the variable 

fuel cost plus other variable costs of producing electricity from generator i (CAD/MWh). 

The constraints are as follows: 

Gi,t ≤ Ki ∀t = 1, …, T; ∀i [λi,t], (15) 

∑ Gi,ti  ≥ Dt – Mk,t + Xk,t, ∀t = 1, …, T [ηt], (16) 

where Ki is the capacity of generator i; Dt is the hourly load (MWh); Mk,t refers to Al-

berta imports from region k ∈ {BC, SK, US} at t; Xk,t equals exports from Alberta to region 

k at t; λi,t refers to the shadow prices (dual variables) related to the capacity constraints; 

and ηtrepresents the shadow prices related to the load each hour. (For simplicity, Mk,t 

and Xk,t are fixed at the 2019 observed values; therefore, the costs and revenues associated 

with imports and exports are not included in the objective function.) 

The first step of the PMP procedure is to use a set of calibration constraints to recover 

the base-year energy use and estimate shadow prices for each generation fuel type: 

Gi,t ≤ Gi,t
obs+ ϵ [δi,t], (17) 

where ϵ is a small perturbation needed to prevent degeneracy and δi,t refers to the dual 

variables associated with calibration constraints (17). Other technical constraints are ig-

nored. 

The first-order conditions for this optimization problem in terms of Gi,t are: 

ci  +  δi,t = Pt − 𝜆i,t  +  𝜂t ∀𝑡 = 1,… , T; ∀i.  (18) 

In Equation (18), the LHS represents the marginal costs of producing electricity by 

asset-type i, including the cost of allocating generation across assets that use the same fuel 

type. The RHS represents the marginal revenue that accrues to asset i when it generates 

one more unit of electricity given that nothing else in the grid changes. Finally, 𝜂t repre-

sents the change in revenue that occurs if system generation increases by one unit to meet 

a marginal increase in load. 

After solving the net revenue maximization problem, the solution Gi,t recovers ob-

served generation, Gi,t
obs, and the dual variables δi,t associated with the calibration con-

straints are used to calibrate the parameters of the quadratic cost functions and, thereby, 

the non-linear objective function. The dual variables are interpreted as “capturing any 

type of model misspecification, data errors, aggregate bias, risk behavior, and price ex-

pectations” [23]. 
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When we use the forgoing calibration method to discover the parameters of a non-

linear increasing cost function, the dual variables δi,t are the differences between the ac-

counting cost vector, c, and the actual variable marginal cost of supplying the observed 

allocation of electricity across asset types. Typically, a quadratic cost function is specified 

as: 

C(Gi,t) = (di,t + ½ qi,t×Gi,t) × Gi,t , ∀i, t, (19) 

with corresponding linear marginal cost functions: 

MCi,t  = di,t + qi,t × Gi,t , ∀i, t, (20) 

where di,t  is the intercept of the marginal cost function and qi,t  is its slope. 

For simplicity, we focus on calibrating the variable cost functions of the major fossil-

fuel generating assets such as coal/gas assets and hydroelectric reservoirs. (Alberta also 

has an ancillary services market and a number of the plants studied here derive some of 

their revenue from selling into the ancillary market, which may skew the calibrated pa-

rameters depending on the share of revenue they earn from each market.) The reason is 

that fossil fuel generators and non-run-of-river hydropower are dispatchable, while wind, 

solar, biomass, and cogeneration power stations are less flexible or non-dispatchable. 

Combined heat and power, and biomass, can be dispatchable, e.g., biomass plants often 

offer power in multi-block bids. (However, we do not model these assets as there are not 

enough data available properly to characterize their operations or calibrate their cost func-

tions.) For example, wind speed at any time decides how much output a wind turbine 

produces, but thermal generation must be capable of ramping up or down to facilitate the 

entry of wind power into the grid. Likewise, biomass and cogeneration output are often 

treated as must run, although their output is not intermittent as that from wind and solar 

sources. Biomass generation is limited, with much of the power used ‘behind-the-fence’ 

or on-site in a local sawmill or pulp mill, with only extra power delivered to the grid. 

Cogeneration occurs as a result of burning gas for heating purposes or injecting steam into 

oilsands to make heavy petroleum viscous for extraction purposes, with exhaust heat used 

to produce electricity [28]; such power production is, by its nature, less responsive to gas 

and electricity prices. For calibration purposes only, we treat their output as exogenous 

and subtract it from the system load. Likewise, net imports are subtracted from the load 

for ease of analysis, this allows us to avoid calibrating any costs associated with imports 

and exports, which would require data on grid operations of trading partners. We do not 

calibrate the cost function for battery storage since battery storage has not been broadly 

used in electricity grids, and most of the time the battery is used for ancillary service—it 

is difficult to obtain data for battery operations. For all of our post-calibration simulations, 

we keep the generation and capacity levels of biomass, cogeneration, and run-of-river hy-

dro assets fixed at their base case levels. 

The nonlinear objective function is now specified as: 

Maximize
Gi,t

R =∑ [Pt ΣiGi,t –∑ (df,t+
1

2
qf,t×Gf,t)f –∑ cr,t×Gr,tr ]T

t=1 , (21) 

where f refers to dispatchable assets, including coal, natural gas, and non-run-of-river as-

sets, and r refers to non-dispatchable assets (biomass, cogeneration, wind, solar, and run-

of-river hydro). The second term in square brackets is the average cost function. We solve 

objective function (21) subject to constraints (15) and (16), but no longer retain the cali-

bration constraint (17). As noted, it is assumed that the calibrated quadratic cost functions 

capture information from other technical constraints, including the ramping up/down 

constraints. Huisman et al. [29] note that dispatchable hydroelectric output should also 

be represented by a nonlinear cost function. They further indicate that “similar scenarios 

apply for solar and wind power, the only difference with hydropower is that the input-
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water can be stored in reservoirs. This storability creates indirect costs, namely oppor-

tunity costs, as the decision needs to be made to either produce hydropower now or gen-

erate electricity in the future against a possible better price” (p.156). 

The first-order conditions for the resulting constrained optimization problem with 

respect to Gf,t are: 

df,t + qf,t × Gf,t = Pt − λf,t + ηt, ∀f, t. (22) 

Again, the LHS of equation (22) is interpreted as marginal cost and the RHS as mar-

ginal revenue. 

Assuming that the observed Gf,t
obs are optimal solutions for the given hourly prices 

in the base year, Equations (18) and (20) should be reconciled. Therefore, the variable mar-

ginal cost functions, MCf,t, could be set equal to the sum of the average costs cf and the 

differential marginal cost δf,t as follows: 

df,t + qf,t × Gf,t
obs = cf + 𝛿f,t, ∀t = 1, … , T, (23) 

where 𝑓 ⊂ 𝑖 refers to generators that use fossil fuels. This is an under-determined system, 

but several strategies can be employed to solve this problem. 

One strategy, [S1], is to assume df,t  = 0, ∀i, which leads to: 

[S1] qf,t = (cf + 𝛿f,t)/Gf,t
obs

 and df,t= 0, ∀t = 1, … , T.  (24) 

The second strategy, [S2], assumes that df,t equals the average variable cost cf, so 

[S2] qf,t= 𝛿f,t/Gf,t
obs

 and df,t = cf ∀t = 1, … , T.  (25) 

A final strategy, [S3], assumes the average cost cf  equals df,t +
1

2
qf,t× Gf,t . Therefore, 

[S3] qf,t =(2× 𝛿f,t)/Gf,t
obs and df,t = cf −  𝛿f,t ∀t = 1, … , T.  (26) 

In all these approaches, the calibrated parameters qf,t  and df,t  could be used in 

Equation (19), with the calibrated parameters enabling us to recover the observed gener-

ation Gf,t
obs. However, different strategies for calibrating the model could lead to different 

simulation responses to the policy changes [16]. 

3. Results: Application to the Alberta Grid 

As an application of our approach, we examine the Alberta electricity market because 

it is carbon-intensive, with about 45% of generated electricity coming from coal and about 

the same from natural gas. A map of Alberta that includes some aspects of the electricity 

grid is provided in Figure 2. Indeed, “Alberta’s electricity sector produces more GHG 

emissions than any other province because of its size and reliance on coal-fired generation. 

For example, in 2017 Alberta’s power sector generated 60% of total Canadian GHG emis-

sions from power generation” [30]. The task of decarbonizing the Alberta grid poses a 

challenge because oilsands development is a key to Canada’s economy and its clean en-

ergy future. At the same time, Alberta has excellent wind and solar resources: south-west-

ern Alberta, around the town of Pincher Creek, is a particularly beneficial place to site 

wind farms [31]. Pincher Creek was selected as the location for the representative wind 

farm due to its superior wind resource profile. In a previous study [32], hourly wind 

speeds from 17 locations in Alberta were collected and averaged to create wind profiles 

for three regions (southwest, southeast, and north). The southwest region, where Pincher 

Creek is located (near the borders with British Columbia and the U.S. in Figure 2), was 

found to be the most suitable for wind power, providing almost all the wind power out-

put. In the optimization model, the remaining regions were ignored as a battery using 

wind output from the southwest region was preferred over placing turbines all over Al-

berta. Further, the Alberta Electric System Operator (AESO) provides information on 

hourly prices, load, and generation by asset type on an hourly basis. 
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Figure 2. Alberta electricity Map. 

We employ each of the three approaches to calibrate the parameters of quadratic cost 

functions for the Alberta electricity grid using observed data for 2019. This section starts 

with the background information employed in our model, including the capacities of gen-

erating assets by fuel type and purpose, costs of generating electricity in Alberta, and a 

description of the representative generators used in our simulation. Then the PMP cali-

bration results are presented, followed by a discussion of the policy impacts. 

3.1. Description of the Alberta Electricity Grid 

Electricity demand in Alberta has increased over the past several years, although 

load has remained relatively stable within a given year because more than half of the de-

mand comes from industrial and commercial activities. Specifically, about one-third of the 

total Alberta internal load (AIL) is from the industrial sector; one-fifth comes from com-

mercial activities and the remainder is contributed by residential and farm customers [4]. 

A load duration curve rearranges the hourly load (demand) throughout a year from high-

est to lowest, with the lowest load to be met by baseload generators—thermal assets, such 

as coal, nuclear or combined-cycle gas turbines (CCGT), or a hydroelectric facility with 

reservoir. For our modelling, we estimate hourly demand by adding up hourly generation 

from different assets and net imports. The available hourly data on AIL are on average 

greater than our estimated hourly supply by adding up generation by different assets, 

including net imports. We consider this difference to be primarily driven by behind the 

fence load and industrial self-generation. Alberta’s load duration curve for 2019 is pro-

vided in Figure 3; the highest load is 8854 MW, while the baseload is 5747 MW. In our 

study, we ignore any generation used to self-supply behind-the-fence load and consider 

only the system load that is external to the generating assets [33]. The Alberta internal 
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load represents the system load plus load served by on-site generating units, including 

those within an industrial system and the City of Medicine Hat. 

 

Figure 3. Load duration curve in 2019 in Alberta. 

In Alberta, electricity is generated from multiple sources. Table 1 shows the compo-

sition of Alberta’s generating capacity in 2019. These capacity data are used as the base 

case scenario for calibration purposes. Thermal generators still dominate the mix, with 

coal and gas accounting for 80% of total system capacity; as a result, there is great potential 

to introduce more renewable electricity generation ([34,35]). In 2019, several coal-fired fa-

cilities were converted to co-fire with natural gas. The AESO was unable to discern which 

fuel was being utilized at any given time, so data related to coal-fired generation may 

reflect natural gas firing at these facilities. During 2021, five coal assets were converted to 

fire natural gas. In 2019, Alberta did not rely on utility-scale battery storage, but, by 2021 

two new battery storage stations had been built along with wind farms [31]. 

Table 1. Alberta Electric System Generating Capacity in 2019 (MW). 

Year Coal Cogen a CCGT gas b OCGT gas c Hydro Wind Other Total 

2019 5723 5043 1748 905 894 1781 438 16,532 
a Cogen refers to cogeneration which is used primarily in industrial plants. b Combined-cycle gas 

turbine (CCGT) provides baseload power. c Open-cycle gas turbine (OCGT) refers to fast-respond-

ing (peak load) gas turbines. Source: AESO [36]. 

Cost information is from the AESO, U.S. Energy Information Administration (EIA), 

and various other sources, as indicated in Table 2. All monetary values are converted to 

Canadian dollars. In recent years, the cost of renewables fell significantly [37]. We use 

scenario analysis to investigate how the Alberta electricity generation mix responds to 

different assumptions about costs. For example, we simulate changes in the generation 

mix resulting from changes in carbon taxes and the imposition of emission standards. 
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Table 2. Cost of Electricity Estimates for OCGT, CCGT, Solar, Wind and Battery Power (CAD 2019 

per MWh) a. 

Type 

Overnight 

Capital Cost 

(CAD/kW) 

Fixed  

O & M  

(CAD/kW/

yr) 

Fuel 

Cost  

(CAD/M

Wh) 

Variable O & M 

(CAD/MWh) 

Emissions 

(tCO2/MWh) 

Facility Life 

(Years)  

Coal  53 21.6 5.9 0.63  

OCGT  1159 57.3 16.5 4.6 0.17 25 

CCGT 1667 53.9 11.9 2.7 0.023 30 

Cogeneration  53.9 23.6 2.7 0.022  

Biomass 2501 164.3 56.5 6.31 0.965  

Run of River   54.6 2.56 13.62 0.024  

Brazeau and Bighorn Reser-

voirs  
 54.6 2.56 13.62 0.024  

Solar 1643 19.9 0 0 0.048 25 

Wind 1586 32.5 0 0 0.012 25 

Li-ion battery 1515 32.4 0 0 0.3 10 

Authors’ calculations based on data from AESO ([28,34]), EIA [38], Rapier [39], Schlömer et al. [40] 

and Sönnichsen [41]. O & M stands for operations and maintenance cost. 

Alberta has excellent potential to deploy renewable resources to generate electricity 

for two reasons. First, Alberta has abundant wind and solar resources, with wind power 

especially high during winter and in June, while solar output is high in summer but low 

in winter [42]. During the day, solar power is highest at noon and wind power is at its 

peak at night. In essence, wind and solar power are complementary, but solar power is 

more valuable than wind power because solar is available at a time when demand and 

prices are greatest. A second reason why Alberta is a good place to invest in renewables 

relates to its electricity market, which is deregulated so electricity companies can make 

asset investment decisions independently. Thus, the market is quite resilient to economic 

shocks and responsive to policy incentives, such as carbon taxes. 

To estimate potential generation capacity from wind and solar, we modelled two 

representative generators [43]. We used the 2019 wind speed profile for Pincher Creek 

from Environment and Climate Change Canada [44] and an ENERCON E-126 7.58 MW 

wind turbine to estimate electricity output (see Figure 4). Conversion of the available me-

chanical energy (wind speed) to electricity is based on technical specifications. Wind gen-

eration was stronger in 2020 than in 2019, resulting in an increase in the average capacity 

factor from 30% to 39%; the capacity factor was also 15–20% higher in winter than in sum-

mer [36]. In our simulations, the average annual capacity factors are around 35%. 
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Figure 4. Monthly wind power output from an ENERCON E-126 7.58 MW wind turbine in Pincher 

Creek, 2019. 

In addition to high wind profiles, southern Alberta has one of Canada’s highest solar 

potentials, which explains why one of the largest solar farms in North America was de-

veloped in Vulcan County in 2021 [45]. We used solar radiation and temperature infor-

mation for Pincher Creek in 2017 from Canadian Weather Energy and Engineering Da-

tasets ([45,44]) and a Canadian Solar CS6X_300P panel to calculate potential solar power 

output (see Figure 5). The Canadian Weather Energy and Engineering Datasets 

(CWEEDS) provides annual data on a range of meteorological elements, recorded hourly 

at a grid spacing of about 10 × 10 km grid. The solar energy outputs were calculated using 

the PVLIB package in Python, developed by Sandia National Laboratories [46]. 

 

Figure 5. Monthly solar energy output from a 75600W Canadian Solar CS6X_300P solar panel array 

in Pincher Creek 2017(CWEEDS). 

3.2. Calibrating Cost Functions for Alberta Electricity Generation 

Using the quadratic cost functions in equation (21), we can recover observed genera-

tion for the Alberta grid in 2019 by asset types. The differences between model solutions 

and observed generation are summarized in Table 3 using the second identification strat-

egy [S2] in equation (25). The calibrated cost functions not only capture the explicit ac-

counting costs but also the implicit economic costs as they replicate observed generation. 
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The implicit economic costs could come from capacity constraints or ramping up/down 

constraints, et cetera. 

Table 3. Differences between Calibrated and Observed Outputs for Four Generator Types, based on 

the Second Calibration Method. 

 Coal 
Open-Cycle Gas 

Turbine (OCGT) 

Combined-Cycle 

Gas Turbine 

(CCGT) 

Brazeau and Big-

horn Reservoir 

RMSE a 4.018 0.121 0.189 0.103 

MAE b 0.496 0.116 0.130 0.103 

MAPE c 0.000 0.000 0.000 0.002 
a Root mean squared error. b Mean absolute error. c Mean absolute percent error. 

To study the sensitivity of our results, we calibrate the model using data the years 

2014 through 2020. The sensitivity analysis revealed that the calibration algorithm does 

not necessarily converge for all years due to dual degeneracy or other numerical issues. 

In the context of the Alberta model, PMP yielded successful convergence of the calibration 

parameters for the years 2017 and 2019. Subsequently, we discuss the simulation results 

with 2019 as our base case, although the simulation results using 2017 data are similar in 

terms of long-run patterns but with differences in short-run patterns. The differences be-

tween actual hourly generation and recovered generation using calibrated costs never ex-

ceed 0.1 percent. Nonetheless, calibrated marginal costs can vary between the two years 

as summarized in Table 4. 

Table 4. Calibrated Marginal Costs (CAD/ MWh). 

Generator Type  2017 2019 

Coal 

Mean 29.29  55.13  

Median 27.50  33.51  

Std Dev 26.08 90.30 

25th percentile 27.50 31.42 

75th percentile 27.50 45.17 

95th percentile 32.52 101.71 

OCGT 

Mean 29.28 55.13 

Median 27.49 33.51 

Std Dev 26.08 90.29 

25th percentile 27.47 31.42 

75th percentile 27.50 45.17 

95th percentile 32.52 101.70 

CCGT 

Mean 29.29 55.13 

Median 27.50 33.51 

Std Dev 26.08 90.30 

25th percentile 27.50 31.42 

75th percentile 27.50 45.17 

95th percentile 32.52 101.70 

Hydraulics: Brazeau and Big-

horn 

 

Mean 29.28 55.09 

Median 27.49 33.49 

Std Dev 26.07 90.24 

25th percentile 27.48 31.39 

75th percentile 27.49  45.14  

95th percentile 32.51  101.62  

Source: Authors’ calculations. 
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3.3. Power Generation Mix Optimization with Calibrated Cost Function 

Once the grid optimization model is calibrated, we simulate the impacts of various 

climate policies on the electricity generation mix. In doing so, we allow the system opera-

tor to remove fossil-fuel power plants and add renewable power assets along with battery 

storage. However, since electricity prices are not known at this stage (they are used only 

in calibrating the parameters of the cost functions), a cost minimization problem now 

needs to be specified—the system operator must satisfy the electricity demand and all 

technical constraints at minimum cost. The system operator specifically minimizes the fol-

lowing total cost function: 

𝑍AB =∑

{
 
 

 
 ∑ (df,t +

1

2
qf,t𝐺f,t)𝐺f,tf +

∑ cr𝐺r,tr +

∑ [(ci
on + ci

fom)𝐾i
+ + ci

fom(Ki − 𝐾i
−)]I

i=1 +

τ∑ Ei𝐺i,ti }
 
 

 
 T

t=1

, (27) 

where f refers to coal, open-cycle gas (OCGT), combined-cycle gas (CCGT), and the 

Brazeau-Bighorn hydroelectric facility that has storage reservoirs; r refers to wind, solar, 

battery storage, and other non-dispatchable assets; i refers to all generating assets; ci
on 

represents the annualized overnight cost of electricity (CAD/MWh); ci
fom is the fixed op-

eration and maintenance cost (CAD/MWh); Ki  refers to existing generating capacity 

(MW); 𝐾i
+ is added capacity (MW); 𝐾i

– is capacity that is removed (MW); Ei refers to CO2 

emissions (tCO2/MWh) from generation type i; and τ is the carbon tax (CAD/tCO2). 

Equation (27) is minimized subject to demand (equation 16) and other technical con-

straints (e.g., ramping constraints). To study the effects of policies on generation and asset 

capacities, the model allows the system operator to change the fossil fuel and renewable 

capacities so that the system could achieve proactively the CO2 emission reduction goals. 

Therefore, the capacity constraints (15) change accordingly. 

For the base case and ensuing simulations, we use the 2019 hourly loads to solve for 

the optimal generation mix. The carbon tax in Alberta was CAD 30/tCO2 in 2019, so our 

calibrated costs for the base year take into account the extant carbon tax. We then solve 

the model using the calibrated quadratic cost functions. The model does not add any re-

newable power capacity to the system. Instead, as a means of minimizing cost, it removes 

around 15% of the existing capacity of CCGT, 26% of OCGT, and 24% of coal in the base 

case scenario. Since we assume that the existing asset investments in the grid are optimal, 

we consider these removed capacities as reserves necessary for avoiding outages. Addi-

tionally, the model solutions are static in the sense that, given the hourly base-year loads, 

it minimizes cost by choosing the generators and their output—no account is taken of 

future expectations or forecasted demand growth. Hence, in the subsequent policy anal-

ysis sections, any fossil fuel capacities removed (or added) beyond the base case are 

treated as potential removals (or additions). A summary of the base-case results is found 

in Table 5. 

Table 5. Generation and Emissions in the base case. 

 Total Generation (TWh) Total Emission (Mt) 

Base Case (2019) 62.89 19.33 

 Share of Total Generation (%) Share of Total Emission (%) 

Biomass 1% 3.1% 

Coal 44% 90.4% 

OCGT 6% 3.2% 

Cogeneration 22% 1.6% 

CCGT 15% 1.1% 

Brazeau and Bighorn 1% 0.1% 
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Run of River 2% 0.1% 

Solar <0.1% <0.1% 

Wind 9% 0.3% 

Battery Storage 0% 0% 

Source: Authors’ calculations. 

The main policy instruments in our analysis are a carbon tax and an emissions stand-

ard. Under the carbon tax, we first solve the model imposing an increasing carbon tax up 

to CAD 200/tCO2 using the current cost level (Section 3.4) and then examine the impacts 

of emission standards (Section 3.5). 

3.4. Carbon Tax Scenarios 

It is evident that, with a rising carbon tax, the optimal solution reduces fossil-fuel 

capacities and increases renewable energy sources in the generation mix. One aspect 

worth considering, however, is how these assets displace one another in the process. 

Figure 6 presents the changes in asset capacities that occur as the carbon tax increases, 

while Figure 7 provides total capacities. There is a high correlation between changes in 

coal capacity and changes in CCGT capacity; when coal capacity falls, CCGT capacity in-

creases, and when coal capacity is unchanged so is CCGT capacity. Surprisingly, there is 

no correlation between changes in coal capacity and changes in the capacities of renewable 

energy sources—when the capacity of renewables increases, coal capacity does not de-

crease correspondingly. However, there is competition between renewables—when solar 

capacity increases, the investment in wind assets slows down. When the carbon tax in-

creases to around CAD 65/tCO2, coal capacity declines rapidly, while OCGT and CCGT 

capacities increase slightly. Tax rates between CAD 65/tCO2 and CAD 130/tCO2 have little 

impact on optimal capacities of fossil-fuel generators, but, when the tax rate exceeds CAD 

130/ tCO2, coal capacity declines further while there is an increase in CCGT capacity—

baseload gas capacity replaces baseload coal capacity. At the same time, there is hardly 

any change in OCGT capacity. Although peak-load OCGT is used to meet rapid changes 

in load due to intermittent wind, say, reliance on OCGT is more expensive than CCGT. 

Yet it is surprising that the model does not add more peak OCGT capacity, although 

CCGT assets ramp up and down somewhat faster than coal assets. 

  

(a) (b) 

Figure 6. The changes in capacities (MW) with increasing carbon tax. 
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(a) (b) 

Figure 7. The capacities of generators with the increasing carbon tax. 

Finally, wind power capacity increases sharply when tax rates are between CAD 

90/tCO2 and CAD 130/tCO2. When the carbon tax reaches CAD 130/tCO2, new solar ca-

pacity is added to the system, while reliance on wind energy slows down. However, ad-

ditional wind and solar capacities are not able to replace baseload or peak load gas capac-

ity. In terms of capacity substitution, additional wind and solar capacities do not have 

much impact. When the carbon tax reaches CAD 200/tCO2, wind capacity reaches 3617 

MW and solar capacity 1652 MW. The amount of renewable capacity added to the system 

is much greater than the reduction in coal capacity. 

If we consider the impact of renewables on total generation, we find that renewables 

play a vital role in substituting for fossil-fuel generation (Figure 8). Starting from 9% in 

the base case, the total generation share of renewables reaches around 23% (18% from 

wind, 5% from solar) when the carbon tax is CAD 230/tCO2. Some 1600 MW of solar ca-

pacity is added to the base solar capacity of 15 MW, which is about half of the total wind 

capacity; nonetheless, the generation share of solar power is only one-third that of wind, 

which implies that the capacity factor of solar is lower than that of wind power. Further, 

the share of the generation coming from coal declines from 42% (base case) to 7% (CAD 

200/tCO2 tax), but importantly, the generation share of CCGT increases from 16% to 35%. 

Overall, less than half of the lost generation share from coal is replaced by renewables, 

with more than half replaced by CCGT. 

  

(a) (b) 

Figure 8. Power generation shares with an increasing carbon. 

The capacity factor (CF) is determined as actual generation over a period divided by 

potential generation. For example, a 100-MW capacity generator has the potential to pro-

duce 876,000 MWh of energy over a year (=8760h×100MW); if it produced 450,000 MWh 
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over some year, its CF is 51.4% (=450/876). The CF helps us understand the interaction 

between fossil fuels and renewables (Figures 6 and 7). In Alberta, the CF for coal genera-

tion fell from 80% to 60% in the years before 2020, while the CF of CCGT has continued at 

about 70% [33]. 

Results in Figure 9 are similar. First, the CF for coal continues to decline from 54% to 

11% as coal generation decreases faster than the reduction in coal-fired capacity. When 

we have abundant renewables, coal-fired power is not needed, but a large amount of coal 

capacity is still required as backup capacity. Newly added renewable capacity replaces 

some coal generation, but it has less impact on reducing coal capacity. Second, the CFs of 

OCGT and CCGT initially increase, but when new wind and solar power are added, the 

CFs slowly decline. More renewable capacity and generation lead to less efficient OCGT 

and CCGT power use. 

 

Figure 9. The capacity factors generators with increasing carbon tax. 

The CFs for wind and solar power in our model are decided by the natural wind and 

solar resources, which do not change when the carbon tax increases. However, the CF of 

a storage device does fall from 33% to 16%, but there is too little storage to decide whether 

this result is applicable under different conditions. 

Our findings are solid when it comes to the price of renewable energy. We also run 

simulations for scenarios where the cost of renewable energy assets is cut in half from the 

baseline level. The results from the simulation match those from this section. 

3.5. Clean Electricity Emission Standards 

An alternative policy instrument is to implement emission standards. To investigate 

the impacts of clean electricity standards on the generation mix, we introduce emission 

reduction requirements as an additional constraint in the model, while imposing no car-

bon tax and keeping renewable costs at the base level. With an increased carbon emission 

reduction target, we expect to see a reduction in fossil-fuel generation capacities and an 

increase in renewable capacities. When the emission reduction target reaches 85% com-

pared to the base case, optimal solar power capacity falls while wind and CCGT capacities 

rise sharply (Figure 10). When the target increases to 90%, solar power is even driven out 

of the generation mix, and the share of coal power in the generation mix steadily declines 

toward zero. The reason is that the lifetime emissions from solar power are higher than 

from wind due to the construction of solar panels. Hence, the simulation results show that, 

in the extreme situation, we choose wind over solar to reduce carbon emissions. 
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Figure 10. The capacities of fossil fuel power and renewables with increasing carbon emission re-

duction. 

With an 85% emissions-reduction target, the total capacity of wind and CCGT is 

11,256 MW, which is much higher than peak demand (8854 MW). At the same time, OCGT 

capacity remains quite high. The results show that, to backstop intermittent renewables 

when the emission reduction standard is high, overinvestment in CCGT, OCGT, and re-

newable capacities is unavoidable, which might lead to economic inefficiency and further 

reinforce the missing money problem. With a 90% emission-reduction target, total capac-

ity rises to 14,570 MW, and the total capacity for wind and CCGT assets remains at 11,256 

MW. 

The changes in generation shares (Figure 11) and capacity factors (Figure 12) reflect 

a similar situation. CCGT and wind power production dominate electricity supply. De-

spite a high capacity, the generation share of OCGT declines rapidly when the reduction 

target reaches 70%; the CF begins to decline as early as an emissions-reduction target of 

25%. The CFs for coal and battery storage steadily decrease with an increasingly stringent 

carbon emissions reduction target. 

 

Figure 11. Generation shares with increasing carbon emission reduction target. 
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Figure 12. Capacity factors with increasing carbon emission reduction target. 

Overall, the simulation results here indicate that renewables generation could replace 

coal generation, but wind and solar power cannot be used as reliable baseload assets, re-

quiring instead a large degree of CC gas capacity and generation. Further, the capacity 

factors of thermal generators fall because they are relied upon to generate power less often 

resulting in inefficient resource allocation. To improve the efficacy while meeting the car-

bon emission reduction goal, the electricity industry needs some reliable and less carbon-

intensive alternatives to provide necessary baseload capacity. For example, many devel-

oping countries such as China and India have turned to nuclear power, with some devel-

oped countries, such as France and the Netherlands, also planning to build more nuclear 

power plants [47,48]). 

4. Conclusion and Policy Implications 

A growing share of intermittent renewables in electricity grids adds complexity to an 

already intricate system, creating greater challenges for grid operators and policymakers. 

Models of electricity grids can be an important tool to help decision makers, perhaps en-

abling them to avoid blackouts such as the one that affected the Western Interconnection 

in 1996 [49] and California in 2020–2021 [50]. While off-the-shelf engineering models are 

useful for operational purposes [43], they lack the scope to study longer-term policy ef-

fects. In this paper, we proposed a grid model using a calibration method that enables the 

researcher to parameterize upward-sloping marginal cost functions for modelling elec-

tricity grids—essentially calibrating screening curves for fossil-fuel generation. Based on 

a screening-curve-load-duration method, it allowed us to study optimal generation mixes 

based on various policy parameters and potential wind/solar regimes. Our study em-

ployed a simple yet effective way to analyze policy scenarios with reasonably minimal 

data on the electricity wholesale market, thereby providing a novel contribution to the 

calibration literature as it pertains to electricity grid models. 

Using this approach, we examined several climate policies to determine how renew-

able wind and solar generating assets would optimally enter an electricity grid (Alberta) 

dominated by fossil-fuel assets. The calibrated upward-sloping supply functions pro-

vided a realistic allocation of load across assets, tracing out the effect of a carbon tax or 

emission standard on the grid. For example, rather than coal power suddenly disappear-

ing from the generation mix when there is a small change in the carbon tax, a smooth 

phasing out process may be optimal (viz., slow increase in a carbon tax), thereby avoiding 

disruptive and costly shutdowns and start-ups (as in Europe in 2023 as a result of reduced 

availability of natural gas) [51]. 

We analyzed the impact of two policy scenarios—a carbon tax and an emissions re-

duction target. Not surprisingly, the capacities and generation shares of renewables in-

crease, and those of coal-fired power decrease, under both an increasing carbon tax and 
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an emission reduction target. The capacity and generation of natural gas assets on the 

other hand rise, while their capacity factors fall. Because OCGT and CCGT replace coal to 

provide reliable baseload and peaking generation, their optimal capacities remain high, 

but their use decreases as more electricity is produced by renewables. Overall, wind and 

solar power are unreliable and unsuitable for meeting continuous baseload and peaking 

load requirements. Consequently, significant natural gas generating capacity is required 

to backstop intermittent generation, although gas power output is required less fre-

quently, leading to lower capacity factors and loss of quasi-rents (the “missing money”) 

required to incentivize investments in gas plants. To rectify this capacity, payments are 

needed, but these raise retail electricity prices [52]. 

The policy findings based on a calibrated model of the Alberta electricity grid are also 

relevant for other regions. Observations with regards to the missing money problem and 

capacity payments for investments in backup assets have already been noted in the con-

text of the UK and EU [53]. Analogous policy implications have been found as well for 

Australia, where gas is competitive with coal but, unlike coal, complements the uptake of 

renewables [54]. 

Finally, the calibration method proposed in this paper can be used to study a variety 

of other policy issues, including the impact of changes in the cost of building new plants, 

changes in hourly demand, and changes in the water inflow of hydroelectric dams on 

overall generation and capacity mixes. One interesting extension to our approach would 

be to calibrate transmission costs across multiple regions and create a model that allows 

for imports and exports while satisfying each region’s load. However, other calibration 

methods will also need to be investigated. 
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