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Abstract: The use of photovoltaic systems has increased in recent years due to their decreasing costs and improved performance. However, these systems can be susceptible to faults that can reduce efficiency and energy yield. To prevent and reduce these problems, preventive or predictive maintenance and effective monitoring are necessary. PV health monitoring systems and automatic fault detection and diagnosis methods are critical for ensuring PV plants’ reliability, high-efficiency operation, and safety. This paper presents a new framework for developing fault detection in photovoltaic (PV) systems. The proposed approach uses machine learning algorithms to predict energy power production and detect anomalies in PV plants by comparing the predicted power from a model and the measured power from sensors. The framework utilizes historical data to train the prediction model, and live data is compared with predicted values to analyze residuals and detect abnormal scenarios. The proposed approach has been shown to accurately distinguish anomalies using constructed thresholding, either static or dynamic thresholds. The paper also reports experimental results using the Matthews correlation coefficient, a more reliable statistical rate for an imbalanced dataset. The proposed approach leads to a reasonable anomaly detection rate, with an MCC of 0.736 and a balanced ACC of 0.863.
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1. Introduction

The decrease in the costs of photovoltaic (PV) systems, the trend of market prices, and the improvement in performance due to improved cell efficiencies and lower electrical conversion losses are why PV systems have become more frequently used over the last decade. Furthermore, PV systems offer numerous benefits, including clean and safe energy generation, quiet operation, lower installation costs, ease of installation, and building integration [1,2]. As a result, the PV industries have seen significant growth in the fabrication of photovoltaic equipment and the number of installations. On the other hand, solar cell systems are susceptible to various faults in any system component (modules, cables, protective devices, transformers, and inverters), which can reduce their efficiency and energy yield [3]. This is mainly due to external operating conditions such as shadow effects, dirty modules, faulty inverters, variation in manufacturing, and module aging [4]. Furthermore, faults may cause increased fault effects or the creation of new faults. To avoid and reduce the occurrence and consequences of these problems, preventive or predictive maintenance is required [5]. Effective monitoring is required for implementing predictive maintenance. The system standards then emphasize the importance of outfitting PV systems with health monitoring systems.
projects with effective monitoring equipment and tools. This has been made feasible by the collaboration of numerous projects aimed at improving the technical qualities of PV plants, on the one hand, and developing more effective monitoring tools and systems, on the other.

PV health monitoring systems (PV-HMS) are critical for ensuring that the production output is managed and that any possible faults are identified [6]. Display operation, data monitoring, anti-theft, faults detection and correction, emergency stop, and misalignment loss minimization are all examples of monitoring systems [7]. In addition, high-efficiency monitoring allows the manufacturer or the owner to identify problems or the need to take action with solar panels. PV system fault monitoring has become increasingly crucial due to the often severe and dynamic climatic conditions and the growing structural complexity of the PV system. The faults are typically recognized and solved manually; however, this method is not recommended because it is time-consuming, imprecise, and potentially dangerous to the operator, especially in large-scale PV arrays. Instead, the automatic fault detection and diagnosis (FDD) methods are essential for system reliability, high-efficiency operation, and PV plant safety [3].

Machine learning (ML) is a powerful technology that enables systems to learn from data and improve their performance over time without explicit programming. As a subset of artificial intelligence, it uses algorithms and statistical models to recognize patterns, make predictions, and make decisions autonomously. In the field of fault detection, ML-based approaches are becoming increasingly popular as they can improve efficiency, accuracy, and reliability by analyzing large amounts of data and identifying patterns that may indicate a fault. Additionally, ML’s ability to handle high-dimensional, non-linear, missing, and uncertain data, provide early detection, and adapt to changing conditions make it an ideal technology for fault detection. The goal of using ML for fault detection include increased efficiency and speed, improved accuracy, reduced costs, adaptability, and early detection.

There are several methods for developing fault detection in photovoltaic systems, for example, using electrical measurements, environmental data, or images of PV panels. In this study, we are interested in the indirect method framework according to these three steps. The first step is to create a regression model with input from environmental data and output from electrical data. This step generates prediction data that can be compared to sensor measurement data. The second step is to produce residuals by comparing the predicted value from the first step’s model to the measured value from a sensor. This step has several evaluation metrics for comparing data. The final step is to produce the thresholds to determine abnormal data points. An anomaly detection algorithm could give an accurate model for estimating electricity production under normal operating conditions, which could then be used to detect anomalies. Power production samples that indicate significant discrepancies between those expected under particular operating conditions and measured power can be used to detect such abnormalities [8–10].

Jiang et al. [8] provide a complex fault detection and diagnosis methodology. The experiments in this work use simulation data and verify the effectiveness using simulation results. Mekki et al. [9] focus on fault detection under partial shade conditions. The estimated current and voltage comparison was used for the operating state of the considered photovoltaic module. They also analyze the relation between power production volume and the number of shading cells. We have conducted some experiments on our dataset, and have found that the hourly averages of the measurements, which is an idea of Massimiliano et al. [10], provide good accuracy because of the slow intrinsic dynamic of the solar signals. Massimiliano et al. [10] report results of proposed low complexity of the power production model archive anomaly detection, with a rate better than 90%. However, their report uses a true positive rate as accuracy, which not only provides the wrong perspective of the company but also refuses some significant false predictions. The main limitation of this work is that the authors use a single model for all data despite various irradiance and seasonality. In addition, the static threshold, which separates the abnormality of daily data, has been used in this work.
The following list summarizes the significant contributions of this paper:

1. We provide a framework for creating an indirect defect detection in photovoltaic systems. As the first step, we present the developed approaches from previous articles [8–10], which contain a variety of procedures and data, in order to identify faults and evaluate how well they function in our dataset, which was collected using data from Thailand;

2. The second step follows from the results of the first step. We choose the method that worked well and provided high accuracy using our data. Then, a configuration algorithm to create a regression model, which predicted the power output inside the best methodology, is provided;

3. Finally, the last step provides ideas for constructing residual thresholds, either static or dynamic thresholds. Each threshold is constructed for defining anomaly behavior by measuring residuals to achieve high accuracy and performance in detecting abnormal scenarios. In this step, we compare one static and three dynamic threshold methods, such as daily threshold using Prophet, which is a time series forecasting and calculates the trend of residuals. The monthly threshold, which creates a constant threshold reliant on the month, has been constructed by ANN. Lastly, an hourly threshold was created by computing the threshold of each hour and summarizing the anomaly behavior of each day.

Our workflow differs from other publications by presenting the experimental results of various machine learning models to determine the most effective approach for predicting energy production. Furthermore, while previous research has focused on static thresholds for detecting abnormalities, we introduce a dynamic threshold approach that significantly improves the efficiency of automatic fault detection. Additionally, we address the common issue of imbalanced datasets in fault detection by utilizing the Matthews correlation coefficient as a more reliable statistical measure rather than solely relying on accuracy scores.

The rest of this paper is structured as follows: Section 2 reports a summary of the main literature in the related method. Section 3 provides a machine-learning model used in our experiment. Section 4 enters the methodology part, including anomaly detection and evaluation technique. This part provides all the details about the related ideas, including existing work and our ideas. The details of the data are described in Section 5, and data preprocessing is also illustrated in this section. Section 6 provides the results, including experimental pre-existing ideas, comparing machine learning models, and comparing static threshold and proposed dynamic thresholds for anomaly detection. Finally, Section 7 concludes the paper.

2. Related Work and Background

The rapid growth of photovoltaic (PV) technology and the growing number and size of PV power plants need increasingly sophisticated and intelligent health monitoring systems to maintain the dependable operation and high energy availability. For example, in Ref. [11], the authors discuss the various techniques: Artificial neural network (ANN), fuzzy logic, decision tree, support vector machine (SVM), k-nearest neighbors (KNN), and more, and also different kinds of data, such as electrical or environmental measurements and images of PV panels, which are commonly used. All the applications differ in various aspects, e.g., input data, data preprocessing, model type, and structure of prediction methodology. They describe the application of artificial neural networks for PV fault detection, diagnosis, and analysis from many aspects. The reported classification archive success rate is higher than 90%, which is proof that AI deserves to be explored for health monitoring in a photovoltaic system. In Ref. [12], the authors assessed the effectiveness of various machine learning techniques and used them to look for abnormalities in photovoltaic components.

The concept of the indirect method, previously cited, is the idea of fault detection diagnosed by comparing the predicted power from the model and measured power from a sensor. The methodology to figure out a good model, matrices to create residuals,
and thresholding idea is the biggest challenge for this concept. However, there are a few papers discussing this idea. For photovoltaic fault detection and diagnosis, which use the indirect method concept, Ref. [11] provides different techniques that explain their ideas. By merging ANN and analytical approaches, the author suggested a strategy for string-based PV systems in Ref. [8]. Based on the measured irradiance and module temperature, a multilayer feed-forward ANN is utilized to forecast the power. The expected power generated by the ANN is then compared to the actual power measured by the PV system in the diagnosis section. The analytical method is used to determine the cause of the fault based on the power difference. Ref. [9] presents an ANN-based method for detecting faulty states of PV modules online under partially shaded conditions. It enables real-time fault detection by estimating the monitored system’s electrical outputs (output current and voltage) using only two meteorological parameters (solar irradiance and cell temperature). It could also detect possible anomalies in the PV module through real-time correlation of estimated and measured performance under variable conditions. Ref. [10] describes a method for detecting irregularities in PV systems and issuing maintenance notices in advance. The AC power production prediction model is based on an Artificial Neural Network (ANN), which can estimate AC power generation using solar irradiation and PV panel temperature measurements. Live PV system trend data is then compared to the model’s output, and the residuals vector is evaluated to discover anomalies and create daily predictive maintenance notifications.

We recognize that the related works in the literature examine the model development phase, either using regression models or detection techniques, with the goal of identifying anomalies. Nevertheless, none of them compare a different model used to predict power output and experiment with other ideas.

3. Machine Learning Models

In this section, we provide a brief taxonomy of the learning paradigms, aiming to provide some perspective on the content of this paper. Learning in the context of machine learning (ML) is the process of converting available input or training data (experience) into output (knowledge or expertise); consequently, machine learning is an interaction between the learner and the environment. Supervised learning is a task of interaction in which the environment is the teacher that supervises the learner by providing extra information (label). For example, the learner receives training e-mails that provide the label spam/not-spam, and thus a successful learner should be able to check/predict whether a set of words whose appearance in an unseen e-mail is spam or not. Models are a representation of actual or natural phenomena in the form of mathematical equations, e.g., a linear function that consumes information involving current power consumption in households to predict next-hour energy used volume.

Methods are an approach to problem-solving. In machine learning, a method is an approach that finds the parameters of a model using the given training data, e.g., gradient methods of optimization are used in training ML models. Algorithms are a set of instructions, sometimes written in pseudo-code, that exhibit the exact operations that need to be done to create an implementation of a given method.

Finally, implementations are a piece of code realized on some algorithms. In this work, we used the implementation of machine learning algorithms: Scikit-learn, a Python module integrating a wide range of machine learning algorithms for medium-scale supervised and unsupervised problems [13]. Additionally, for deep learning algorithms, we used Tensorflow [14] and Keras [15].

3.1. Linear Models

One of the most basic statistical tools for modeling is linear regression, which performs the relationship model between some explanatory variables and some real-valued outcome. Let $X$ be an input space subset of $\mathbb{R}^N$ and $Y$ a measurable subset of $\mathbb{R}$, we would like to
learn a linear function \( h : \mathbb{R}^N \rightarrow \mathbb{R} \) that best estimates the relationship between variables (i.e., \( h : x \mapsto \langle w, x \rangle + b \) when \( w \in \mathbb{R}^N \) and \( b \in \mathbb{R} \)).

However, when the independent input variables are highly correlated, simple regression may be unstable [16]. Then, thus the Ridge regression or Linear least squares with \( \ell_2 \) regularization was introduced to carry out stable estimates of the coefficients by adding a regularization term for reducing the effects of the correlation.

To produce interpretable models but also show the stability of estimates such as Ridge regression, the Lasso (least absolute shrinkage and selection operator) regression was proposed [17]. Instead of using \( \ell_2 \) regularization, the Lasso model uses \( \ell_1 \)-norm for shrinking some variables and setting some to 0. The \( \ell_2 \) regularization term in Lasso shrinks some coefficients and sets others to 0, hence it performs feature selection to retain good features that exhibit relatively stronger effects on predictions. Moreover, shrinking coefficients tend to make the model more stable, such as Ridge regression; that is, the learner not only provides interpretable models but also stable models.

When the number of independent variables is much bigger than the number of data in the training set, the Lasso model is not a very satisfactory features selection method [18]. To improve the accuracy and interpretation of the model and overcome some limitations in the Lasso model, the Elastic-Net regression, a regularization technique, was introduced. By continuing shrinkage and simultaneously selecting variables, instead of adding either \( \ell_1 \) or \( \ell_2 \) regularization, the Elastic-Net model has both \( \ell_1 \) and \( \ell_2 \) regularization terms.

Stochastic Gradient Descent (SGD) [19] is an iterative algorithm that optimizes an objective function. In gradient descent we used the ‘true’ gradient of the empirical risk; however, in SGD, the gradient is approximated by choosing a random sample in the training set. One advantage of this manner is that the computational cost at every iteration is low when the training set is huge, hence it is remarkably effective in large-scale machine learning tasks. More importantly, when using convex loss function, the SGD will converge to a global optimum, otherwise, it converges to a local minimum [20].

### 3.2. Kernel Methods

One of most widely used machine learning, kernel methods are flexible techniques that can be used to extend algorithms to define non-linear prediction. Unlike linear methods, kernel methods are replacing the original data in the input space with “kernels” or “kernel functions”, which extend algorithms (e.g., Support vector machines) to a linear separation in a high-dimensional space, or (equivalently to) a non-linear separation in the input space. For any constant \( \gamma > 0, d \in \{2, 3, 4, \ldots \}, r \in \mathbb{R} \) and for all \( x, x' \) in the input space \( X \subseteq \mathbb{R}^N \); basic kernel functions are defined as the following,

\[
K(x, x') = \begin{cases} 
\langle x, x' \rangle, & \text{Linear} \\
(\langle x, x' \rangle + r)^d, & \text{Polynomial} \\
\exp(-\gamma\|x - x'|^2), & \text{Radial Basis Function} \\
\tanh(\gamma\langle x, x' \rangle + r), & \text{Sigmoid}
\end{cases}
\]

Support vector machines (SVMs) [21] are supervised learning models associated with machine learning algorithms that receive and analyze data for building classification or regression models. The main idea behind SVMs was mapping non-linear input vectors to a high-dimensional space by using kernels, then in that space a linear decision model is constructed. Support vector regressions (SVRs) [22] are regression techniques based on the concept of SVMs. SVRs are an extended soft-margin SVMs that instead of using the hinge loss function, use \( \epsilon \)-insensitive loss to make robust and sparse models [23].

### 3.3. Ensemble Models

Ensemble models are a combination of several models of predictions for improving the generalization performance and robustness over a single estimator [24–26], and consist of averaging and boosting methods. In averaging methods such as Bagging [27] or Random
forests [28], the approach builds several models and averages their predicted values as the output from an ensemble model. On the other hand, in boosting methods, e.g., AdaBoost [29] or Gradient Tree Boosting [30], the approach sequentially builds estimators and tries to reduce the bias of the combined model. In this work we used Random forests (an averaging approach), Gradient Boosted Decision Trees (a boosting approach), and Adaptive Boosting (a boosting approach) for building models.

The core concept of the Random forests method is to combine the decision tree predictors that each tree depends on, such as the values of independent and identically distributed random sample vectors. This idea is not only applicable to classification but also regression problems. Random forests are one of the effective tools used for prediction; according to the law of large numbers, they do not overfit and give results that are competitive with boosting methods.

The goal of boosting methods is to fit a sequence of weak learners (learners whose performance is slightly better than random guessing), which converges to a strong learner. The similarity between the boosting and averaging method is the use of an ensemble of predictors. In contrast, the averaging approach tries to fit its predictions to bootstrapped data; in the boosting method, each learner uses information from previous learners (sequentially learning). Gradient Tree Boosting involves mimicking a gradient descent algorithm in sense of updating learners by their negative gradient and its final prediction is an average of all the weak learners. On the other hand, AdaBoost’s final prediction is a weighted average and its updating step depends on modified weights rather than the gradient of loss functions.

3.4. Neural Network Models

Neural network or artificial neural networks (ANNs) are inspired by the structure of neural networks in the brain. They are a model of computation, which consists of a number of computing nodes or so-called neurons that are connected to each other in a complex network [31]. In this article, we focused on feed-forward neural networks, which are a form of supervised learning that use hierarchical layers to represent high-dimensional non-linear models.

The concept of feed-forward neural networks is to approximate function \( h^* \) that best fits the training set \( T \), which is the same as in linear regression methods. Instead of directly mapping the training points to the outcome predictions, feed-forward ANNs involve mapping data of the input layer to the hidden layers and thus mapping values in the last hidden layer to the output layer to perform predictions. There can be one or more non-linear layers in-between the input and the output layer. This paradigm is the so-called Multi-layer Perceptron (MLP). Optimization algorithms or optimizers are algorithms that solve the optimization of objective functions in ANNs. Normally, ANNs can be gradient descending or stochastic gradient descending in cases of large-scale learning. In this work we used Adam [32], which is an algorithm used for stochastic optimization. It requires little memory and is computationally efficient.

4. Methodology

As previously discussed, this work aims to enhance the efficiency of automatic fault detection through an indirect method. We have divided this section into three main parts. The first part, Anomaly, delves into previous research that utilizes an indirect approach for implementing a fault detection algorithm. Through careful examination, we determine an appropriate approach that involves data frequency and residual types that align with our data. We conduct experiments using various machine learning techniques to ensure that we achieve an optimal prediction model. Our investigation revealed that previous research only employed static thresholds to identify abnormalities. To boost the efficiency of fault detection, we introduce three dynamic thresholds that differentiate normal behavior from abnormal scenarios, taking into consideration time factors such as monthly, daily, and hourly. The last part of this section is dedicated to evaluation techniques, where we
introduce the Matthews correlation coefficient as a more reliable statistical measure for evaluating the detection performance of our model. This approach is particularly suitable for imbalanced datasets such as the ones encountered in fault detection problems.

### 4.1. Anomaly Detection

In this section, we will introduce our process to create anomaly detection. However, some steps have been modified as a result of our data being labeled abnormal on a daily basis. Jiang et al. [8] provided a step that starts with a build regression of minutely collected data by ANN using Solar Irradiance ($G_t$) and Module Temperature ($T_t$) as the input and power output ($P_{pv}$) as the output. Then, they compute the residuals from the relative error between the predicted power ($\hat{P}_{pv}$) and measured power ($P_{pv}$). The threshold idea of this paper is a static threshold, which is defined as constant. The process given in Ref. [8] is sketched in Figure 1. We determined the threshold ($\varepsilon$) for this experiment to be 0.08 through a process of trial and error. Consequently, we obtained the predicted behavior of each minute point in data. The day is labeled as normal if there are more typical than abnormal states. On the other hand, the day is labeled as an abnormal state if there is a normal state less than an abnormal one.

![Figure 1. Anomaly detection process. Developed from Ref. [8].](image)

Mekki et al. [9] considered on ANN in order to estimate the two outputs photovoltaic current ($I_{pv}$) and voltage ($V_{pv}$). Each output has its own residuals $D_{it}$ and $D_{vt}$, respectively, which are given by

$$D_{it} := |I_{pv} - \hat{I}_{pv}| \quad \text{and} \quad D_{vt} := |V_{pv} - \hat{V}_{pv}|, \quad (2)$$

where ($I_{pv}, V_{pv}$) are the measured values of the output photovoltaic current produced in A and voltage in V, respectively, ($\hat{I}_{pv}, \hat{V}_{pv}$) are the estimated values of the output photovoltaic current produced in $A$ and voltage in $V$, respectively, by the developed ANN-based model. In addition, $D_{it}$ and $D_{vt}$ have their own pre-defined threshold $\varepsilon_i$ and $\varepsilon_v$, respectively. The grid parameters of $\varepsilon_i$ and $\varepsilon_v$ have been set as shown in Table 1. In the proposed method, the residual $D_{it}$ has the threshold $\varepsilon_i = 70$ and the residual $D_{vt}$ has the threshold $\varepsilon_v = 300$. If the residual errors $D_{it}$ and $D_{vt}$ exceed the given threshold values (70, 300), the PV module’s operational state will be contrasted with its faulty state (abnormality). The process given in Ref. [9] is sketched in Figure 2.
Recently, Massimiliano et al. [10] built the regression of hourly data by ANN using power output (Ppv) as the output. They introduced the two daily level thresholds as the following:

$$\text{DLL} = 3(K\sigma_h) \quad \text{and} \quad \text{DUL} = 5(K\sigma_h),$$

(3)

where $\sigma_h$ is the RMSE computed during the ANN validation and $K$ is an appropriate number of peak sun hours (in Ref. [10], $K = 4$) Figure 3. They compute hourly residuals from absolute error between prediction ($P_{pv}$) and measure value ($\hat{P}_{pv}$). After that, daily residuals $D_t$ will be calculated from the summation of hourly residuals on the same day. This paper uses peak sun hours at $k = 4$. If the daily residuals are above the thresholds, they are labeled as abnormal.
4.2. Residual Analysis

In the previous section, we introduced a method to create a prediction model and obtain the residuals. All the above methods use residuals, calculated by comparing the predicted and measured values for separate abnormalities of data points. However, after some experiments, we investigated that the static threshold did not have that much ability to capture the abnormality of a data point. We noticed some relations inside data between residuals and time, not only time, which means a date or sequence of date, but also a time in each day. Consequently, we would like to remove the weakness of the static threshold by proposing three novel approaches for the analysis of the residuals to determine the abnormality of data.

By only focusing on the residuals analysis, we have proposed three novel approaches according to these three concepts: time series using Prophet, ANN using month character, and hour vote. These three concepts have been described below.

4.2.1. Daily Threshold Using Prophet

The Facebook data scientist team created an open-source forecasting framework known as FbProphet. It is utilized to forecast time series data using an additive model, making forecasting more approachable and straightforward. It functions best when there are multiple seasons of historical data and time series with substantial seasonal effects [33]. Prophet employs regressive models such as ARIMA, exponential, and other models that are comparable. According to our assumption, the residual signal is the time series intended to be forecasted using Prophet [33] in Python. The concept is to forecast the values of the next four months using past time series information. Additionally, the Prophet is built on this equation’s combination of decomposable time series.

\[ y(t) = g(t) + s(t) + h(t) + \epsilon_t \]  

(4)

There are three main components in Equation (4), where a trend function called \( g(t) \) is used to represent and fit non-periodic changes in time series, such as piecewise linear growth or logical growth. A holiday term, \( h(t) \), reflects the influence of erratic holiday effects that may occur over one or more days. \( S(t) \) is a periodic term representing the periodic change (for example, the seasonality of each year). \( \epsilon_t \) is an error representing unusual model modifications and is thought to follow a normal distribution.

The amount of change points (n-changepoints) in the dataset is a critical Facebook-Prophet parameter. Here, 25 is usually the value. Change points are evenly distributed on the first 80% of the time-series signal. The changepoint prior scale reveals how adaptable the change points can be or how much they can accommodate the data. It usually has a value of 0.05. The seasonality mode option defines the multiplicative and additive modes. The forecast trend and the seasonality’s impact are combined because the default mode is additive. The Prophet parameters grid is displayed in Table 2 with 162 potential models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>n_changepoints</td>
<td>[10, 25, 50, 75, 100, 150, 200, 300, 400, 500]</td>
</tr>
<tr>
<td>changepoint_prior_scale</td>
<td>[0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9]</td>
</tr>
<tr>
<td>Seasonality_mode</td>
<td>['additive', 'multiplicative']</td>
</tr>
</tbody>
</table>

We used the first substation, which has less abnormal data, to create a prediction model in the experiment. The second substation contains a lot of abnormal data to evaluate fault detection. Nonetheless, we constructed the residual prediction model using Prophet in the first substation data and analyzed it on the second substation. Figure 4 represents the workflow used in this idea. According to the first substation containing less abnormal data, we noticed that residuals would have less value. On the other hand, residuals in the second substation have a high value due to the dataset containing massive abnormal data.
Furthermore, thresholds have to adapt, causing different natures of data too. The threshold has been computed as described in Equation (5).

\[ e_t = \hat{D}_t + D_2 - D_1 + S.D.(\hat{D}_1) + S.D.(D_2) \] (5)

Figure 4. Process chart of analyzing the residuals using the Prophet threshold.

4.2.2. Monthly Threshold Using ANN

This second approach still contains some concepts of the previous approach, which believes that time affects the residual. Based on engineering knowledge, seasonality affects the photovoltaic systems due to the sun’s movement and the temperature character. Consequently, we have proposed thresholds depending on the month of a data record. The model to create a threshold has been constructed following Figure 5.

The residuals prediction model has been constructed using the month as input and residuals as output. The architecture of the ANN model has been designed using four layers with nodes 1, 10, 3, and 1, respectively. The mean square error has been used as loss and Adam as the optimizer. As mentioned in the Prophet part, there are differences between the first and second substations. Consequently, the threshold used is config, similar to the Prophet threshold.

Figure 5. Process chart of analyzing the residuals using the month threshold.

Following these steps, we obtained a model that tries to predict the residuals of daily data. This model has led us to construct an adaptive threshold that depends on a month by computing the threshold, as shown in Figure 5.
4.2.3. Hourly Threshold Using 95th Residual’s Percentile

The final approach is constructed using the idea that each hour in a day produces a different amount of energy. We figure out the residual from each hour by separating the abnormality of the hourly data point. However, we are interested in the abnormality of daily data, so the details of this approach are described in Figure 6.

There are a few abnormalities in the first substation, which we concluded as being due to most of the hourly data being standardized. Then, we set the residual threshold of each hour at the 95th percentile. The production ability of the first and second substations is similar; the difference between the two substations is that the first substation contains normal energy production behavior while the second substation contains abnormal behavior on some days. The same identicals of both substations in part of energy production efficiency are the reason why this threshold is not configured. Then, the 95th percentile of each hour in the first substation should be able to separate the outlier data that appear in each hour of the second substation.

![Figure 6. Process chart of analyzing the residuals using the hour vote threshold.](image)

4.3. Evaluation Technique

The model was created with the objective of predicting the power output from a solar panel. Overfitting will therefore be a value of concern. An overfitting problem is a modeling error occurring when a function is too closely aligned to the initial dataset. Consequently, the model cannot generalize well enough to predict unseen data. Cross-validation has been used to solve overfitting. It tests the effectiveness of machine learning models, and it is also a re-sampling procedure used to evaluate a model if we have limited data. The $k$-fold cv is the method used to divide the data into $k$ equal parts to create and test the model, then compute the mean of model performance and use the model to predict the test set.

There are several techniques used to create anomaly detection. Consequently, many evaluation matrices would be called to create the regression predicting power output or producing the residuals determining abnormality. Given that $y_i$ is the observed power output value from sensor and $\hat{y}_i$ is the predicted power output from the model where $i \in \{1, 2, 3, \ldots, n\}$. The Root Mean Square Error (RMSE), which can be used for the loss function of the regression model, is the standard deviation of the residuals (prediction errors), calculated as Equation (6).

In this paper, we use the Matthews correlation coefficient to evaluate the detection performance of the model. Matthews correlation coefficient (MCC) is a more reliable statistical rate that produces a high score only if the prediction obtained good results in
all of the four confusion matrix categories, true positives (TP), false negatives (FN), true negatives (TN), and false positives (FP), calculated as Equation (7)

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n}(y_i - \tilde{y}_i)^2}{n}}
\]

(6)

\[
\text{MCC} = \frac{(TP)(TN) - (FP)(FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

(7)

5. Data Description

The data used in this study was collected from a solar power plant located in Phichit, Thailand. The sensor data was collected between January 2014 and May 2019 and includes detailed information on the power output from the photovoltaics system and environmental factors. Each data point includes a timestamp, solar irradiance, module temperature, and power output from the solar panel which are described in Table 3. In our experiment, we focused on two substations. The first substation’s data was collected from January 2014 to May 2019, but some data was missing due to sensor issues. After preprocessing, the data contains 478,713 rows and 888 days, 14 labeled as abnormal days. The second substation’s data was collected between June 2015 and June 2017 and contained 271,634 rows and 504 days, 102 labeled as abnormal days after preprocessing. The first substation’s data was used to create a regression model and thresholds. In contrast, the second substation’s data was used to test the model’s performance and ability to detect abnormal days. This approach was chosen as both substations use the same solar irradiance sensor and have similar energy production behavior, as we will discuss later in the study. However, the first substation contains fewer abnormal days than the second, making it more suitable for creating an energy production prediction model. On the other hand, the second substation, with more abnormal days, is better suited for evaluating fault detection.

Regarding data preprocessing, we select data from 8 a.m. to 5 p.m. daily, as this time is suitable for the photovoltaic system. Following that, we eliminate unusual data by selecting only data with solar irradiance between 0 and 1260, with 1260 calculated from the 99th percentile of solar irradiance value. Furthermore, we select only data with temperature module values greater than 0 due to data occurring with some negative values that do not correspond to the actual environment. All the steps mentioned before are preprocessing steps in minute data, which provides hourly data in the next step. Hourly data were generated by averaging data minutely in the same hours. Furthermore, because minutely data did not record the entire minute in hours, we selected only hours with more than or equal to 54 min in minutely data. These hourly data will be used to build a regression model that will predict the amount of power generated by the solar panel based on solar irradiance and temperature module value.

Table 3. Feature descriptions.

<table>
<thead>
<tr>
<th>Features</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timestamp</td>
<td>Time when data have been collected</td>
<td>Year-Month-Day Hour:Minute:Second</td>
</tr>
<tr>
<td>Solar irradiance</td>
<td>Power per unit area received from the Sun</td>
<td>W/m²</td>
</tr>
<tr>
<td>Temperature Module</td>
<td>Average of the indication of all sensors</td>
<td>Celsius</td>
</tr>
<tr>
<td>Power output</td>
<td>Amount of power generated by PV</td>
<td>kW</td>
</tr>
</tbody>
</table>

Figures 7 and 8 display the correlation matrix, which illustrates the correlation coefficients among the key elements of the first and second substations. The matrix calculates the linear correlation between the variables, where 1 indicates a strong positive correlation and −1 indicates a strong negative correlation. From the matrix, we can identify relationships between each feature that motivated us to include them in the model’s input. Furthermore, this confirms that it is possible to use the energy production prediction model trained on the
first substation’s data on the second substation, as they have similar relationships between variables. To show an example of the relation between power output, solar irradiance, and module temperature, these strong relations have been examined in Figures 9–11.

**Figure 7.** Correlation matrix among each feature for the first substation.

![Correlation matrix for the first substation](image1)

**Figure 8.** Correlation matrix among each feature for the second substation.

![Correlation matrix for the second substation](image2)
Figure 9. Signal comparison between power output and solar irradiance of the first substation.

Figure 10. Signal comparison between power output and module temperature of the first substation.

Figure 11. Signal comparison between solar irradiance and module temperature of the first substation.
6. Results and Discussion

This section presents the results and discussion of the experimentation based on the methodology outlined in the previous section. We first applied pre-existing approaches from the literature [8–10] to our preprocessed data to determine suitable data frequency and residual types. We then used this information to select the most appropriate machine learning techniques through experimentation. Finally, we proposed and tested three dynamic thresholds using the suitable data frequency, residual types, and energy production prediction model obtained from the previous steps. Together, these steps provide a comprehensive approach for conducting fault detection in photovoltaic systems, which is the primary objective of this work.

6.1. Experiments Using Pre-Existing Ideas

We present the results of applying the pre-existing methods discussed earlier. Jiang et al. [8] and Mekki et al. [9] set their thresholds by selecting a constant value suited to their data. According to this fact, we decided to consider residual variation before determining the pre-defined threshold that would provide good efficiency through a trial-and-error process. Figure 12 illustrates the grid search to find the optimal values of $\epsilon_i$ and $\epsilon_v$, and the results were evaluated using MCC and ACC scores. Consequently, we defined the Mekki et al. [9] thresholds as follows: the $Up_v$’s residuals threshold ($\epsilon_i$) at 300 and the $Ip_v$’s residuals threshold ($\epsilon_v$) at 70. On the other hand, we set the threshold of Jiang et al. [8] at 0.08. Note that the result of Massimiliano et al. [10], presented in Table 4, used lower or second-level thresholds due to their efficiency, which we will be discussed further.

![Figure 12. Grid-search of $\epsilon_i$ and $\epsilon_v$ using the MCC and ACC score.](image)

Table 4. Detection scores of the pre-existing workflow. Developed from Refs. [8–10].

<table>
<thead>
<tr>
<th>Pre-Existing Ideas</th>
<th>MCC</th>
<th>ACC</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jiang et al. [8]</td>
<td>0.349</td>
<td>0.536</td>
<td>101</td>
<td>233</td>
<td>1</td>
<td>169</td>
</tr>
<tr>
<td>Mekki et al. [9]</td>
<td>0.631</td>
<td>0.891</td>
<td>51</td>
<td>4</td>
<td>51</td>
<td>398</td>
</tr>
<tr>
<td>Massimiliano et al. [10]</td>
<td>0.664</td>
<td>0.857</td>
<td>95</td>
<td>65</td>
<td>7</td>
<td>337</td>
</tr>
</tbody>
</table>

Table 4 shows the experimentation result using pre-existing approaches in our dataset. As a result, the existing approaches [8–10] each have their strengths and weaknesses. Jiang et al. [8] had the highest true positive rate but the worst false positive rate, resulting in the lowest detection rate. On the other hand, Mekki et al. [9] had the best false positive rate but the lowest true positive rate. Massimiliano et al. [10] provided a balanced outcome reflected in the MCC value and confusion matrix. According to this experimentation,
the configuration of an algorithm that creates a regression model to predict power output using the approach of Massimiliano et al. [10] was further examined in the following step.

6.2. Compare Machine Learning Algorithms for Photovoltaic Models

As previously discussed, the approach of Massimiliano et al. [10] was found to be the most suitable for our dataset. Based on our experimentation, we determined that the optimal data frequency is hourly data, as it captures the slow intrinsic dynamic of the solar signals. Furthermore, we found that using absolute error as a residual computation method is suitable for our dataset. We experimented with machine learning techniques to determine the best approach for distinguishing abnormalities from normal behavior. As outlined in Section 4, the threshold in Massimiliano et al. [10] was defined with two levels computed from the RMSE between the predicted and measured values. The first level was calculated from RMSE * peak sun hours *3, while the second was calculated from RMSE * peak sun hours *5. We also provided a detection score for each regression model based on each ML technique. However, it is important to note that this work does not provide a prediction score, such as the Root mean square error or the coefficient of determination for each machine learning technique, as it is not the main objective of the work.

Tables 5 and 6 demonstrate that the MLP regressor model is an excellent choice for building a regression model that predicts power output and is compatible with the approach of Massimiliano et al. [10]. This technique achieved high MCC scores of 0.638 and ACC of 0.843 in the first-level thresholds. This result also supports Massimiliano et al. [10] because the prediction model in their work uses a single layer with 10 nodes of an Artificial Neural Network, which is similar to an MLP regressor. It is worth noting that both thresholds have different strengths and weaknesses as the first-level threshold has a high true positive rate but also has a high false positive rate; on the other hand, the second-level threshold has a low false positive rate but contains a high false negative rate, as seen in Figure 13.

| Table 5. Detection score of each regression model in the first level threshold. |
|---------------------------------|--------|--------|--------|--------|--------|
| Name                          | MCC    | ACC    | TP     | FP     | FN     | TN     |
| AdaBoostRegressor             | 0.297  | 0.819  | 19     | 8      | 83     | 394    |
| ElasticNet                    | 0.605  | 0.841  | 87     | 65     | 15     | 337    |
| GaussianProcessRegressor      | 0.005  | 0.782  | 3      | 11     | 99     | 391    |
| GradientBoostingRegressor     | 0.518  | 0.78   | 88     | 97     | 14     | 305    |
| HuberRegressor                | 0.629  | 0.853  | 88     | 60     | 14     | 342    |
| KNeighborsRegressor           | 0.524  | 0.815  | 78     | 69     | 24     | 333    |
| LinearRegression              | 0.608  | 0.843  | 87     | 64     | 15     | 338    |
| LinearSVR                     | 0.292  | 0.819  | 17     | 6      | 85     | 396    |
| MLPRegressor                  | 0.638  | 0.843  | 94     | 71     | 8      | 331    |
| NuSVR                         | 0.454  | 0.762  | 80     | 98     | 22     | 304    |
| SVR                           | 0.506  | 0.81   | 76     | 70     | 26     | 332    |

| Table 6. Detection score of each regression model in the second level threshold. |
|---------------------------------|--------|--------|--------|--------|--------|
| Name                          | MCC    | ACC    | TP     | FP     | FN     | TN     |
| AdaBoostRegressor             | 0.047  | 0.798  | 1      | 1      | 101    | 401    |
| ElasticNet                    | 0.414  | 0.839  | 21     | 0      | 81     | 402    |
| GaussianProcessRegressor      | 0.049  | 0.796  | 2      | 3      | 100    | 399    |
| GradientBoostingRegressor     | 0.421  | 0.841  | 23     | 1      | 79     | 401    |
| HuberRegressor                | 0.414  | 0.839  | 21     | 0      | 81     | 402    |
| KNeighborsRegressor           | 0.367  | 0.831  | 18     | 1      | 84     | 401    |
| LinearRegression              | 0.414  | 0.839  | 21     | 0      | 81     | 402    |
| LinearSVR                     | 0.198  | 0.808  | 5      | 0      | 97     | 402    |
| MLPRegressor                  | 0.414  | 0.839  | 21     | 0      | 81     | 402    |
| NuSVR                         | 0.393  | 0.835  | 19     | 0      | 83     | 402    |
| SVR                           | 0.382  | 0.833  | 18     | 0      | 84     | 402    |
6.3. Comparing the Proposed Method to Create Dynamic Threshold for Anomalies Detection

Figure 13 shows that the first level is capable of collecting abnormal states without mixing normal states, but it did not collect a large number of other abnormal states. On the other hand, the second level contains many abnormal states mixed in with a large number of normal states. In second-level thresholds, this technique provides an MCC score of 0.638 and an ACC score of 0.843.

As previously mentioned, this static threshold idea has both positives and negatives; the first level threshold has a high true positive but also contains a high false positive; on the other hand, the second level threshold has a low false positive but contains a high false negative. We try to remove these weaknesses from this workflow by constructing our proposed threshold.

The indirect method is also used in our three proposed methods. For the first idea, we try to utilize a time-series model to predict residuals and design a threshold that varies by time. The residuals of daily data determined from measured and prediction values received from the model have a seasonal effect. To capture this, we decided to use Prophet, a method for forecasting time series data that uses an additive model to fit non-linear trends with yearly, weekly, and daily seasonality, as well as holiday effects. Prophet works best with time series that have strong seasonal effects and historical data from multiple seasons. It is robust to missing data and trend shifts and typically handles outliers well. Figure 14 demonstrates the grid search of Prophet to find optimal variables over $R^2$. The optimization results found the best $R^2 = 84.4$ at $n\_changepoints = 10$, $changepoint\_prior\_scale = 0.1$, and $seasonality\_mode = \text{additive}$.

Figure 14. Grid search using Prophet.
The Prophet approach, which uses a regression model, was applied to analyze the residual signal, which is a time series. The model was trained using data from the first substation, and was then used to study the trend of the residual signal, which mostly consisted of normal points. The approach was evaluated using data from the second substation, where the threshold had to be adjusted due to the presence of more abnormal data. The dynamic threshold, represented by the red line in Figure 15, was found to be better than a static threshold for distinguishing between abnormal and normal states, as it adapts to daily changes in the time series. This technique achieved an MCC score of 0.647 and an ACC score of 0.847.

Figure 15. Time series threshold using Prophet.

The second idea is similar to the first in that it utilizes the residual signal’s seasonality properties. In this approach, the month is used as an independent variable, and the residuals as the output before being fed into an Artificial Neural Network (ANN) model. The monthly forecast value is used as a threshold, as shown in Figure 5. This approach provided a less sensitive threshold than the Prophet threshold and focused only on residual differences over the month, which relies on the nature of the photovoltaic system. Figure 16 shows the dynamic threshold that depends on the month. The result shows that this threshold is entirely reasonable to separate the normal and abnormal states but still has some normal states that the threshold labeled as abnormal. This technique provides an MCC score of 0.671 and an ACC score of 0.849.

Figure 16. Monthly threshold using CNN.
After studying the nature of photovoltaic systems, we discovered that they have different levels of energy productivity during different hours of the day. Based on this, we developed a final approach that uses dynamic thresholds based on each hour. For each day, we computed a threshold for each hour based on the 95th percentile of residuals in the same hour over the first substation dataset. It is worth noting that most of the data in the first substation are normal, so the 95th percentile of residuals should represent the maximum criteria of Mean Squared Error (MSE) in normal production. We then labeled each hour as 0 if the residuals were less than the threshold and 1 if the residuals were higher than the threshold. Finally, if the average of the hourly labels was more than 0.5, the day was labeled as abnormal. We tested this approach, and the results are shown in Figure 17. This approach proved to be an interesting and effective way of separating normal and abnormal states, as it obtained the best score, with an MCC score of 0.736 and an ACC score of 0.863. The success of this approach is likely due to its ability to reduce complexity and focus on analyzing each day independently to identify abnormal behaviors.

![Figure 17. Hourly vote threshold.](image)

This final experimentation presents a comparison of the average detection scores for each threshold approach. In the report, we evaluated the results using metrics such as MCC, ACC, Precision, Recall, and F1-score. Table 7 shows the comparison of an average detection score between each thresholds. The results of the fault detection approach based on the static threshold developed by Ref. [10] yielded the lowest scores, with an MCC of 0.637 and an ACC of 0.875. However, dynamic thresholds yielded better detection scores than static thresholds. The hourly threshold using the 95th residual’s percentile approach obtained the highest scores, with an MCC score of 0.736 and an ACC score of 0.863. These results may vary depending on the optimization method used; then, we proposed the detection score of five experiments, as shown in Figure 18. However, overall, the hourly threshold using the 95th residual’s percentile approach has proven to be an exceptional method for anomaly detection in photovoltaic systems.

<table>
<thead>
<tr>
<th>Threshold Method</th>
<th>MCC</th>
<th>ACC</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Massimiliano et al. [10]</td>
<td>0.637</td>
<td>0.875</td>
<td>0.896</td>
<td>0.837</td>
<td>0.850</td>
</tr>
<tr>
<td>Monthly threshold using ANN</td>
<td>0.671</td>
<td>0.849</td>
<td>0.895</td>
<td>0.888</td>
<td>0.891</td>
</tr>
<tr>
<td>Daily threshold using Prophet</td>
<td>0.647</td>
<td>0.847</td>
<td>0.888</td>
<td>0.875</td>
<td>0.879</td>
</tr>
<tr>
<td>Hourly threshold using the 95th residual’s percentile</td>
<td><strong>0.736</strong></td>
<td><strong>0.863</strong></td>
<td><strong>0.915</strong></td>
<td><strong>0.916</strong></td>
<td><strong>0.915</strong></td>
</tr>
</tbody>
</table>
Figure 18. Various evaluation score comparisons of five experiments [10].

7. Conclusions

Automatic fault detection and diagnosis (FDD) methods are essential for modern PV health monitoring systems. In this study, we proposed a framework for developing fault detection in photovoltaic systems using an indirect method. The pre-researched methodology and the study of the nature of the data have contributed to the experiment. From this step, we obtained a suitable data frequency for the daily data, which show the intrinsic slow dynamic of the solar signals. A suitable residual type is MSE, which is more sensitive to an outlier. Consequently, we confirm the suitable prediction model by experimenting again with various machine learning models. The results of the experiment are reliable with the assumption from previous research that the MLP regressor produced the best classification score, which is higher than the other 10 machine learning models. Nonetheless, static and dynamic thresholds have been investigated for increased performance of automatic fault detection. According to this, the static threshold is imperfect in distinguishing the abnormal scenario from the normal condition. It is better to use a dynamic threshold than a static threshold because a static threshold is not able to capture the relation inside the residual even if it uses energy production prediction. Nonetheless, these dynamic thresholds provide better detection scores because they study the relation between residual and time, which is not only the time between the date as seasonality or time window but also the time in case of each hour in a day.

The results show that all of the proposed dynamic thresholds provide a better score; the hourly threshold using the 95th residual’s percentile gives an outstanding performance at 0.736 MCC and 0.863 balanced ACC. The success of this approach is likely due to its ability to reduce the complexity and focus on analyzing each day independently to identify abnormal behaviors. Furthermore, from this conclusion, we are able to create automatic fault detection, which has hourly and daily notification systems. The key drawback of the created approach is that it only uses one model for all the data. The location, the installation of the sensors, and the size of the solar plant contribute to various irradiance, seasonality, and resolutions. As a result, our goal is to assess and evaluate the accuracy of the current model achieved by dividing it into distinct sub-stations that address the various types of data. The creation of fault classification for significant issues such as dust, hot spots, sensor, or inverter difficulties may also be part of future studies.
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