Multiparameter Regression of a Photovoltaic System by Applying Hybrid Methods with Variable Selection and Stacking Ensembles under Extreme Conditions of Altitudes Higher than 3800 Meters above Sea Level
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Abstract: The production of solar energy at altitudes higher than 3800 m above sea level is not constant because the relevant factors are highly varied and complex due to extreme solar radiation, climatic variations, and hostile environments. Therefore, it is necessary to create efficient prediction models to forecast solar production even before implementing photovoltaic systems. In this study, stacking techniques using ElasticNet and XGBoost were applied in order to develop regression models that could collect a maximum number of features, using the LASSO, Ridge, ElasticNet, and Bayesian models as a base. A sequential feature selector (SFS) was used to reduce the computational cost and optimize the algorithm. The models were implemented with data from a string photovoltaic (PV) system in Puno, Peru, during April and August 2021, using 15 atmospheric and photovoltaic system variables in accordance with the European standard IEC 61724-20170. The results indicate that ElasticNet reduced the MAE by 30.15% compared to the base model, and that the XGBoost error was reduced by 30.16% using hyperparameter optimization through modified random forest research. It is concluded that the proposed models reduce the error of the prediction system, especially the stacking model using XGBoost with hyperparameter optimization.
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1. Introduction

Photovoltaic renewable energy represents a decentralized energy source, generating energy close to the place of consumption, which reduces the need for large energy transmission infrastructures. The extreme conditions associated with solar radiation, climatic variations, and remote locations can pose difficulties in the use of photovoltaic systems. However, the potential solar energy in high mountains means that studying photovoltaic systems at elevations higher than 3800 m above sea level is important for better understanding their efficiency, adaptability, and potential under extreme conditions and in remote locations so as to more effectively harness solar energy using high mountains [1–4].

Due to the randomness and intermittency of photovoltaic power generation [5], it is necessary to predict its potential to reduce any negative effects. Because of their simplicity, linear regression models generalize the results better than other models, so they can be used for this type of forecasting. This type of model has the disadvantage of overfitting, which can be corrected thanks to regularization techniques. For example, the authors of [6] mention that for large volumes of data in which there are redundant data with noise or with outliers, the selection of features is a good option for improving the regression or classification of the results. In the same way, for the prediction of daily solar energy [7],
the authors propose a feature selection approach based on two factors: the selection and grouping of features based on relevance and redundancy and a hybrid classification and regression prediction algorithm. Additionally, for the prediction of photovoltaic energy through the global horizontal irradiance \[8\], the authors identified a set of relevant characteristics: the UV index, cloud cover, air temperature, relative humidity, dew point, wind, the duration of insolation, and the time of day, ruling out other factors such as intensity of precipitation, probability of precipitation, wind speed, atmospheric pressure at sea level, the day of the year, and the minute of the hour. For this, they used six variable selection methods grouped into three categories: (i) filter methods: correlation through the coefficient of determination \( R^2 \) and mutual information; (ii) wrapper methods: sequential forward selection and sequential backward selection; and (iii) embedded methods: LASSO and random forest. Additionally, for the forecasting of photovoltaic energy one day in advance in French Guiana \[9\], an SFS with a kernel conditional density estimator (KCDE) was used to select the variables used, for which it compared the results obtained with three other methods: regularization (Pearson correlation), RReliefF, and an SFS based on linear regression. In addition, \[10\] predicted the energy provided by photovoltaic panels through the generation of dimensional spaces considering environmental variables and satellite measurements that corresponded to a point in space; subsequently, using the SFS algorithm, the authors determined the influence of each of the generated spaces on the place where the system to be forecast was located.

In this investigation, we sought to calculate the power of photovoltaic panels using the stacking technique to generate our model, taking MAE, RMSE, and \( R^2 \) as the metrics. Hyperparameter optimization is a subject that has received little attention in terms of the generation of linear regression models. This optimization is usually performed in the training stage without the application of any specific methodology \[11\]. In order to achieve ultrafast and highly accurate power prediction for a PV system \[12\], the gray wolf optimization method can be used, among other methods, to find the least-squares optimal support vector machine parameters for the short-term forecast of the production of photovoltaic energy. The authors of \[13\] used a PV plant in Brazil and Bayesian optimization methods to find the optimal hyperparameters for a system, indicating that the best results were obtained by using MLP in terms of usability and training time. In the same way, for the identification of two photovoltaic systems, one installed in Teresina, Brazil, and the other in Hamburg, Germany \[14\], the use of genetic algorithms (GAs) and particle swarm optimization (PSO) helped optimize the hyperparameters of the neural models multilayer perceptron, extreme learning machine, and echo state network. For the detection of faults in photovoltaic systems, the authors of \[15\] proposed two control charts called EWMA and DEWMA based on joint learning using two models: boosted trees and bagged trees. In both algorithms, they used Bayesian optimization to determine the hyperparameters of both models, and, as a result, they indicated that the best model was the DEWMA model. In this same field, but with regard to achieving optimal power-generation-unit scheduling in the presence of uncertainties on both the demand and supply sides, the authors of \[16\] generated a regression model for power forecasting based on neural networks and time series, such as LSTM, which required hyperparameter optimizations, four of which were proposed by the authors: traditional manual adjustment, automatic adjustment for blocks, a framework called Optuna with a grid search algorithm, and adapting Optuna with a Bayesian optimization framework. In order to improve predictions in terms of error, stacking can be used, which is a machine learning technique that combines various linear regression models to improve the accuracy of the predictions. ML applications can make it possible to exploit the operation of plants in the best way, forecasting weather conditions, such as the exposure of photovoltaic surfaces to the sun, the direction and force of the wind in the case of wind power, or rain on hydroelectric generators. In the context of photovoltaic systems, stacking can be useful because the factors that affect solar energy production can be complex and varied. By combining several linear regression models, with each focused on different aspects of the data, the meta-learner provides the final
solution, giving more accurate and robust predictions [17,18]. In addition, stacking helps reduce overfitting, which occurs when a model overfits the training data and does not generalize well to new data. In general, the use of stacking can help improve the efficiency and accuracy of photovoltaic systems. In the application of stacking on photovoltaic systems, the authors of [19] proposed a stacking model based on the AdaBoost assembly model in the detection of three types of faults: open-circuit faults, short-circuit faults, and degradation faults. The results showed an accuracy of 97.84%, which indicates better results than the algorithms that comprise it. However, the authors of [20] forecasted the load in a photovoltaic system due to heating and cooling systems by proposing a stacking system with a BP neural network, support vector regression, and random forest in its first layer, and an algorithm or meta-learner gradient-boosting decision tree in its second layer. In order to achieve this, they initially performed a correlation analysis between the variables that made up the system, as well as hyperparameter optimization based on the grid search. For the stable and safe integration of photovoltaic energy into an existing electrical network, the authors of [21] proposed a forecast model based on stacking called DSE-XGB using two algorithms: artificial neural networks and short-term memory (as level zero) and the XGBoost gradient-boosting algorithm to integrate the results (as level one). The data used to evaluate the results were divided into four different groups. As a base level with which to evaluate the performance, the same results of the zero-level algorithms were used, achieving an improvement in the stacking set of 10% to 12% with respect to the coefficient of determination R. In the same way, the authors of [22] improved the forecasting of photovoltaic energy regarding its integration within electrical distribution systems; they proposed an algorithm called Stack-ETR, which took as its base algorithms random forest regressors; one with an extreme gradient, and one of adaptive reinforcement. In order to stack the previous models, extra-tree regression was used as a meta-learning algorithm. The validation was carried out using data from three photovoltaic systems for 4 years, comparing the results of the complete model with the results provided by each of the base algorithms, with improvements of 40.2% and 47.2% for RMSE and MAE, respectively. For the same purpose, but using four stacking models called stacking GDBT (with base models XGB, LGB, and RF), XGB stacking (with GBDT, LGB, and RF models), RF stacking (with XGB, LGB, and GBDT models), and finally LGB stacking (with XGB, GBDT, and RF LGB base models), the authors of [23] made their predictions using two datasets, mentioning that the highest precision was achieved when using the GDBT stacking model; a comparison was also made with respect to the original models without stacking. Regarding short-term prediction for the same purpose, the authors of [24] used a stacking model with five random-forest-type base models on a dataset that had been previously classified into five categories using SVM according to climate. Next, as a two-level stacking model, they used linear regression by applying regularization techniques, finding the optimal parameters using Bayesian techniques. Additionally, for short-term predictions, the authors of [25] used stacking to improve prediction, with XGBoost, RF, CatBoost, and LGBM as the first level in the model and support vector regression as a second-level algorithm. In order to demonstrate the efficiency of the results, the model was compared with the results of XGBoost alone and then with combinations of level-one algorithms, obtaining the best result by stacking XGBoost, CatBoost, LGBM, and RF, with a score of 90.85% and an RMSE of 0.1007, using meteorological condition data and parameters for the photovoltaic system. Furthermore, for short-term forecasting, but taking into account the special climatic conditions of an arid region, the authors of [26] proposed a stacking system with level-one algorithms XGBoost, random forest, and multiple linear regression, and linear regression with LASSO-type regularization as a second-level algorithm. They performed a correlation analysis for the choice of features for level one in the models. They also performed the optimal selection of hyperparameters using the hyperopt library. In the same way, the authors of [27] proposed a new framework for the forecasting of photovoltaic energy called the “enhanced deep belief network” due to the volatility of this type of energy. In order to do this, they used stacking, with extreme learning machines, extremely randomized
trees, k-nearest neighbor, and a deep belief network (DBN) as the level-one algorithms and the tree-structured algorithm of the Parzen estimators as a parameter optimization algorithm as a level-two algorithm. The results showed an improvement in terms of reducing the absolute error from 7.5 kW to 2.70 kW with respect to the original DBN model. Likewise, the authors of [28] used forecast algorithms based on support vector regression (SVR) with different kernel functions, with SVR used again in the second layer along with the artificial fish swarm algorithm to optimize the parameters. They used k-fold cross-validation techniques using public data from Spain for the year 2015, indicating a result for the best MAPE model of 0.88%.

For the evaluation or performance of the proposed models in this study, the mean absolute error (MAE), the coefficient of determination (R^2), the adjusted coefficient of determination (R^2_adj), and the mean squared error (MSE) were used as the metrics. These metrics were used by [29] to guarantee the stable operation of a photovoltaic system based on predictions made with four stacking models (XGB, LGB, and RF with GBDT stacking; XGB, GBDT, and RF with LGB stacking; XGB, LGB, and GBDT with RF stacking; and GBDT, LGB, and RF with XGB stacking). In the same way, the authors of [30] used MRE, MAE, NRMSE, and R^2 to compare the performance of their proposed stacking model with an artificial neural network, a deep neural network, support vector regression, short-term memory (in the long term), and a convolutional neural network as the level-one algorithms, and a recurrent neural network as the level-two algorithm. In addition, the authors of [31] used a short-term solar energy-prediction model based on a CNN-stacked LSTM technique with several steps and also used the same metrics (as above) to evaluate their results.

Considering the advantages of models with variable selection, stacking, and hyperparameter optimization, the contributions of this research are as follows:

- The implementation of a photovoltaic system under the extreme conditions of an altitude 3800 m above sea level;
- The implementation of four hybrid models (of various selections) using regularization and a sequential feature selector;
- The implementation and validation of a multiparameter regression meta-model based on super-learning for a photovoltaic system using hyperparameter optimization techniques.

2. Materials and Methods
2.1. Dataset

The dataset was obtained from measurements made using a string PV photovoltaic system (following the European standard IEC 61724-20170) in April and August 2021 in the department of Puno, Peru, with the coordinates 15°29′20″ S, 70°9′6″ W and at an altitude 3800 m above sea level. Temperatures ranged from −2 degrees Celsius to 27 degrees Celsius, and the maximum irradiance was 1522 Wh/m². The photovoltaic system comprised a set of photovoltaic solar panels that were connected in series and with a single DC/AC converter, as shown in Figure 1.

Figure 1. String PV photovoltaic system.
The dependent variable was Active power, and the independent variables were AC voltage, AC current, Active power, Apparent power, Reactive power, Frequency, Power factor, Total power, Daily power, DC voltage, DC current, DC power, Irradiance, Module temperature, and Ambient temperature, which represent the eigenvalues of the photovoltaic system and the atmospheric variables in extreme altitude conditions. To be applied to linear regression, these variables must have a normal or close-to-normal distribution. Therefore, the distribution of some of the variables is shown in Figure 2.

![Figure 2. Normal distribution of selected variables: (a) AC voltage; (b) DC voltage.](image)

Figure 2 shows the distribution of two variables, AC voltage and DC voltage, as well as the other variables with a normal distribution. In the same way, the outliers or atypical values should not be representative, which is visualized in the boxplots of the independent variables used. Figure 3 shows the distribution of the outliers, which denotes that there is a low number of outliers in the data.

![Figure 3. Boxplots of selected variables: (a) AC voltage; (b) DC voltage.](image)

2.2. Basic Model

ElasticNet

Linear regression models are applied to predict a continuous quantitative value as an output. Linear regression involves an algorithm that finds patterns in the linear relationships between the independent variables and the dependent variable. One of its disadvantages is overfitting, which causes a loss of generalization to the regression. To correct this, regularization techniques, such as L1, also known as Ridge; L2, known as LASSO; and L3, which uses a combination of both of the previous techniques (L1 + L2) and is called ElasticNet, are used. This type of regularization is modeled by the following equations.
The sum of squared errors used by Ridge is shown in Equation (1).

\[
E = \sum_{i=1}^{N} (y_i - \hat{y}_i)^2
\]  

(1)

The \( y_i \) refers to the actual value and \( \hat{y}_i \) refers to the predicted value. The data have a Gaussian distribution, which is given by \( N(\mu, \sigma^2) \); that is, with \( X \) as the input matrix. The probability \( x_i \) is represented in Equation (2).

\[
P(x_i) = \frac{1}{2\pi\sigma^2} e^{-\frac{1}{2}(x_i - \mu)^2}{\sigma^2}
\]  

(2)

The joint probability is represented in Equation (3), considering that all events are independent.

\[
p(x_1, x_2, \ldots x_n) = \prod_{i=1}^{N} \frac{1}{2\pi\sigma^2} e^{-\frac{1}{2}(x_i - \mu)^2}{\sigma^2}
\]  

(3)

In linear regression, the maximum probability is shown in Equation (4).

\[
P(X|\mu) = p(x_1, x_2, \ldots x_n) = \prod_{i=1}^{N} \frac{1}{2\pi\sigma^2} e^{-\frac{1}{2}(x_i - \mu)^2}{\sigma^2}
\]  

(4)

To maximize this result, the natural logarithm and a derivation equal to zero were used, as shown in the following equations:

\[
\ln(P(X|\mu)) = \ln(p(x_1, x_2, \ldots x_n)) = \ln\left( \prod_{i=1}^{N} \frac{1}{2\pi\sigma^2} e^{\frac{1}{2}(x_i - \mu)^2}{\sigma^2} \right) = \sum_{i=1}^{N} \ln\left( \frac{1}{2\pi\sigma^2} e^{\frac{1}{2}(x_i - \mu)^2}{\sigma^2} \right) = \sum_{i=1}^{N} \ln\left( \frac{1}{2\pi\sigma^2} \right) - \sum_{i=1}^{N} \frac{1}{2} \frac{(x_i - \mu)^2}{\sigma^2}
\]  

(5)

\[
\frac{\partial \ln(P(X|\mu))}{\partial \mu} = \frac{\partial \sum_{i=1}^{N} \ln\left( \frac{1}{2\pi\sigma^2} \right)}{\partial \mu} - \frac{\partial \sum_{i=1}^{N} \frac{1}{2} \frac{(x_i - \mu)^2}{\sigma^2}}{\partial \mu} = 0 + \sum_{i=1}^{N} \frac{(x_i - \mu)}{\sigma^2} = \sum_{i=1}^{N} \frac{(x_i - \mu)}{\sigma^2}
\]  

(6)

\[
\frac{\partial \ln(P(X|\mu))}{\partial \mu} = \frac{\sum_{i=1}^{N} (x_i - \mu)}{\sigma^2} = 0 \Rightarrow \mu = \frac{\sum_{i=1}^{N} x_i}{N}
\]  

(7)

By minimizing the error function, we maximize the probability function (likelihood) \( L \); both have a Gaussian distribution with the mean \( \omega^T X \) and variance \( \sigma^2 \) given by Equation (9):

\[
y \sim N(\omega^T X, \sigma^2) \Rightarrow y = \omega^T X + \epsilon
\]  

(9)

\( \epsilon \sim N(0, \sigma^2) \) \( \epsilon \) is the Gaussian noise that has a zero mean and a variance of \( \sigma^2 \). This is interpreted considering that, in linear regression, the errors are of the Gaussian type and have a linear trend. For new or atypical values, the prediction index decreases, so L2 regularization, also called Ridge, was used, modifying the cost function and penalizing the largest errors, as shown in Equation (10).

\[
J_{\text{RIDGE}} = \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 + \lambda |\omega|^2
\]  

(10)

The \( \lambda \) refers to the penalty of the model, with

\[
|\omega|^2 = \omega^T \omega = \omega^2.1 + \omega^2.2 + \ldots + \omega^2.D
\]  

(11)

There will be two probabilities:
A posterior:

\[ P(Y|X, \omega) = \prod_{i=1}^{N} \frac{1}{2\pi\sigma^2} e^{\frac{1}{2} \frac{(y_n - \omega^T x_n)^2}{\sigma^2}} \]  

(12)

A priori:

\[ P(\omega) = \frac{\lambda}{\sqrt{2\pi}} e^{\left(-\frac{1}{2}\omega^T \omega\right)} \]  

(13)

For LASSO, we have

\[ J_{\text{LASSO}} = \sum_{n=1}^{N} (y_i - \hat{y}_i)^2 + \lambda \| \omega \| \]  

(14)

Maximizing the likelihood:

\[ P(Y|X, \omega) = \prod_{n=1}^{N} \frac{1}{2\pi\sigma^2} e^{\frac{1}{2} \frac{(y_n - \omega^T x_n)^2}{\sigma^2}} \]  

(15)

and Prior (previous) are given by

\[ P(\omega) = \frac{\lambda}{2} e^{\left(-\lambda |\omega|\right)} \]  

(16)

so that

\[ J = (Y - X\omega)^T (Y - X\omega) + \lambda |\omega| \]  

(17)

and

\[ \frac{\partial J}{\partial \omega} = -2X^T Y + 2X^T Y + 2X^T X\omega + \lambda \text{sign}(\omega) = 0 \]  

(18)

where

\[ (\omega) = 1 \text{ if } x > 0 \text{ and } -1 \text{ if } x < 0 \text{ and } 0 \text{ if } x = 0 \]  

(19)

The two previous penalties are combined with their respective indices, as shown in Equation (20):

\[ J_{\text{ELASTICNET}} = \sum_{n=1}^{N} (y_i - \hat{y}_i)^2 + \lambda |\omega|^2 + \sum_{n=1}^{N} (y_i - \hat{y}_i)^2 + \lambda \| \omega \| \]  

(20)

Expressed as a function of the penalties in Equation (21):

\[ \text{ELASTICNET\_PENALTY} = (\alpha \ast L_1\_PENALTY) + ((1 - \alpha) \ast L_2\_PENALTY) \]  

(21)

The independent variables have different influences in the regression model, considering the algorithm used and the regularization techniques applied; the influence of each one of the independent variables is represented in a Graph called Label Importance [32,33] For the base model (ElasticNet), Figure 4 shows the importance of each variable in the model.

Figure 4 shows that the most influential variable is Module temp, followed by the Power factor and the Apparent power, which implies the correct discrimination of the models with respect to the input variables.
Figure 4. Label importance of the variables in the base model.

2.3. Stacking

The probability that a single model captures the patterns in the data is low, so integrating multiple models can result in optimal predictions. Each model that is added will be able to capture more characteristics of the data, and by combining all the models, a meta-model is obtained, which contains more information on the characteristics of the data. This action of joining different models is called an assembly, and there are three types: bagging, reinforcement, and stacking. Bagging reduces variance, whereas reinforcement reduces bias, and both types are susceptible to noisy and outlier data, while stacking corrects these disadvantages. Figure 5 shows the stacking flowchart.

![Stacking Flowchart](image)

Figure 5. Flowchart of the stacking model for regression.
Feature selection was used to reduce the computational cost and optimize the algorithm; the technique used for this selection process was Wrapper, which improves accuracy because it takes into account the relationships between the independent variables and not only its content as the filtering technique is performed. In this way, it generalizes the results better, avoiding overfitting when using cross-validation techniques.

For the SFS algorithm shown in Figure 6, the data are first split using cross-validation techniques, and the SFS algorithm initially feeds $n$ variables ($n = 1$), adding more variables iteratively ($n + 1$) later on until reaching the maximum number of variables available. Of all these combinations, nine variables were obtained according to the negative mean squared error.

![SFS algorithm flowchart.](image)

Figure 6. SFS algorithm flowchart.

Figure 7 shows stage three of the stacking model for the regression proposed, whereby after obtaining the variables provided by the SFS algorithm, these are trained with the following algorithms in level one: Ridge, LASSO, ElasticNet, and Bayesian, obtaining a hybrid feature selection model. Then, a new dataset is generated using the independent variables from the prediction of the four trained models. In level two, the ElasticNet and XGBoost algorithms are used to perform the stacking. Finally, the search for hyperparameters is carried out by applying random forest research to obtain the meta-model.
2.4. Optimization

Hyperparameter optimization for machine learning models has become an essential part of applying these models to forecasting problems in the application of renewable energy. Hyperparameters are variables that control learning processes in an automatic model. In other words, they guide the model on how to learn the specific relationships between the input and output variables; in this case, to make predictions on the photovoltaic system. As components of artificial intelligence techniques, hyperparameters are not given by one-size-fits-all values or recipes, as they will vary from model to model. An ideal or optimal model cannot be found, but models that minimize the error or loss function can be found. All optimization models are limited by processing capacity and available time, so searching requires techniques that take these factors into account. The authors of [34,35] found. All optimization models are limited by processing capacity and available time, so searching requires techniques that take these factors into account. The authors of [34,35] performed two types of searches: grid search and random search. A combination of both is currently used with influences from other techniques, such as swarm algorithms, to improve searching.

Among the methods currently used are the following:

- Bayesian method: this method seeks global optimization through the iterative construction of a probabilistic model of the distribution of functions from the values of the hyperparameters to the objective function. Probabilistic models capture beliefs about the behavior of a function by constructing the posterior distribution of the objective function. The acquisition function is then constructed using the posterior distribution to determine the next point with the best probability of improvement. This type of optimization has the disadvantage of exploration and exploitation; that is, finding a balance between global searches to find the best solution in all the available space and local searching to refine the results and try to avoid wasting resources. Within this type of algorithm, we have Parzen, Gaussian process regressor, and kriging.
- Early stop method: by using statistical searches, this method discards the search spaces that offer the worst results and that do not contain a global minimum. Its result is given based on the comparison of the intermediate scores of the model with the set of hyperparameters. As an example, we have halving and hyperband. Their main disadvantage is that they have to go through the entire space to deliver their final result.
- Evolutionary method: based on the principles of evolution given by Charles Darwin, this method begins by extracting an initial sample of the hyperparameter search space to later evaluate them based on their relative fitness. The worst-performing hyperparameters are discarded, and new sets of hyperparameters are generated through crossover and mutation. This process is repeated until no further growth is observed in the results or the process stops due to processing time.
- Bayesian optimization methods: in order to solve exploration and exploitation problems, two strategies are used: sampling, working in areas where better results are obtained, and pruning, which is based on stopping early if optimal results are found.
- The flowchart used for optimization in this investigation is shown in Figure 8:

![Optimization process flowchart.](Figure 8)

In Figure 8, the objective function that sets the general training and testing conditions of the model is first defined. In the trial, the information on the hyperparameters to be optimized is stored. In the study, the objective function is optimized, and the best combination for the hyperparameters is determined. The process is iterative until a target value is reached or a user-defined maximum time is reached. In the implementation of pruning to obtain intermediate results, the calculation time can be reduced. In “Take away”, algorithms are implemented to speed up the hyperparameter adjustment process through the use of a machine learning pipeline or parallelization.

### 2.5. Performance Evaluation

In order to validate the performance of the proposed models, the following metrics will be used:
- $R^2$ score: indicates the precision of the model in terms of residual distance; it is used as an equivalent metric of the classification models. Its main advantage is that it allows models to be compared more easily, but its disadvantage is that, when working with
many variables, it tends to overfit the model, obtaining very high $R^2$ values. $R^2$ is given by Equation (22):

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}$$  \hspace{1cm} (22)

- Mean absolute error (MAE): this is the sum of all the differences between the actual and predicted values divided by the total amount of data. It is used to understand how close the predictions are with respect to the real model calculated on average. Its main advantage is that it is a differentiable function, which is why it is used as a loss function to be minimized. Its disadvantage is that it is affected by outliers, and it is difficult to interpret; that is, interpreting between which ranges the result is acceptable. MAE is given by the following equation:

$$MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|$$  \hspace{1cm} (23)

- Mean squared error (MSE): this is defined as the mean square distance. It works like MAE, but it is used when there are large errors in the prediction, making them noticeable in the total value. Its main advantage is that it is also differentiable and is usually easier to interpret than MSE. Its main disadvantage is that it is greatly affected by outliers. Its equation is as follows:

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2$$  \hspace{1cm} (24)

- Adjusted $R^2$ score: this is used to penalize a model that has too many independent variables that are not significant for the prediction. The main advantage is that it can indicate overfitting in the model, but the disadvantage is that it is affected by highly biased models. Its equation is as follows:

$$R^2_{adj} = 1 - \left[ \frac{(1 - R^2)(n - 1)}{n - k - 1} \right]$$  \hspace{1cm} (25)

3. Results

3.1. Dataset

During the period from April to August 2021, data were collected in the department of Puno, located at $15^\circ29'20''$ S, $70^\circ9'6''$ W, and at an extreme altitude of 3800 m above sea level, using the StecaGrid 3010 inverter from the German company StecaElectronics GmbH. The variables analyzed were AC voltage, AC current, Active power, Apparent power, Reactive power, Frequency, Power factor, Total energy, Daily energy, DC voltage, DC current, DC power, Irradiance, Module temp, and Ambient temp. The PT1000 sensors measured the ambient temperature and the temperature of the photovoltaic panel, whereas the Aterasbrand calibrated cell measured the irradiance without taking temperature as a parameter. All equipment worked in accordance with the European standard IEC 61724-20170. A total of 320,281 values were collected, which were reduced to 119,753 because of null values, such as those obtained at night. The statistics of the collected data (median, standard deviation, maximum and minimum values, and interquartile ranges) are presented in Table 1.
Table 1. Statistics of the variables used.

<table>
<thead>
<tr>
<th></th>
<th>Count</th>
<th>Mean</th>
<th>Std</th>
<th>Min</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC voltage (V)</td>
<td>119,753.0</td>
<td>235.440155</td>
<td>2.940976</td>
<td>223.900000</td>
<td>233.400000</td>
<td>235.400000</td>
<td>237.600000</td>
<td>247.900000</td>
</tr>
<tr>
<td>AC current (A)</td>
<td>119,753.0</td>
<td>6.964209</td>
<td>2.931848</td>
<td>0.5800000</td>
<td>4.6330000</td>
<td>7.5380000</td>
<td>9.4300000</td>
<td>12.416000</td>
</tr>
<tr>
<td>Active power (W)</td>
<td>119,753.0</td>
<td>1621.629792</td>
<td>35.115793</td>
<td>1642.922003</td>
<td>1070.000000</td>
<td>1762.500000</td>
<td>2219.200000</td>
<td>2879.200000</td>
</tr>
<tr>
<td>Apparent power (W)</td>
<td>119,753.0</td>
<td>696.644029</td>
<td>3894.300000</td>
<td>135.000000</td>
<td>1089.800000</td>
<td>1777.900000</td>
<td>2232.500000</td>
<td>2898.000000</td>
</tr>
<tr>
<td>Total energy (W/h)</td>
<td>119,753.0</td>
<td>135.000000</td>
<td>3894.300000</td>
<td>0.0000000</td>
<td>1070.000000</td>
<td>1762.500000</td>
<td>2219.200000</td>
<td>2879.200000</td>
</tr>
<tr>
<td>Ambient temp (°C)</td>
<td>119,753.0</td>
<td>16.611160</td>
<td>35.115793</td>
<td>16.611160</td>
<td>1831.112472</td>
<td>3737.393141</td>
<td>9260.304000</td>
<td>14520.000000</td>
</tr>
<tr>
<td>Irradiance (W/m²)</td>
<td>119,753.0</td>
<td>220.097268</td>
<td>2.940976</td>
<td>66.293499</td>
<td>196.300000</td>
<td>228.500000</td>
<td>256.300000</td>
<td>485.100000</td>
</tr>
<tr>
<td>Module temp (°C)</td>
<td>119,753.0</td>
<td>696.644029</td>
<td>3894.300000</td>
<td>0.0000000</td>
<td>1089.800000</td>
<td>1777.900000</td>
<td>2232.500000</td>
<td>2898.000000</td>
</tr>
<tr>
<td>Active power (W)</td>
<td>119,753.0</td>
<td>16.611160</td>
<td>35.115793</td>
<td>16.611160</td>
<td>1831.112472</td>
<td>3737.393141</td>
<td>9260.304000</td>
<td>14520.000000</td>
</tr>
<tr>
<td>Power factor</td>
<td>119,753.0</td>
<td>0.951686</td>
<td>0.991000</td>
<td>0.951686</td>
<td>0.991000</td>
<td>0.991000</td>
<td>0.991000</td>
<td>0.991000</td>
</tr>
<tr>
<td>DC voltage (V)</td>
<td>119,753.0</td>
<td>235.440155</td>
<td>0.046009</td>
<td>235.440155</td>
<td>235.440155</td>
<td>235.440155</td>
<td>235.440155</td>
<td>235.440155</td>
</tr>
<tr>
<td>DC current (A)</td>
<td>119,753.0</td>
<td>5.556741</td>
<td>0.046009</td>
<td>235.440155</td>
<td>235.440155</td>
<td>235.440155</td>
<td>235.440155</td>
<td>235.440155</td>
</tr>
</tbody>
</table>

3.2. Feature Selection

Figure 9 shows the behavior of the SFS algorithm between the number of variables and the performance. The best performance was obtained with nine variables: AC voltage, AC current, Apparent power, Reactive power, Power factor, DC voltage, DC current, DC power, and Ambient temp, taking into account the negative mean squared error. This graph shows the notable improvement in the feature selection through this selection of variables to optimize the regression model.

Figure 9. SFS algorithm behavior curve.

3.3. Stacking: Level One

From Figure 10 for the Ridge model, the importance variables are AC current, Power factor, and DC current. According to Figure 11 for the LASSO model, the most important variables are AC current, Power factor, and AC voltage. According to Figure 12 for the ElasticNet model, Power factor, Ambient temp, and Apparent power are the most significant variables. According to Figure 13 for the Bayesian model, AC current, Power factor, and DC current are the most important variables.
Figure 10. Label importance of the variables: Ridge model.

Figure 11. Label importance of the variables: LASSO model.

Figure 12. Label importance of the variables: ElasticNet model.
which is the average difference between the actual and forecast data. This metric was
Table 2.

Table 2. Results of stacking: level one.

\[
\begin{array}{cccccc}
\text{Model} & \text{Base} & \text{Ridge} & \text{LASSO} & \text{ElasticNet} & \text{Bayesian} \\
\hline
\text{MSE} & 17.48539 & 10.63716 & 14.40150 & 18.33607 & 10.63832 \\
\text{R}^2 & 0.99939239 & 0.99977513 & 0.99958782 & 0.99933183 & 0.99977508 \\
\text{R}^2_{adj} & 0.99939232 & 0.99977512 & 0.99958778 & 0.99933178 & 0.99977507 \\
\end{array}
\]

Table 2 and Figures 14 and 15 contain the results for the dependent variable “Active Power” of the models with different metrics; the Ridge model had the best results, with a Score of 99.96%, an MAE of 6.017, an MSE of 10.64, a coefficient of determination of 99.98%, and an adjusted coefficient of determination of 99.94%, presenting a reduction in the absolute mean error; 30.11% compared to the base model.

Figure 13. Label importance of the variables: Bayesian model.

Figures 10–13 show that each model has a different importance label, which guarantees that the stacking model collects different characteristics from the different models; this allows for better predictions by capturing more complex patterns. Additionally, [36] indicates that the “important labels” highlight the characteristics of the models that help to better understand the data set and the proposed model, and [37] uses the “important labels” to determine the importance of each model on the meta-model obtained and that weighs each specific characteristic. Finally, [38] uses “label important” to note the effect of the variables on two models with regularizations L1 and L2 for the selection of characteristics.

In order to determine the efficiency of the models, the MAE metric was mainly used, which is the average difference between the actual and forecast data. This metric was chosen because it is more robust when the data have some outliers, such as the data of the present investigation.

Figure 14. Results of stacking: level one: Score.
According to Figure 14, the Ridge model has the best score over the Bayesian, LASSO, and ElasticNet models. In Figure 15, the model that has the smallest absolute error measured is Ridge, followed by Bayesian, LASSO, and ElasticNet.

3.4. Stacking: Level Two

After training the four models with the data, level-two stacking was carried out with the creation of a new dataset, where the input variables or independent variables would now be the predictions of the four models and the output variable, or the dependent variable would continue to be the Active power. For level two, two models were generated: ElasticNet and XGBoost, with the aim of capturing complex patterns through the predictions of level one. Table 3 and Figures 16 and 17 show the results obtained for the dependent variable “Active Power”.

Table 3. Stacking results: level two.

<table>
<thead>
<tr>
<th>Model</th>
<th>Base</th>
<th>ElasticNet</th>
<th>XGBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>17.48539</td>
<td>10.63704</td>
<td>10.06582</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.99939239</td>
<td>0.99977514</td>
<td>0.99979864</td>
</tr>
<tr>
<td>$R^2_{adj}$</td>
<td>0.99939232</td>
<td>0.99977512</td>
<td>0.99979862</td>
</tr>
</tbody>
</table>

Figure 15. Results of stacking: level one: MAE.

Figure 16. Results of stacking: level two: Score.
From Table 3 and Figures 16 and 17, it can be seen that the two new level-two stacking models improved in terms of all the parameters of the base model. Likewise, in Figure 17, it is shown that the model with the lowest mean absolute error is ElasticNet, and in Figure 16, the model with the best score is XGBoost when compared to ElasticNet. Equation (26) was used to calculate the percentage increase or decrease between the base model and the new model.

\[
\text{Percentage of improvement} = \frac{\text{Base Model} - \text{New Model}}{\text{Base Model}} \times 100
\]  

(26)

From Table 3, it can be seen when making a comparison between the ElasticNet model and the base model using Equation (26), there is an improvement in Score of 0.038%, a decrease in MAE and MSE of 30.150% and 39.166%, respectively, and an improvement in the coefficient of determination and the adjusted coefficient of determination of 0.038% in both cases.

3.5. Stacking Meta-Model

After performing the level-two stacking, the hyperparameters of the ElasticNet and XGBoost models were adjusted using the modified random forest research technique, which combines the advantages of several types of optimization methods, such as Bayesian and decision trees. A “trial” was set, which contained the hyperparameters to be optimized and determined by functions such as “int” (iteration of integer values), “float” (iteration of floating values), and “categorical” (iteration of categorical values); the objective function determines the improvement (or lack thereof) of the model. In this investigation, the mean absolute error was used as the objective function.

The search for hyperparameters in the XGBoost model was performed with ‘n_estimators’, ‘max_depth’, ‘reg_alpha’, and ‘reg_lambda’, with an iteration of integer types between the ranges 10–1000, 3–20, 0–1, and 0–1, respectively. Additionally, a float-type iteration was used for the ‘learning_rate’ and ‘gamma’ hyperparameters, setting values of 0.001–1.0 and 10⁻⁵, 1.0.

In order to determine the best meta-model, different metrics were calculated to observe the behavior of both models for the dependent variable “Active Power”, as shown in Table 4 and Figures 18 and 19.

### Table 4. Stacking results: level two with hyperparameter adjustment.

<table>
<thead>
<tr>
<th></th>
<th>Base Model</th>
<th>ElasticNet</th>
<th>XGBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>17.48539</td>
<td>10.63704</td>
<td>10.63698</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.99939239</td>
<td>0.999775137</td>
<td>0.999775140</td>
</tr>
<tr>
<td>$R^2_{adj}$</td>
<td>0.99939232</td>
<td>0.999775116</td>
<td>0.999775118</td>
</tr>
</tbody>
</table>
Results of the best models in each level of stacking.

Figure 18. Results of the meta models: Score.

Figure 19. Results of the meta models: MAE.

Regarding the meta models, it is shown that XGBoost has a better score (Figure 18). In Figure 19, the XGBoost model has a lower mean absolute error, which makes it a more optimal model.

From Table 4, it is noted that the XGBoost model has an improvement of 0.038% with respect to the base model; the error metrics, such as the MAE and MSE, have decreases of 30.160% and 39.166%, respectively; and finally, the coefficient of determination and the adjusted coefficient of determination show an improvement of 0.0383%.

Figure 20 shows the best models for each level of stacking, with Ridge in level one representing the model with the highest error, followed by ElasticNet, where the stacking was carried out without a hyperparameter search, and finally, the XGBoost model, which has the lowest error using hyperparameter searching.

Figure 20. Results of the best models in each level of stacking.
Figure 21 shows the data from the prediction made by the meta-model (XGBoost), where it can be seen that the fit of the model is optimal and contains very few errors, with a low deviation.

![Prediction vs Actual](image1)

**Figure 21.** Real data vs. predicted data.

Figure 22 also shows the $R^2$ of the meta-model, which expresses the current value on the X-axis and the predictive value on the Y-axis. The image shows a direct and optimal relationship between the behavior of the meta-model for these two variables.

![R-squared = 0.999](image2)

**Figure 22.** Prediction data vs. actual data.

4. Conclusions

Because the factors that affect the production of solar energy at altitudes higher than 3800 m above sea level are complex and varied, such as climatic variations, extreme solar radiation, and hostile environments, the production of solar energy is not constant and is difficult to predict. For this reason, it is necessary to carry out predictions using models for overall efficient use. Regression models only generally collect a few features, so it is necessary to implement models that collect the largest number of features; this is carried out by using stacking techniques. In this study, two stacking techniques—ElasticNet and XGBoost—were presented, both taking LASSO, Ridge, ElasticNet, and Bayesian as the base or level one in the models, to which SFS feature selection was applied to reduce computational cost and optimize the algorithm. The models were implemented using data from a string photovoltaic system under the European standard IEC 61724-20170 in the months of April and August 2021 in the department of Puno, Peru, using 15 variables between the atmospheric and typical conditions of the photovoltaic system. As a result, the mean absolute error (MAE) was reduced by 30.15% using ElasticNet with respect to the base model. In order to obtain better results, hyperparameter optimization processes were carried out using the modified random forest research technique; the mean absolute error
was reduced by 30.16% using the XGBoost meta-model with respect to the base model. It is concluded that the proposed models reduce the error of the prediction system, especially the stacking model that used XGBoost and hyperparameter optimization. The results can be improved by implementing other regression techniques both in level one and level two, such as models based on neural networks.
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