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Abstract: This work presents a steady-state one-dimensional model of the FCC riser considering the vaporisation of the gas oil feed and subsequent cracking reactions. The evaporation of droplets is studied using three models: the classical homogeneous model and the heterogeneous vaporisation models from the literature. Droplets are modelled using the Lagrangian framework model for particles moving through a fluid. This was coupled with the gas–solid flow field describing the catalyst particulate transport in the riser. Cracking reaction kinetics are modelled using a four-lumped model. The model was then validated against published plant data. The model performed well in terms of gas oil conversion, gasoline yield, pressure drop, and phase temperature profiles. Therefore, it is suitable for use in the design and optimisation of new and existing FCC unit risers, particularly in cost–benefit analysis considering the current push away from petroleum energy sources. It was found that vaporisation models are largely insignificant in terms of gas oil conversion profiles and gasoline yield for usual operation conditions of FCC risers, which is a finding that had yet to be proven in the literature. Vaporisation models are shown to only affect conversion and yield when the initial droplet exceeds 2000 µm.
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1. Introduction

The fluid catalytic cracking (FCC) was the major source of gasoline in the refinery in the 1990s [1] and 2000s [2], but it remains an important unit in the operation of modern refineries [3]. Modelling and simulation are key tools used to understand and study the FCC unit in both industry and academic research. Models have been used for optimisation of the unit, to design controllers for the unit, and in critical hazard analysis [4]. We showed in a recent review [5] that the modelling of the reactive multiphase flow occurring in the FCC riser involves three main features: the modelling of the vaporisation phenomena in the inlet region of the riser, kinetic modelling to describe the reactions and reaction rates, and hydrodynamic modelling to describe the flow field and pressure drop.

Because of the relative maturity of the FCC unit technology, the literature on the kinetic modelling of the riser cracking reactions is quite vast. It is understood that the reactions occurring in the FCC riser are chain reactions that proceed via carbenium ion theory [6]. Because of the complex nature of the FCC riser gas oil feed, often consisting of several thousand component species and all involved in multiple reaction chains, it becomes too expensive, in terms of both time and computation, to generate the reaction network in its entirety so that reaction rate equations may be established. Additionally, the available analytical capability to characterise and quantify species in the reaction mixture hindered such an exercise [7]. Consequently, researchers have used the lumping technique to group components in the complex reaction mixture into lumps that act as individual components that can react to form or be formed by other lumps in a simplified reaction network. In this way, the full reaction network is not created, only the lumped version is utilised, and kinetic parameters for lump-to-lump conversions are determined in kinetic studies. One of the earliest applications of this technique for catalytic cracking
was by Weekman Jr and Nace [8], which considered three lumps, where the reaction mixture was characterised into the distillation cuts of gas oil feed, gasoline, and ‘coke + gas’. As analytical and computational technology improved in the subsequent years, researchers managed to build upon the work of Weekman Jr and Nace [8] to develop more detailed lumped kinetic models for catalytic cracking [9–17] (see also reviews by [5,7,18] for summaries of lumped kinetic models published in the literature). As a result of the simplicity of this approach, it has become the most common kinetic modelling approach in the FCC riser modelling literature. However, because lumped models fail to predict the reaction at the molecular level, they may be inadequate when tighter composition and product constraints are in place. Additionally, kinetic parameters obtained from a priori lumped models have been reported to be feed- and catalyst-dependent, which means they extrapolate poorly when either the feed properties or the catalyst is changed, and new experimental work is required [19,20]. Thus, in view of these limitations, Froment and others [19–21] developed the single event kinetic modelling method. This method considers the carbenium ion chemistry at the acid sites of the catalyst by considering the rate expressions for the elementary steps involved in the transformations by the intermediate complexes adsorbed to the active sites [19]. Because the kinetic constants are the elementary steps, they are feedstock invariant for any given catalyst. The drawback of this method is that the full reaction network first has to be constructed, which is computationally expensive. Several researchers further applied the single-event kinetic modelling approach for the FCC riser for various purposes [22–24].

A vast amount of experimental and plant data has been published in the literature, giving insights into the hydrodynamics of the transport of catalyst particles in the riser reactor. Louge and Chang [25] and Rhodes and Geldart [26] have reported ‘S’-shaped axial profiles that show a high solid density at the bottom of the riser and low solid density at the top of the riser. A core-annular radial profile has also been reported by various researchers [27–29], comprising of the core, with low concentration and high velocities of solids in the central region of the riser, and the annulus, with a high concentration and low (often negative) solid velocities near the wall. Another key observation from the experimental/plant studies is the observation of clusters [30]. Clusters occur when the solid particles in the flow group together or segregate, resulting in non-uniform concentrations of solids in the riser. These clusters have been observed to form in both the annular region and the dilute core region [29]. The conclusion from these studies is a gas–solid flow in the riser that shows both temporally and spatially varying heterogeneity. The hydrodynamic modelling is concerned with the mathematical description of this flow field in the riser. Within the literature, these models are usually classified using the Harris and Davidson [31] classification: class (i) models that predict only axial variation; class (ii) models that predict radial variations, i.e., core-annular models; and class (iii) models employing fundamental fluid dynamics governing equations to describe gas–solid flow. Type (iii) models are usually three-dimensional (3D) CFD models and, because of their fundamental nature, have a high degree of generalisation and adaptability to various geometries [18]. However, the numerical and computational complexity of the models is often daunting for some applications. Type (ii) models are usually two-dimensional (2D) and describe the heterogeneity observed in the radial direction and often involve several empirical correlations (such as the thickness of the annulus) and some fundamental balance relations for continuity, momentum, and energy. Type (i) models are the simplest and most widely used, especially for modelling one-dimensional (1D) risers. Their simplicity and low computational cost make them ideal for design and optimisation applications to determine the effects of operating conditions [32]. For generality, 1D FCC riser models in the literature usually consist of balance equations for mass, momentum, and energy, which are averaged over the radial coordinate of the riser geometry, coupled with a kinetic model for the cracking reactions. Two broad formulations of these models exist in the literature: Eulerian–Eulerian (E–E) and Eulerian–Lagrangian (E–L). E–E models consider solid and gas phases to be an interpenetrating continuum, and the balance equations are written for each
In this formulation, interphase gradients are considered via the description of gas–solid heat and mass transfer. However, some workers have assumed negligible heat transfer resistance between the phases as a simplification [34,35], owing to the high heat transfer and mixing in the fluidised bed. In these cases, only one energy balance equation for the mixture is considered. In the E–L formulation, on the other hand, the catalyst particles are considered discrete elements, so that the motion of individual particles is described using Newton’s force balance law. To account for the motion of particles in the form of clusters in the riser, some researchers [36] have carried out the force balance on the cluster rather than on the individual catalyst particle (such that \( d_{cl} > d_p\)). Here, the cluster diameter is approximated using a suitable empirical correlation. The addition of liquid gas oil feed in the riser results in three-phase flow pre-vaporisation. This is easily coupled with the gas–solid flow formulation by including mass, momentum, and energy equations for the liquid phase, and coupled with the gas–solid flow equations accordingly.

It is now generally accepted within the FCC unit research [2] that the cracking reactions in the riser reactor occur on the catalyst particle surface, while the feed is in the gas phase. Given that the feed gas oil is introduced to the riser in the form of atomised liquid droplets, it stands to reason that understanding the mechanisms and rates of feed vaporisation in the riser is essential for the accurate modelling of the unit. Many researchers have modelled this feed vaporisation to varying degrees of complexity. The simplest models usually ignore the vaporisation dynamics by assuming instant vaporisation of the feed at the bottom of the riser so that the riser exhibits purely two-phase flow [4,16,33,37]. The justification for this assumption is based on the observed vaporisation time being considerably smaller, about 3% [38], compared with the residence time of the riser, reported to be in the range of 1.5–4 s [1]. The difficulty in the formulation of correct physical models to describe the complex gas–solid–liquid interactions in the vaporisation region may also contribute to the use of instant vaporisation models [39]. These purely two-phase flow models are unable to predict the concentration and pressure gradients at the bottom of the riser and the gas acceleration in this region. The other, more detailed vaporisation models are usually divided into two types, based on the modelling of the thermal conductivity of the droplets as either infinite thermal conductivity (ITC) or finite thermal conductivity (FTC). Other model divisions also exist, such as equilibrium and non-equilibrium [40], although even in these cases, the models can usually be divided into either ITC and FTC. FTC is the more complete description of the vaporisation problem, where the full governing equations for mass, species, momentum, and energy are solved [41–43]. These describe both the temporal and spatial variation in temperature and concentration within and in the vicinity of the vaporising droplet [41], making the models computationally expensive, and they can usually only be solved in full for single droplets vaporising in a non-convective gas; therefore, they are impractical in an FCC riser model where the flow is already computationally demanding to simulate. Consequently, in FCC riser modelling, simplifications are made to the vaporisation problem in order to make it computationally tenable. Bellan and Harstad [44] developed a computationally efficient way of solving the vaporisation problem by deriving two temperature equations: the volume-averaged temperature of the droplet and the temperature difference between the volume-averaged temperature and the temperature at the droplet surface, so that the radial temperature profile can be reconstructed from the pair of temperature equations. This formulation greatly simplifies the problem and is what is widely referred to as the FTC model in oil evaporation literature [39]. On the other hand, the ITC further simplifies the problem by assuming the droplet has no resistance to heat transfer, so that no internal spatial temperature gradients are present. This is the most widely used formulation in oil evaporation literature because of its simplicity.

Within either the ITC or FTC modelling frameworks, another important consideration is the Nusselt and Sherwood number correlations, which determine the heat and mass transfer phenomena between the droplet and surrounding fluid in the convective environment. Several of these correlations have been reported in the literature, and they can normally
be divided into two broad categories [39]: homogeneous and heterogeneous vaporisation. The authors describe the former as models in which the vaporising droplet receives heat only from the surrounding gas, and the latter as models in which heat generated during direct collisions between catalyst particles and droplets is considered, resulting in enhanced heat transfer.

In the purely homogeneous vaporisation mode, such as in many spray combustion problems, the classical vaporisation model assumes infinite thermal conductivity of the droplet so that no temperature gradients are present anywhere on the droplet. This assumption will be used throughout this work. The Ranz–Marshall [45] Nusselt number correlation is then employed for heat transfer at the droplet surface and the analogous Sherwood number correlation for the flux of vapour at the droplet surface.

\[
\text{Nu} = 2 + 0.6 \frac{\text{Re}_d^{1.3} \text{Pr}^{1/3}}{\text{Sc}^{1/3}},
\]

\[
\text{Sh} = 2 + 0.6 \frac{\text{Re}_d^{1.3} \text{Sc}^{1/3}}{\text{Sc}^{1/3}},
\]

where \(\text{Nu}\) is the Nusselt number, \(\text{Re}_d\) the Reynolds’s number based on the droplet diameter, \(\text{Pr}\) is the Prandl number, \(\text{Sh}\) the Sherwood number, and \(\text{Sc}\) the Schmidt number. Other literature correlations can be found in review papers on vaporisation, such as those by Faeth [46] and Sazhin [47]. The Abramzon and Sirignano [48] model modified the classical model by introducing correction factors to the Ranz–Marshall correlations to account for effect of Stefan flow on heat and mass transport at the droplet interphase, variable thermos–physical properties, non-unity Lewis number in the gas film around the droplet, and the effects of internal circulation in the droplet. These corrections are shown in Equations (3) and (4):

\[
\text{Nu}_{\text{modified}} = 2 + \frac{(\text{Nu} - 2)(1 + B_T)^{-0.7} B_T}{\ln(1 + B_T)},
\]

\[
\text{Sh}_{\text{modified}} = 2 + \frac{(\text{Sh} - 2)(1 + B_M)^{-0.7} B_M}{\ln(1 + B_M)},
\]

where \(\text{Nu}\) and \(\text{Sh}\) are as defined in (1) and (2), and \(B_T\) and \(B_M\) are the Spalding heat and mass transfer numbers, respectively. These models were developed for the vaporisation of droplets in the absence of any solid interaction, which is present in the FCC riser reactor. To account for the presence of solids, heterogeneous models are required. One of the earliest attempts at modelling this phenomenon was by Buchanan, who assumed that the dominant heat transfer mechanism during the elastic collision of a feed droplet and catalyst particle is conduction through the gas film around the droplet, making the transfer substantially similar to that of homogeneous vaporisation. Therefore, the Nusselt number correlation would have the same form as that of the homogeneous case, with the exception being that the Reynolds number is now based on catalyst particles rather than the gas. Additionally, Buchanan [1] accounted for the Leidenfrost effect, which results in reduced heat transfer when significant evaporation occurs at the droplet surface (i.e., during boiling), by introducing a modification to the Ranz–Marshall Nusselt number correlation:

\[
\text{Nu} = 2 + 0.6 \frac{\text{Re}_s^{0.5} \text{Pr}^{0.333}}{\left(1 + \frac{c_p(T_g - T_d)}{L_v}\right)^{0.7}},
\]

Here, \(\text{Re}_s\) is the Reynolds’s number based on the solid catalyst diameter and \(c_p\) and \(L_v\) are the specific heat capacity and latent heat of vaporisation of the droplet, respectively. Other corrections in the literature to account for the effect also exist.

Although this formulation does consider the presence of catalysts, it still ignores the direct collision between feed droplets and the catalyst; as a result, it sets out maximum...
or overestimated results for vaporisation times. In contrast to this, Nayak, Joshi, and Ranade [2] separately considered the convective transfer discussed from the previous models and the heat transfer between catalyst and liquid droplets. They consider that, during the collision between the droplet and catalyst particle, the particle transfers heat to the droplet enough to vaporise $\varphi$ times its volume in mass from the droplet, where $\varphi$ is a model parameter, which Nayak considered to be in the range of 9–17 for an FCC riser with a 65 $\mu$m diameter catalyst and 500 $\mu$m feed droplets. With this formulation, they showed that that effective Nusselt number correlation is the sum of the usual Ranz–Marshall classical transfer based on droplet diameter together with the transfer between solids and droplets.

$$\text{Nu}_{\text{eff}} = 2 + 0.6\text{Re}_d^{0.5}\text{Pr}^{0.333} + \frac{\alpha \varepsilon_s L_s \text{Pr}}{4C_p(T - T_d)} \left(\text{Re}_d - \text{Re}_s \frac{d_d}{d_p} \right) \left(1 - \frac{d_p}{d_d}\right)^2,$$

where $\text{Pr}$ is the Prandtl number; $\text{Re}$ is the Reynolds number; and subscripts $d$ and $s$ indicate the Reynolds number based on the droplet and catalyst particle, respectively.

The key motivations for this study, as well as its originality, are to present a steady-state 1D model of the FCC riser accounting for reactions, vaporisation, and the complex hydrodynamics of the resulting reactive three-phase flow. Additionally, the impact on the conversion and yield of various vaporisation models will be investigated, which is a somewhat unexplored area in the available literature. Some emphasis is also given to the simulated flow field in the fully developed region of the riser.

2. Model Description

2.1. Hydrodynamics

The present reactive gas–solid flow is modelled using the traditional Eulerian phase description for the gas phase and Lagrangian description for the solid phase, to formulate the mass, momentum, and energy conservation equations for each phase. The model is steady state and one-dimensional (1D) by averaging over the radius of the riser.

The velocity of the gas is computed using the continuity equation for the molar balance of the gas phase [49]. This allows the effect of the molar expansion of the gas to be examined. In the force balance equation for the solid phase, gravitational force is considered, together with the interphase drag for momentum exchange. The hydrodynamic pressure gradient is estimated by the summation of the fluid–wall frictional losses, expressed here in their Fanning friction form, and the hydrostatic losses due to the weight of the catalyst and gas. Losses due to solid acceleration are also included; however, those due to gas acceleration are ignored. The friction coefficients, in their Fanning friction equation form, are computed using the procedure of [50], where the modified Hagen–Poiseuille expression [51] is used for the gas phase and Konno’s correlation is used for the solid phase. The normal solid pressure, which accounts for solid–solid interaction and is normally modelled using the solid modulus, is assumed to be negligible in the present case. This is reasonable because $\varepsilon_s \leq 0.1$ for this study, considering that this pressure is known to be a strong function of the solid volume fraction and varnishes for dilute flow. Similarly, the motion of the liquid droplet phase is analysed using the Langragian framework. The motion of the droplets was simulated from the solution of a force balance over a single dispersed droplet. The equation of motion for small spheres with temporal mass changes due to evaporation, moving through a fluid with non-zero slip, is used [43]. For simplicity, the lift force, virtual mass force, and Basset force were neglected in the present work because they are usually insignificant in the FCC riser unit [2]. There will be some exchange of momentum between catalyst and the droplets as a result of collisions; this is assumed to be less significant compared with the gas–droplet interaction. The force balance equations for the catalyst particles and the droplets introduce a drag coefficient, $C_D$, which is computed using the particle-based Reynold’s number.

The energy balance of the gas–solid–droplet flow features energy equations for each phase, so that interphase gradients are considered. Heat transfer at the gas–solid interphase
is computed using the Ranz–Marshall Nusselt number correlation. For the gas–droplet interphase, three distinct stages of feed vaporisation are considered, as established by Nayak, Joshi, and Ranade [2]: inert heating, vaporisation, and lastly boiling. Three different vaporisation models are considered: Buchanan, classic, and Nayak, which account for heat and mass transfer between the droplet and surrounding mixture. Inert heating occurs when \( T_d < T_{vap} \), and the base case (classic model) uses the Ranz–Marshall correlation for sensible heating of the droplet. For \( T_{vap} \leq T_d < T_{bp} \), vaporisation occurs, thus the molecules escaping at the surface of the droplet draw latent heat from the droplet; therefore, an extra term accounting for latent heat is added to the droplet energy equation. In terms of mass transfer, the corresponding Ranz–Marshall correlation for the Sherwood number is used for the vaporisation rate, so that the flux per unit surface of the droplet is as follows:

\[
N_{vap,i} = k_c (C_{s,i} - C_{g,i}),
\]

where \( N_{vap} \) is the flux of vapor leaving the surface of the droplet in kmol m\(^{-2}\) s\(^{-1}\); \( k_c \) is the mass transfer coefficient in m s\(^{-1}\); and \( C_s \) and \( C_g \) are the concentrations of component \( i \) at the droplet–gas interphase and in the bulk gas phase, respectively, in kmol m\(^{-3}\). Evidently, this procedure requires the knowledge of instantaneous interphase concentration of the vaporising species. To compute this concentration, vapor–liquid equilibrium is assumed at the interphase, thus the saturation pressure of the vaporising species is given by the Clausius–Clapeyron correlation:

\[
P_{sat,i} = \exp \left[ \frac{L_v}{M_{w,i}} \left( \frac{1}{T_{bp}} - \frac{1}{T_d} \right) \right],
\]

where \( P_{sat} \) is the saturation pressure at \( T_d \), \( L_v \) is the latent heat of vaporisation, \( M_{w} \) is the molar mass, and \( T_{bp} \) is the boiling point of lump \( i \). Because of its nature as a complex mixture of hydrocarbons, gas oil boils over a range of boiling points rather than at a single boiling temperature, like pure compounds [2]. However, the authors of [2] compared model results using boiling at a range of temperatures and boiling at a constant temperature, showing that the difference in the vaporisation lengths (and therefore times) is small. Therefore, a constant boiling point temperature of 560 K is used in the base case. The concentration of \( i \) at the interphase can then be determined from the following:

\[
C_{s,i} = \frac{P_{sat,i}}{RT_d},
\]

In the last stage, boiling, it is assumed that the rate at which energy is removed by vaporisation is equal to the rate at which the droplet is heated by the surrounding phases, thus the temperature of the droplet stays at the boiling point. In this case, the vaporisation rate, and thus rate of change in the droplet diameter, is calculated from the heat transfer equation.

\[
\frac{dm_d}{dt} = -h_{gd} A_d (T_g - T_d),
\]

Therefore, \( \frac{dd_d}{dt} = \frac{dm_d}{dt} \frac{2}{\rho \pi d^4} \), with \( h_{gd} \) as the gas–droplet heat transfer coefficient and \( A_d \) as the droplet surface area and, at boiling, \( T_d = T_{bp} \). The substitution \( dz = v_d dt \) is used to convert the vaporisation rate and droplet reduction rate to the axial derivatives.

The species balance equations are global balances for a component in both the gas phase and the adsorbate concentration. The change in component concentrations in the riser is a summation of the reactions and the vaporisation. Because the droplets are assumed to be made entirely of the gas oil lump, only the GO lump includes the vaporisation term. The coke is expected to only exist in the catalyst pores; therefore, no coke is expected in the gas phase. The deposition of coke will increase the density of the catalyst phase; however, it is
assumed that this change is negligible, resulting in the constant density of the solid phase. This is a common assumption in the literature on the simulation of FCC riser reactions, and is justifiable given that the exit coke on the catalyst concentration from the riser is in the range of 0.5–1.5 wt% [52].

2.2. Cracking Reactions

To simulate the reactive flow, an appropriate cracking kinetics model is coupled with the hydrodynamics model. A common assumption in the FCC riser modelling literature is that the cracking reactions only occur in the gas phase; therefore, gas oil is not expected in the reaction before vaporisation. In the present work, a simple four-lump model is used to simulate these gas phase reactions. The lumps involved are gas oil feed (GO), gasoline (GL), light gases (LG), and coke (CK). A summary of the kinetic lump scheme is shown in Figure 1.

![Figure 1. Four-lump kinetic scheme used in this work.](image)

The model assumes that gas oil cracking is second order with respect to gas oil lump concentration, and that cracking of the gasoline lump is first order. Interphase and intra-particle mass transfer limitations are assumed to be negligible. This assumption has previously been used by various workers [2,16,33,36,37,53,54]. The rate equations for the reaction rate per mass of catalyst in the riser can then be written as follows:

\[ r_1 = k_{r1} \varphi \left( \frac{C_{g,GO}M_{w,GO}}{C_{0,GO}M_{w,GO}} \right) C_{g,GO}M_{w,GO} \]  

\[ r_2 = k_{r2} \varphi \left( \frac{C_{g,GO}M_{w,GO}}{C_{0,GO}M_{w,GO}} \right) C_{g,GO}M_{w,GO} \]  

\[ r_3 = k_{r3} \varphi \left( \frac{C_{g,GO}M_{w,GO}}{C_{0,GO}M_{w,GO}} \right) C_{g,GO}M_{w,GO} \]  

\[ r_4 = k_{r4} \varphi C_{g,GL}M_{w,GL} \]  

\[ r_5 = k_{r5} \varphi C_{g,GL}M_{w,GL} \]

The factor \( \left( \frac{C_{g,GO}M_{w,GO}}{C_{0,GO}M_{w,GO}} \right) \) in the rate expressions for gas oil cracking is a ratio of the local concentration of gas oil up the riser to the initial concentration of gas oil. Its inclusion in the rate expression accounts for the increasing difficulty of cracking the gas oil as its
concentration decreases, because lighter, easier to crack molecules crack first and heavier molecules remain. This factor is evaluated using the following:

\[
\left( \frac{C_{g,GO}M_{w,GO}}{C_{0,GO}M_{w,GO}} \right) \approx \frac{C_{g,GO}M_{w,GO}}{\rho_g}, \quad (16)
\]

The kinetic parameters, \( k_{rs,i} \), follow an Arrhenius type relation with temperature, and \( C_g \) represents the concentration of \( i \) in the bulk gas. In the present study, the values for the frequency factors are taken from Pitault, et al. [55], which were evaluated at 550 °C; therefore, to evaluate the values at the riser temperature, the following relation is used:

\[
k_{rs,i} = k_{ors,i} \exp \left( -\frac{E_{ors,i}}{R} \left( \frac{1}{T} - \frac{1}{756} \right) \right) \quad \text{for} \quad i \in [1, 5], \quad (17)
\]

where \( k_{ors} \) and \( E_{ors} \) are the frequency factor and activation energy of the reaction, respectively. \( \varphi \) is the non-selective deactivation coefficient that measures the decline in the activity of the catalyst due to deposition of coke on the catalyst surface. The deactivation model by Pitault, Forissier, and Bernard [55] is used:

\[
\varphi = \frac{B + 1}{B + \exp(A \cdot C_{ck})}, \quad (18)
\]

The values for \( A \) and \( B \) are 4.29 and 10.4, respectively. \( C_{ck} \) is the concentration of coke on the catalyst in wt%. The cracking reactions taking place on the surface of the catalyst are endothermic and, therefore, will consume energy from the catalyst in order to proceed. This heat of the reaction is accounted for through the \( Q_{react} \) term in the energy equation for the catalyst, and is determined as follows:

\[
Q_{react} = \sum_{i=1}^{5} r_i \Delta H_{react,i}, \quad (19)
\]

for \( Q_{react} \) in kJ kg\(^{-1}\) s\(^{-1}\) and the enthalpy change of the reaction, \( \Delta H_{react,i} \), is in kJ kg\(^{-1}\). The values for the enthalpy change of the reaction used in the present work are those from Han and Chung [4], shown in Table 1.

### Table 1. Kinetic parameters used in the present simulation studies: frequency factors from Pitault, Forissier, and Bernard [55]; activation energy from Pitault, Forissier, and Bernard [55]; and heat of reactions from Han and Chung [4].

<table>
<thead>
<tr>
<th>Cracking Reaction</th>
<th>( k_{ors} ) (^{m^6 \cdot kg^{-1} \cdot kmol^{-1} \cdot s^{-1}} )</th>
<th>( E_{ors} ) ( (kJ \cdot kmol^{-1}) )</th>
<th>( \Delta H_{react} ) ( (kJ \cdot kg^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO → GL</td>
<td>0.045</td>
<td>68,316</td>
<td>195</td>
</tr>
<tr>
<td>GO → LG</td>
<td>0.011</td>
<td>89,303</td>
<td>670</td>
</tr>
<tr>
<td>GO → CK</td>
<td>0.00154</td>
<td>64,639</td>
<td>745</td>
</tr>
<tr>
<td>GL → LG</td>
<td>( 1.33 \times 10^{-4} ) m(^3) kmol(^{-1} \cdot s^{-1} )</td>
<td>52,769</td>
<td>530</td>
</tr>
<tr>
<td>GL → CK</td>
<td>( 3.67 \times 10^{-4} ) m(^3) kmol(^{-1} \cdot s^{-1} )</td>
<td>115,566</td>
<td>690</td>
</tr>
</tbody>
</table>

1 GO—gas oil, GL—gasoline, LG—light gases, CK—coke. 2 Pre-exponent parameters are reported in \( m^6 \cdot kg^{-1} \cdot kmol^{-1} \cdot s^{-1} \) and \( m^3 \cdot kmol^{-1} \cdot s^{-1} \) in the paper by Pitault, Forissier, and Bernard [55] and were divided by catalyst density, \( \rho = 1500 \) kg m\(^{-3}\), to obtain the values reported here.

A summary of all of the model equations and constitutive equations is presented in Tables 2 and 3, respectively. A description of the notation used throughout the equations is provided in Appendix B.
Table 2. Summary of the model equations.

**Cracking Reaction**

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
</table>
| \[
\frac{d(\rho_g \varepsilon_g v_g)}{dz} = N_d m_{vap} = N_d \left( \frac{dm_a}{dt} \right)
\] | Gas continuity                                                             |
| \[
\frac{d(C_g \varepsilon_g v_g)}{dz} = \sum_i \frac{d(C_g \varepsilon_g v_g)}{dz} \text{ for } i = GO, GL, LG, WV
\] | Gas momentum                                                               |
| \[
\frac{d(\rho_g \varepsilon_g v_g C_p g T_g)}{dz} = h_{gs} A_p N_p (T_c - T_g) + h_{gd} A_d N_d (T_d - T_g)
\] | Gas energy equation                                                       |
| \[
\frac{d(\rho_s \varepsilon_s v_s C_p s T_s)}{dz} = h_{gs} A_p N_p (T_g - T_s) + \rho_s \varepsilon_s Q_{react}
\] | Solid energy equation                                                     |
| \[
\frac{dm}{dz} = \frac{m_{vap}}{v_d} \text{ for } d_d \geq 0
\] | Droplet phase continuity                                                  |
| \[
\frac{dd_d}{dz} = \frac{1}{v_d} \frac{d}{dt} \frac{dd}{dt} = \frac{2m_{vap}}{\pi \rho_g v_d d_D^2} \text{ for } d_d \geq 0
\] | Droplet diameter reduction                                               |
| \[
\frac{dT_d}{dz} = \frac{h_{gd} A_d (T_g - T_s)}{m_{vap} C_p g d_d} + \frac{L_v m_{vap}}{m_{vap} C_p g d_d}
\] | Droplet energy balance                                                   |
| \[
\frac{dT_{vap}}{dz} = \frac{h_{gd} A_d (T_g - T_s) + L_v m_{vap}}{m_{vap} C_p g d_d}
\] | Species Continuity                                                       |
| \[
\frac{d(C_g \varepsilon_g v_g C_p g)}{dz} = R_{g,i} \text{ for } i = GL, LG, WV
\] | Species Continuity                                                       |
| \[
\frac{d(C_g \varepsilon_g v_g C_p g)}{dz} = \frac{(N_d m_{vap})}{N_{m_d}} + R_{g,j} \text{ for } j = GO
\] | Species Continuity                                                       |
Table 3. Summary of the constitutive equations.

<table>
<thead>
<tr>
<th>Cracking Reaction</th>
<th>Drag coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_D(Re_j) = \begin{cases} \frac{24}{Re_j} \left( 1 + 0.15 Re_j^{0.687} \right), &amp; Re_j &lt; 1000 \ 0.44, &amp; Re_j \geq 1000 \end{cases} ) for ( j = s, d )</td>
<td></td>
</tr>
</tbody>
</table>

Wall–fluid friction coefficients
\( f_s = \frac{0.0025}{v_c} \)
\( f_g = \begin{cases} \frac{16}{Re_g}, & Re_g < 2100 \\ 0.0791 \left( \frac{Re_g}{2100} \right)^{0.25}, & 2100 \leq Re_g < 100,000 \\ 0.008 + 0.0552 \left( \frac{Re_g}{100,000} \right)^{-0.237}, & Re_g \geq 100,000 \end{cases} \)

Pressure gradient
\( \frac{dp}{dz} = -\left( \varepsilon_g \rho_g g + \varepsilon_s \rho_s g + \frac{2 \varepsilon_s \rho_s \varepsilon_s \Delta \rho g \nu_s}{D} + \frac{2 \varepsilon_s \rho_s \varepsilon_s \Delta \rho g \nu_s}{D} + \frac{d(p_c g v_s)}{dz} \right) \)

Gas phase density
\( \rho_{gm} = \sum_i \rho_{g,i} C_{g,i} = \rho_g \)

heat transfer coefficient
Gas–solid: \( Nu_{gs} = \frac{h_{gs} d_p}{k} = 2 + 0.6 \left( \frac{Re_{eff}}{Pr} \right)^{\frac{1}{3}} \)
Buchanan model
\( Nu_{gd} = \frac{h_{gd} d_d}{k} = 2 + 0.6 \left( \frac{Re_{eff}}{Pr} \right)^{\frac{1}{3}} \) for \( T_d < T_{bp} \)
Classic model \( \rightarrow \) \( Nu_{gd} = \frac{h_{gd} d_d}{k} = 2 + 0.6 \left( \frac{Re_{eff}}{Pr} \right)^{\frac{1}{3}} \) for \( T_d \geq T_{bp} \)
Nayak model \( \rightarrow \) \( Nu_{gd} = \frac{h_{gd} d_d}{k} = Nu_{classic} + Nu_{eff} \)

Mass transfer coefficient
\( Sh_{gd} = \frac{k d_d}{\rho_c} = 2 + 0.6 \left( \frac{Re \Delta x}{Sc} \right)^{\frac{1}{3}} \)

\( Nu_{classic} \)–Nusselt number as defined in the classic model. Dimensionless numbers:
\( Re_d = \frac{\rho g |v_g - v_d| d_p}{\mu}, Re_{eff} = \frac{\rho g |v_g - v_d| d_d}{\mu}, Pr = \frac{c_p \mu}{k}, Sc = \frac{\mu}{\rho c p D_{eff}} \).

2.3. Simulation Procedure

For implementation, the current model is programmed in the MATLAB R2021a environment. Initial runs of the model were performed using the built-in Runge–Kutta-based explicit solver ode45; however, the solver required an excess of 200 k steps and sometimes failed to find the solution within the required tolerance, indicating that the DAE problem had a high degree of stiffness. Given this stiffness of the problem, especially in the riser inlet, the two built-in implicit ODE solvers, namely ode15s and ode23s, are used to solve the DAE system. The former is a multi-step method based on numerical differentiation formulas (NDFs) of order 1 to 5, with the option to use backward differentiation formulas, although this option is never realised in this work. The latter is based on a modified Rosenbrock formula of order 2 [56].
3. Results and Discussion

This section is divided by subheadings. It provides a concise and precise description of the experimental results, their interpretation, as well as the experimental conclusions that can be drawn.

3.1. Derouin Case Study and Model Validation

The model developed is used to simulate the industrial FCC riser used in the work of Derouin, Nevicato, Forissier, Wild, and Bernard [57], and the results are compared to plant data published by the authors. However, the simulation of the riser is not straightforward, as Derouin, Nevicato, Forissier, Wild, and Bernard [57] have given some of their values in ranges, rather than exact values, such as flowrates and temperatures of the feed and catalyst, as well as CTO ratios. For the purposes of the comparison, the values for these variables are picked within the ranges and are summarised in Table 4. The work of Derouin, Nevicato, Forissier, Wild, and Bernard [57] also did not report the droplet diameter of the atomised gas oil feed into the riser; a value of 500 $\mu$m is used in the current simulation. This value of 500 $\mu$m has previously been used to study heterogeneous vaporisation of FCC feed drops by Nayak, Joshi, and Ranade [2]. This value falls within the range of 30–1000 $\mu$m for initial droplet size in the FCC vaporisation literature.

![Table 4. Operating conditions for the plant data and the operating conditions used in the base case simulation.](image)

The computed solutions for the droplet profiles along the riser height are shown in Figure 2a. The lack of experimental data on droplet–particle collision dynamics to determine the value of $\phi$ in the Nayak model means that it is treated as an adjustable parameter [2]. In this work, integer values of $\phi$ in the range of 4–14 are investigated, as shown in Figure 2a; the lower limit of $\phi = 0$ corresponds to the classical vaporisation model, where catalyst involvement in the heat transfer to the droplet is negligible and heat transfer is purely convective. This limit is suitable for dilute flow (where $\varepsilon_s \ll 1$). The upper limit, $\phi = \frac{\rho_d}{\rho_\infty} \left( \frac{d_d}{d_p} \right)^3$ [2], represents the complete vaporisation of a droplet upon collision with a catalyst particle. This limit corresponds to instantaneous vaporisation of feed droplets at the entrance zone. Instantaneous vaporisation is a common assumption in the FCC riser modelling literature. In this work, $\phi = 90$ predicts complete vaporisation in the first 0.005 m of the riser, which is negligible compared with the other vaporisation models considered in this work. Thus, this value is used to simulate the case of instantaneous vaporisation. Nayak, Joshi, and Ranade [2] found that their model predicted complete vaporisation at the same height as the model of Buchanan [1] when $\phi = 14$. However, this result is not reproduced here; instead, it is found that $\phi$ lies between 10 and 12 in the present work. Figure 2a shows that the value of $\phi = 14$ predicts complete vaporisation within 0.33 m of the riser, whereas the Buchanan model (and $\phi = 10$) predicts complete vaporisation within 0.42 m from the riser inlet. On the other hand, the classic, purely homogeneous model predicts the droplet penetrating to a height of 0.66 m before total vaporisation, indicating
that the particle involvement as simulated by the heterogeneous model of Buchanan (and the Nayak model with $\phi$ between 10 and 12) improves the heat transfer by a factor $\approx 1.5$, which is significant.

Figure 2. Simulated axial profiles for different vaporisation models showing (a) droplet diameter, (b) gas oil conversion, and (c) gasoline yield for the Derouin case study. The gas oil conversion and gasoline yield are compared to the data reported by Derouin in (a) and (b), respectively. The Derouin gas oil feed is assumed to have $T_{vap} = 650$ K and $T_{bp} = 700$ K.

Derouin, Nevicato, Forissier, Wild, and Bernard [57] have presented gas oil conversion and gasoline yield axial profiles from experiments performed on an industrial FCC riser, which are shown in Figure 2b,c, respectively. These data were compared to the simulation results from various vaporisation models that have already been discussed. The general trend in both axial profiles (Figure 2a,b) is consistent with the plant data, showing a steep increase in conversion and yield in the first 5 m of the riser due to high catalyst activity and temperature, followed by levelling off due to deactivation of the catalyst and lower catalyst temperature. It should be noted that the data from Derouin, Nevicato, Forissier, Wild, and
Bernard [57] are measured along the riser centreline, while the current model equations are radially averaged. Measurements of the conversion at 2/3 of the riser height by Derouin, Nevicato, Forissier, Wild, and Bernard [57] revealed that the conversion is higher near the wall and lower at the riser centre, with differences of ~10%. The workers attributed this to the core-annular structure of the solid flow and the Ostwald–de Waele-like gas flow, resulting in higher cracking activity near the wall. However, this is not expected cause the plant data in Figure 2b,c to deviate significantly during radial averaging as the bulk of the gas in the riser moves through the central core region owing to the core-annular profile. In this way, the centre measurements are taken as representative of the radial-averaged profiles because such data are unavailable. An interesting observation is that the conversion and yield profiles for all of the vaporisation models overlap for the entirety of the riser height. It is clear from Figure 2 that the region within the first 5 m of the riser is the most important, as this is where most of the conversion occurs. The operation of the riser is such that conversion is a two-step process, where vaporisation occurs first, followed by cracking reactions as these reactions occur in the gas phase. The observation of the overlap of conversion and yield profiles in Figure 2b,c indicates that the cracking reaction rates are independent of the heat transfer correlation used, which suggests that the cracking reactions of the gaseous gas oil are rate-limiting compared with the vaporisation step, in the absence of any mass transfer and/or adsorption limitations. To the best knowledge of the authors, this result has not been proven before in the literature despite its inference in a large body of FCC riser modelling literature. Later, the validity of this result is examined for different operating conditions. Ali, Rohani, and Corriou [38] have also previously published commercial plant data, reporting 73% gas oil conversion and 44% gasoline yield at riser exit. Some pilot-scale studies of the FCC unit have also provided insights into the riser exit conversion and gasoline yields. Paraskos, et al. [58] have carried out various pilot-scale studies at CTOs varying from 6.8 to 8.6, reporting conversion in the range of 40–78% and gasoline yield in the range of 31–53%. Additionally, Blasetti and de Lasa [59] have carried out various pilot-scale catalytic cracking experimental studies at CTO ratios varying from 2 to 13.4, reporting gas oil conversion in the range of 20–70% and gasoline yield in the range of 4–40%.

Detailed measurements of the droplet diameter evolution along the riser height at normal operating conditions are required to make an appropriate selection of the vaporisation model. Unfortunately, to the best knowledge of the authors, such measurement data are yet to be available in the open literature. Experimental studies, which investigate droplet vaporisation dynamics available in the literature, have mostly been carried out using pilot-scale fluidised beds, using water, ethanol, and other simple compounds to investigate mono/two-component vaporisation [60,61]. Such experiments have been the basis for the validation of the existing vaporisation models. The studies of Leclère, Briens, Gauthier, Bayle, Guigon, and Bergougnou [61] found that heterogeneous heat transfer correlations tended to overestimate the vaporisation rate, resulting in shorter vaporisation times than those observed in their experiments with ethanol droplets. This tendency may also be at play in the current work for the models of Nayak (ø > 10) and Buchanan, although it is difficult to confirm with any certainty because no plant data are available for droplet diameter axial profiles. Therefore, because Leclère, Briens, Gauthier, Bayle, Guigon, and Bergougnou [61] found that the values of vaporisation times predicted by homogeneous vaporisation models were closest to the experimental data, the classic model is used in this work for the simulation of the base case. Later, the classic model will also be used to study the effect of droplet thermal conductivity.

Further studies of the proposed riser model are carried out here to analyse the variation in variables such as temperature, pressure, phase velocity, and gas composition along the riser for the base case. The operating conditions and physical parameters used for the simulation of the base case are provided in Table 4. The properties of the three phases (liquid, catalyst, and gas) at the inlet are as defined in the Appendix A. For the base case, the classic vaporisation model is used. Figure 3a shows the results for the droplet diameter
along the riser height. The base case (classic model) predicts that complete vaporisation occurs at a height of 0.26 m.

Figure 3. Simulated base case profiles for (a) droplet diameter and temperature and (b) gas oil conversion and gasoline yield compared with plant data. Dashed lines in (a) indicate the vaporisation temperature \( T_{\text{vap}} = 530 \, \text{K} \) and boiling point \( T_{\text{bp}} = 560 \, \text{K} \) for the gas oil feed.

Figure 3b shows the axial profiles of gas oil conversion and the gasoline yield for the base case compared with the data from Derouin, Nevicato, Forissier, Wild, and Bernard [57]. The general trend in the predictions is consistent with that of the plant data of Derouin, Nevicato, Forissier, Wild, and Bernard [57], with a rapid increase in conversion and yield in the first 5 m of the riser. The predictions for conversion and yield are also in good quantitative agreement with the plant data. The riser outlet conversion is predicted to be 68%, which is within the normal range of gas oil conversion reported in the literature. The yield of gasoline at the outlet is predicted to be 51%, which is within the range of about 30–55% reported in the literature.

3.2. Base Case Performance Results

Figure 4 shows the axial profiles of the temperatures of the gas and solid (catalyst) phases along the riser height. The inlet values for the fluidising steam and catalyst temperatures were set at 650 K and 960 K, respectively. It can be seen that, initially, the gas temperature rises rapidly owing to good heat transfer from the catalyst. Both the catalyst and the gas temperatures then decrease rapidly owing to the provision of latent and sensible heat to the liquid feed and the provision of heat energy to power the endothermic
cracking reactions. The initial coke concentration on the regenerated catalyst was set to 0.1%, which is typical for FCC regenerator outlets [52]. Figure 5 shows that the coke content increases rapidly in the first 10 m of the riser during the progress of the cracking reactions, thus the activity of the catalyst decreases to less than 60% of its 'clean' activity in this region of the riser. Beyond this point, cracking reactions have slowed significantly owing to lower temperatures and reduced catalyst activity. Therefore, further changes in temperature, coke concentration, and catalyst activity are minimal, as shown in the figures. The exit coke on catalyst concentration is predicted to be 0.55 wt%, which is within the normal range reported in the literature [5,52]. The exit temperature is ~ 760 K, indicating a catalyst temperature drop of ~ 200 K. Comparison of the catalyst temperature drop with previous work is not straightforward because of the disparities in the operating conditions, kinetic parameters, and physical properties of the phase mixtures. Han and Chung’s [4] model of the FCC unit assumed instant vaporisation and found a regenerated catalyst temperature of ~ 1010 K, post vaporisation catalyst temperature of ~ 910 K, and riser exit temperature of ~ 800 K, corresponding to a total catalyst riser temperature of ~ 210 K, when using CTO = 5–6, a dispersion steam inlet temperature of 430 K, and a feed inlet temperature of 535 K. Therefore, the present base case temperature drop prediction is within reasonable expectation.

Figure 4. Simulated axial phase temperature profiles for the base case.

Figure 5. Simulated axial profiles for the coke on catalyst concentration (wt%) and the catalyst activity coefficient for the base case.
Figure 6 shows the axial gas phase mass fractions along the riser height. Initially, the gas oil mass fraction increases as a result of vaporisation, followed by a decrease as the vaporisation is complete and the cracking reactions occur. The cracking reactions produce gasoline and light gases in the gas phase, which increases their mole fractions along the riser. The initial increase in the mole fractions is steep because of the rapid cracking reactions in this region, followed by a levelling off as the cracking reactions slow down. Similar gas phase profiles were reported by Nayak, Joshi, and Ranade [2] in their simulation results for the four-lump case. At the riser inlet, the gas phase is entirely made of dispersion steam (mass fraction \(= 1\)), but this decreases rapidly owing to the vaporisation of gas oil. At the riser exit, the steam flux is only about 10 wt% of the gas flow, while the rest is composed of hydrocarbons. The gasoline at the riser exit makes up 47 wt% of the gas product mixture, while the unreacted gas oil makes up 26% of the gas mixture.

Figure 6. Simulated axial profiles for the mass fractions of the gas components for the base case.

3.3. Hydrodynamics of the Base Case

Figure 7 shows that the solid hold up decreases rapidly up the riser, together with an almost linear pressure decrease. This pressure profile has been previously reported in the riser simulations of Han and Chung [4]. The overall riser pressure drop is predicted here to be \(\sim 16\) kPa. Unfortunately, a direct comparison of the pressure drop is not possible because of a lack of reported industrial data on pressure drops and the fact that this depends on operating conditions and fluid properties, which vary in practice and between researchers. Additionally, most researchers that have carried out simulation studies on the reactive flow of the FCC riser seldom report a pressure drop. However, simulation studies of a 1D reactive FCC riser by Han and Chung [4] showed a riser pressure drop of \(\sim 16\) kPa when using a catalyst flowrate of 260–315 kg m\(^{-2}\) s\(^{-1}\) and CTO of 5–6. Theologos, et al. [62] reported a pressure drop in a commercial riser of 17 kPa. The workers also developed a comprehensive 3D CFD riser model to simulate the reactive FCC riser reactor. Their simulation studies predicted a pressure drop of 14 kPa. Wu, et al. [63] reported industrial data showing a pressure drop of 25.9 kPa with a catalyst flux of 320 kg m\(^{-2}\) s\(^{-1}\) and a CTO of 6.3 in an industrial riser. Therefore, the value of 16 kPa predicted for the base case is reasonable for the dilute flow riser.
Figure 7. Simulated axial profiles of the hydrodynamic pressure and solid hold up for the base case.

Figure 8 shows how the phase velocity profiles vary with riser height. Both phases accelerate rapidly at the entrance of the riser; the gas phase due to volume expansion initially, due to vaporisation into the gas phase, and then from the cracking reactions, and the catalyst due to drag from the gas. The plot also shows the apparent terminal velocity of the catalyst particles, the gas–solid slip, and the slip factor over the riser height. Terminal velocity was determined by a simple force balance around a falling catalyst particle.

\[
v_{tc} = \sqrt{\frac{4gd_p}{3C_d} \left( \frac{\rho_c - \rho_g}{\rho_g} \right)},
\]

(20)

Figure 8. Simulated axial profiles of the phase velocities for the base case.

As the densities of the gas and catalyst and the drag coefficients change with the height of the riser, the apparent terminal velocity also changes. Figure 9 shows that, for this system, the terminal velocity varies in the range of 0.0–50.48 ms\(^{-1}\), which is within the range of experimental values reported in the literature for an FCC catalyst. Figure 9 also shows that the gas–solid slip velocity approaches the particle terminal velocity in the fully developed region of the riser (i.e., \( \frac{z}{H} \geq 0.5 \)). The slip factor is shown in the figure to drop very rapidly at the riser inlet to a value of \( \sim 1 \), which is much lower than the slip factors predicted by the correlations of Patience, et al. [64] and Monazam and Shadle [65] for CFB risers.

\[
\varphi = 1 + \frac{5.6}{Fr} + 0.47Fr_t^{0.41},
\]

(21)
\[
\varphi = 1 + 2.25 \times 10^{-6} \text{Fr}^{-2.36} \left( \frac{\rho_c - \rho_g}{\rho_g} \right)^{1.6} (\text{Re}_p)^{1.5},
\]

where \( \text{Fr} \) is the Froude number \((= \frac{v_g}{\sqrt{gD}}) \), \( \text{Fr}_1 \) is the Froude number based on particle terminal velocity, and \( \text{Re}_p \) is the Reynolds number \((= \frac{\rho_g v_g d_p}{\mu}) \). The two empirical calculations predict slip factors in the range of 1.5–2 for the fully developed region of the riser, which is consistent with observations of Matsen [66] for most industrial FCC risers. According to Berrut, Pugsley, Godfroy, Chaouki, and Patience [32], slip factors of one are observed as the gas velocity approaches pneumatic conveying, and the slip velocity approaches the terminal velocity of a single particle. Both observations are predicted here by the current model, indicating that the model predicts the flow field to be in the pneumatic transport regime rather than the fast fluidisation regime, as is the norm for most industrial FCC risers. Slip factors of one have been associated with low solid hold up and a pseudo-homogeneous flow field with little to no clustering effect, which has been widely reported in gas–solid risers in the fast fluidisation regime. Therefore, the present model fails to predict the presence of such clusters in the riser. This appears to be a deficiency of 1D models [50,67] with drag coefficients based on the catalyst diameter, as such slip factors have also been previously reported in simulations by other researchers (see phase velocity profiles by [2,4,16,37]). In order to rectify this issue, the momentum or force balance equation has to be written and drag analysis has to be based on the cluster properties rather than on the individual particle properties. Fernandes, Pinheiro, Oliveira, and Ribeiro [53] showed that higher slip factors \((\sim 1.5) \) are achieved when the cluster diameter \((\approx 100d_p) \) is used rather than the particle diameter for the determination of gas–solid drag. A possible reason for this is the reduced surface area in the clusters compared with the catalyst particles, resulting in less drag. Gupta, Kumar, and Srivastava [54], using a cluster size of 6 mm, found slip factors in the range of 1.6–2 for the fully developed region of the riser, which is evidence that correct slip factors are achieved when drag force is determined using cluster properties. Further studies are required to confirm this postulation as well as, of course, further experimental work on FCC risers during normal operation to determine the actual slip factors. Nevertheless, the current slip factors yield acceptable results for the riser performance predictions.

![Figure 9. Simulated axial profiles of the slip factor, the slip velocity, and the apparent terminal velocity for the base case.](image-url)
3.4. Influence of Operating Conditions

In the previous section, it was shown that the gas oil conversion and gasoline yield profiles were virtually independent of the Nusselt number correlation used, indicating that the cracking reactions of gas oil were the slowest step in the evolution of gas phase component profiles. Here, the sensitivity of this result to the initial liquid droplet size, CTO, and inlet catalyst temperature is explored. In Figure 10a, the droplet diameter is varied for discrete values in the range of 30–2000 µm for a constant CTO and T\textsubscript{c}; in Figure 10b, CTO is varied in the range of 4–14 for constant values of d\textsubscript{0} and T\textsubscript{c}; and in Figure 10c, T\textsubscript{c} is varied in the range of 800–1000 K for a constant d\textsubscript{0} and CTO. Nayak, Joshi, and Ranade [2] showed that larger initial droplet diameters reduced the gas oil conversion, as larger droplets take longer to vaporise and thus delay the cracking reactions. However, the authors show that this effect is small, as an increase in droplet diameter from 400 µm to 2000 µm resulted in only a small (< 2%) decrease in conversion. This result is confirmed here in Figure 10a. Figure 10a also shows that there is some influence of the vaporisation model, although this is small. In fact, the effect of the vaporisation model only becomes significant for droplets of d\textsubscript{0} ≥ 2000 µm, in which case the homogeneous vaporisation model (\(\Phi = 0\)) predicts much lower conversion than the heterogeneous models. This is because the lack of catalyst involvement in the heat transfer to the droplets exacerbates the issue of delayed cracking reactions. Figure 10b,c show that increasing CTO (everything else being constant) and increasing T\textsubscript{c} (everything else being constant) results in an increase in the gas oil conversion; both results agree with those presented by Nayak, Joshi, and Ranade [2]. The CTO result is due to the increased amount of catalyst in the riser enhancing the cracking reactions, and the temperature result is due to the increased temperature, leading to higher rates of reactions. In Figure 10b,c, the work from Nayak, Joshi, and Ranade [2] is extended to include the influence of the vaporisation model on the conversion for different values of CTO and T\textsubscript{c}. It is shown here that the vaporisation model makes no difference to the gas oil and yield for different CTO and T\textsubscript{c} values, provided no mass transfer or adsorption limitations exist. Figure 10 shows that Nusselt and Sherwood number correlations used in the FCC riser model only become significant for feed atomisers resulting in droplets larger than 2000 µm.

![Figure 10. Influence of Operating Conditions](image-url)

**Figure 10. Cont.**
The analysis performed so far has assumed that the droplets have infinite thermal conductivity, which means that there is no resistance to heat transfer inside the droplet and hence the droplet has a uniform temperature, $T_d$. The effects of limited heat transfer due to the finite thermal conductivity of the liquid droplets are incorporated into the droplet vaporisation problem using the finite thermal conductivity model (FTC) proposed by Bellan and Harstad [44]. In the FTC model, an extra equation for the temperature difference between the volume averaged droplet temperature and the droplet surface temperature (i.e., $\Delta T = T_{ds} - T_d$) is solved alongside the differential equation for $T_d$. The equation that governs $\Delta T$ and $T_d$ as taken from Miller, Harstad, and Bellan [40] is given as follows:

$$\frac{d\Delta T}{dt} = -\frac{\theta_3}{Pr_g} \left( \frac{\theta_1}{\tau_d} \right) (5\Delta T - \alpha),$$  \hspace{1cm} (23)

$$\frac{dT_d}{dt} = \frac{G\text{Nu}_{gd}}{3Pr_g} \left( \frac{\theta_1}{\tau_d} \right) (T_g - T_d) - \left( \frac{Lv}{C_{P_d}} \right) m_{vap} - \frac{2\beta}{3P} \left( \frac{\theta_1}{\tau_d} \right) \Delta T,$$  \hspace{1cm} (24)

$$\alpha = \theta_3 \left( \frac{Nu_{gd} G}{2} \right) (T_g - T_d) - \left( \frac{Lv}{C_{P_d}} \beta \right),$$  \hspace{1cm} (25)

where $\theta_1$ is the ratio of heat capacities of the gas and the liquid droplet, $\theta_1 = \frac{C_{P_g}}{C_{P_d}}$; $\theta_3$ is the ratio of the thermal conductivity ratio of the gas to the liquid droplet, $\theta_3 = \frac{k_g}{k_d}$; $\beta$ is a non-dimensional evaporation parameter given by $\beta = \left( \frac{3P\tau_d}{2} \right) \left( \frac{m_{vap}}{m_d} \right)$; $G$ is a parameter for the reduction in the Nusselt number due to evaporation given by $G = \frac{\beta \theta_1}{\tau_d}$ in this work; and $\tau_d$ is the droplet time constant for Stokes flow given by $\tau_d = \frac{\rho_d d^2}{18 \mu_g}$. The Prandtl number $Pr_g$ is such that the gas properties are at the reference conditions and the Nusselt number $Nu_{gd}$ is given by an appropriate literature correlation. As before, the substitution $v_d dt = dz$ is used to convert Equations (23) and (24) to steady state to model the axial variation in the riser. The evolution of $T_d$ and $\Delta T$ allows for the complete reconstruction of the internal temperature profile of the droplet along the riser; however, this is beyond the scope of the current study.

For comparison of the FTC model against the base case, the inlet $\Delta T$ must be specified. The downside of the FTC model is that this value cannot be set to zero because of how the model was formulated [40]. The result is that the droplet surface begins “pre-heated”, which may affect the heat transfer predictions, especially in the initial stages of droplet heat up. In this work, the inlet droplet $\Delta T$ is set to 15 K and $T_d$ is set at 500 K, as in the base case. Figure 11 shows the comparison of the results from the base case (ITC) and that of the FTC.
model for droplet temperature and droplet size. Figure 11a shows that, for the FTC model, as droplets come into contact with the hot bulk flow and heating commences, the surface temperature, $T_{ds}$, increases rapidly until the boiling point is reached, while $T_d$ takes longer (about twice as long) to reach the boiling point. $T_d$ takes longer to reach the boiling point because of the combined effect of reduced temperature driving force (because $T_{ds}$ is already at boiling) and the evaporation at the surface taking up some of the heat energy into the droplet. It is also shown in Figure 11a that $T_d$ reaches the boiling faster in the ITC model than in the FTC model, because no internal heat transfer resistance is present in the droplet. Subsequently, higher evaporation rates are predicted by the ITC model compared with the FTC model, as shown in Figure 11b. Miller, Harstad, and Bellan [40] showed in their work using experimental data for the evaporation of hexane, water, and decane that the ITC resulted in the overprediction of the vaporisation rate, while the FTC model matched the experimental data well. More recently, simulation experiments by Nguyen, Mitra, Pareek, Joshi, and Evans [39] confirmed the overprediction of the heat transfer and vaporisation from the ITC model for a typical FCC feed. Although, it is important to note that Nguyen, Mitra, Pareek, Joshi, and Evans [39] used the prohibited $\Delta T = 0$ for the FTC model, but still managed to predict well the experimental results for vaporisation of decane using that assumption. The significance of the vaporisation prediction is that, as discussed in the earlier section, the vaporisation and cracking in the riser initially occur in series, because cracking takes place in the gas phase and feed is injected in the liquid phase. Therefore, slow vaporisation is likely to limit the rate of gas oil cracking in the inlet region of the riser.

**Figure 11.** Comparison of (a) droplet temperature profiles and (b) droplet diameter profiles, predicted by the ITC and FTC thermal conductivity models. The initial droplet diameter is $d_0 = 500 \mu m$, initial volume averaged droplet diameter is $T_{d0} = 500 \text{ K}$ and initial $\Delta T = 15 \text{ K}$ for the FTC model. Both the ITC and FTC simulations use the classic vaporisation heat transfer model.
The predicted base case profiles for the gas oil conversion and the gasoline yield are shown in Figure 12. It is shown that the FTC model predicts gas oil conversion and, therefore, a lower gasoline yield compared with the ITC model. The conversion graphs show a similar shape and gradient for most of the riser height; it can be seen that the significant deviations of the conversion profiles are due to differences in the vaporisation region of the riser. This region ($Z_H \leq 0.1$) is one of the most important in the riser as most of the cracking occurs here because of the high temperature and high catalyst activity. In this region, the ITC model predicts higher rates of cracking. This is because of the discussed overprediction of the vaporisation rate in this region. Meanwhile, in the FTC model, the slow vaporisation limits the cracking reactions. The gaseous concentration of gas oil feed in the vaporisation region is shown in Figure 13. It can be seen that the FTC model predicts initial vaporisation to occur before that of the ITC model. However, initialisation of vaporisation occurs at higher rates in the ITC model, resulting in higher concentrations of gas oil. Equations (11)–(13) show that cracking is of reaction order $\approx 2$ with respect to gas oil concentration and, therefore, is highly sensitive to the concentration of gaseous feed, which explains the higher rates of cracking in the ITC model in the vaporisation region. We have also carried out a sensitivity analysis for the Nusselt number correlation using the FTC model, but observed similar trends to that of the analysis performed in Section 3.1. Consequently, we conclude that, regarding the modelling of the riser where gas oil conversion and component yield are the end goal, the Nusselt number correlation is less important compared with the droplet conductivity model. Meanwhile, if the evolution of droplet size and temperature is important, then both aspects of modelling should equally be considered. However, in the absence of detailed measurements of droplet temperature and size experimental data, validation of such vaporisation models remains impossible, as conversion and yield data alone are not enough. To the best knowledge of the authors, no other published work in the FCC literature has studied these phenomena to this level of detail before.

Figure 12. Comparison of the gas oil conversion and gasoline yield profiles predicted by the ITC and FTC models.


4. Conclusions

This paper presents a steady-state one-dimensional model of the FCC riser that accounts for the vaporisation of the feed, the hydrodynamics of the resulting three-phase flow, and the cracking reactions occurring in the reaction mixture. The model was coded as a system of ordinary differential and algebraic equations in the MATLAB environment and solved using built-in stiff solvers. Two main conclusions were drawn from this work:

- The vaporisation phenomena and its underlying kinetics are largely less important to the predictions of gas oil conversion and the yield of the product species compared with the cracking kinetics. It is found that both homogeneous and heterogeneous vaporisation heat and mass transfer models predict near identical conversion and gasoline yield profiles, despite predicting significantly different liquid penetration depths. This finding gives validity to the assumption of instantaneous vaporisation that is widely used in the FCC riser modelling literature. Additionally, this observation indicated that, for most operating conditions, the rates of vaporisation predicted by various heat and mass transfer models were faster than the rates of cracking, for the case of the ITC modelling framework. However, when larger droplets are used \( (d_0 \geq 2000 \, \mu m) \), the effect of heat transfer correlations becomes significant. In this case, homogeneous models predict slower vaporisation rates, which limit the progress of cracking, thus resulting in lower conversion. This effect is less significant for heterogeneous vaporisation models as the enhanced heat transfer due to solid–droplet collisions compensates for the reduced interfacial area density from larger droplets. Therefore, for larger droplets, careful consideration is required for the choice of correlation. On the other hand, the FTC model predicts slower vaporisation and thus lower conversion compared with the ITC model. Owing to the lack of experimental data for vaporisation dynamics in the FCC riser, the choice of model becomes difficult in these cases, as validation of the results is not possible. The results in this work suggest that, when the ITC model is used for droplets with initial size smaller than

![Figure 13. Comparison of predicted weight fraction of the gas oil lump in the gas phase in the vaporisation region of the riser.](image)
2000 μm, the choice of the heat transfer model (i.e., homogeneous or heterogeneous) is
not important as the conversion and yield are determined by the choice of reaction
kinetic model. However, when the FTC model is used, the heat transfer model is as
important as the kinetic model in the prediction of conversion and yield. Hence, it
is recommended that the FTC is paired with heterogeneous heat transfer models for
better prediction of conversion.

- One-dimensional models for the two-phase gas–solid flow in the fully developed
region of the riser tend to overestimate the drag force when the drag is calculated
using catalyst particle properties, resulting in the underestimation of the slip factor and
thus slip velocity between the gas and solid. Such models predict slip factors of ~ 1,
corresponding to pseudo-homogeneous flow. Evidence from most cold flow pilot scale
risers indicates that cluster formations are inherent in FCC risers and are generally
understood to result in larger slip factors in the range of 1.5–2. Therefore, 1D models
with such determination of drag are unable to predict evidence of this heterogeneity.
In view of this, the calculation of drag using cluster properties is imperative for the
prediction of the correct slip factors in 1D FCC riser models.

- Future work will focus on studies on vaporisation to provide an implementation for
the validation of vaporisation models for larger droplets. Moreover, numerical studies
of gas–solid flow using 1D, 2D, and 3D frameworks will be carried out to study the
apparent underestimation of the slip factor in the fully developed region of the riser
under lower dimensional models. The experimental determination of such slip factors
in industrial risers during normal operation will also be an invaluable contribution to
the subject.
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**Appendix A**

**Table A1.** Properties of the inlet streams to the riser.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Stream</th>
<th>Mass Rate kg s⁻¹</th>
<th>Diameter (μ)</th>
<th>Volume Fraction</th>
<th>Temp (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid</td>
<td>Catalyst</td>
<td>300</td>
<td>72</td>
<td>0.08</td>
<td>960</td>
</tr>
<tr>
<td>Gas</td>
<td>Steam</td>
<td>6</td>
<td></td>
<td>0.91</td>
<td>650</td>
</tr>
<tr>
<td>Liquid</td>
<td>Feed (GO)</td>
<td>60</td>
<td>500</td>
<td>0.01</td>
<td>500</td>
</tr>
</tbody>
</table>
**Table A2.** Constant value physical properties.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Species</th>
<th>Molar Mass kg kmol⁻¹</th>
<th>Heat Capacity kJ kg⁻¹ K⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solid</td>
<td>Catalyst</td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Solid</td>
<td>CK</td>
<td>371</td>
<td>1.0</td>
</tr>
<tr>
<td>Gas</td>
<td>GO</td>
<td>371</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GL</td>
<td>106</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LG</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WV</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Liquid</td>
<td>GO</td>
<td>371</td>
<td></td>
</tr>
</tbody>
</table>

**Table A3.** Correlations used for the calculation of physical properties that are temperature or concentration dependent.

<table>
<thead>
<tr>
<th>Physical Property</th>
<th>Symbol</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas oil heat of vaporisation</td>
<td>Lᵥ</td>
<td>Han and Chung [4]</td>
</tr>
<tr>
<td>Gas thermal conductivity</td>
<td>k₉</td>
<td>Han and Chung [4]</td>
</tr>
<tr>
<td>Liquid thermal conductivity</td>
<td>k₉</td>
<td>Pachaiyappan, et al. [68]</td>
</tr>
<tr>
<td>Gas heat capacity</td>
<td>Cₚ₉ₒ</td>
<td>Lee and Kesler [69]</td>
</tr>
<tr>
<td></td>
<td>Cₚ₉ₛ</td>
<td>Lee and Kesler [69]</td>
</tr>
<tr>
<td></td>
<td>Cₚ₉ₐ</td>
<td>McKetta Jr [70]</td>
</tr>
<tr>
<td>Liquid heat capacity</td>
<td>Cₚ₉ₐ</td>
<td>Lee and Kesler [69]</td>
</tr>
<tr>
<td>Gas viscosity</td>
<td>µ</td>
<td>Han and Chung [4]</td>
</tr>
<tr>
<td>Gas diffusivity</td>
<td>Dₑₑᶠ</td>
<td>Fuller, et al. [71]</td>
</tr>
<tr>
<td>Feed critical conditions</td>
<td>Tₑₑᶠ, Pₑₑᶠ</td>
<td>Riazi and Al-Sahhaf [72]</td>
</tr>
<tr>
<td>Acentric factor</td>
<td>ω</td>
<td>Riazi and Al-Sahhaf [72]</td>
</tr>
</tbody>
</table>

**Appendix B Notation**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Surface area</td>
<td>m²</td>
</tr>
<tr>
<td>Cᵥ</td>
<td>Drag coefficient</td>
<td>(-)</td>
</tr>
<tr>
<td>C₉</td>
<td>Gas molar density</td>
<td>kmol/m³</td>
</tr>
<tr>
<td>C₉,i</td>
<td>Species concentration in the gas phase</td>
<td>kmol/m³</td>
</tr>
<tr>
<td>cᵥ</td>
<td>Specific heat capacity</td>
<td>kJ/kgK</td>
</tr>
<tr>
<td>Cₕ,i</td>
<td>Species concentration at the gas–droplet interphase</td>
<td>kmol/m³</td>
</tr>
<tr>
<td>dₒ</td>
<td>Droplet diameter</td>
<td>m</td>
</tr>
<tr>
<td>Dₑₑᶠ</td>
<td>Effective diffusivity in the gas phase</td>
<td>m²/s</td>
</tr>
<tr>
<td>dₚ</td>
<td>Catalyst particle diameter</td>
<td>m</td>
</tr>
<tr>
<td>Eₑₑᶠ</td>
<td>Activation energy</td>
<td>kJ/kmol</td>
</tr>
<tr>
<td>f</td>
<td>Friction factor</td>
<td>(-)</td>
</tr>
<tr>
<td>g</td>
<td>Gravitational acceleration</td>
<td>m/s²</td>
</tr>
<tr>
<td>h</td>
<td>Heat transfer coefficient</td>
<td>kJ/m²K</td>
</tr>
<tr>
<td>k</td>
<td>Thermal diffusivity</td>
<td>kJ/mK</td>
</tr>
<tr>
<td>kₑₑᶠ</td>
<td>Mass transfer coefficient</td>
<td>m/s</td>
</tr>
<tr>
<td>kₑₑᶠ</td>
<td>Rate constant</td>
<td>m⁶/kgkg_cat or m⁶/kgkg_cat/s</td>
</tr>
<tr>
<td>Kₑₑᶠ</td>
<td>Frequency factor for rate constant</td>
<td>m⁶/kgkg_cat or m⁶/kgkg_cat/s</td>
</tr>
<tr>
<td>Lᵥ</td>
<td>Heat of vaporisation</td>
<td>kJ/kg</td>
</tr>
<tr>
<td>mₒ</td>
<td>Droplet mass</td>
<td>kg</td>
</tr>
</tbody>
</table>
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