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Abstract: Interior permanent-magnet synchronous machines (IPMSMs) are widely used as traction motors in electric drive-trains because of their high torque-per-ampere characteristics and potential for wide field-weakening operations to expand the constant-power range. This paper offers a categorization and a comprehensive overview of the control techniques applied to IPMSM drives in addition to presenting the necessary theoretical background. The basic concept, features and limitations, as well as the latest developments of the strategies, are summarized in the paper. This overview helps to lay the theoretical basis as well as to clarify the opportunities, challenges and future trends for controlling IPMSM drives for traction applications.
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1. Introduction

In recent years and in the near foreseeable future, the global trend for the electrification of the automotive industry shows a dynamic upward trend. The appearance of mild-hybrid and full-electric vehicles (EV) as well as micromobility vehicles on roads is increasing. This plays an important role in the reduction of greenhouse gas emissions. Most commonly, induction machines and permanent-magnet synchronous machines (PMSM) are used for EVs, but the role of synchronous reluctance machine (SynRM) drives have also increased recently. However, market trends show that PMSMs are still dominant in traction drives due to inherent advantages like high efficiency and power density, maturity and robustness [1]. Interior PMSM (IPMSM) machines also offer the possibility of a wide-speed operating range, which is an attractive property for EVs.

To exploit the inherent potential of IPMSM machines, an appropriate control strategy is essential. The primary purpose of this article is to present and categorize the different control strategies. Although the main focus of this paper is traction drives, the methods presented here can be used in other applications.

To cover most of the topics related to the control of IPMSM drives, the paper is organized as follows:

- Section 2 lays down the necessary theoretical background. This section presents the construction, the mathematical modeling and the operating regions of IPMSMs. Furthermore, it gives a short overview about voltage source inverters. The section also presents the recent trends for the given field.
- Section 3 evaluates the different control approaches used for IPMSM drives, which have been grouped as linear, nonlinear, predictive, robust, intelligent and adaptive.
- Section 4 offers a brief overview about different reference signal generation techniques in the constant-torque and the field-weakening regions.
Section 5 concludes the article and summarizes future trends and challenges.

2. Theoretical Background

2.1. Construction

Figure 1 collects the different types of SMs developed and investigated in recent years. According to the figure, SMs can be categorized into four main groups. The first group is the wound rotor SM (WRSM), of which two types, the cylindrical rotor (CR) and salient pole (SP) rotor, can be distinguished. The feasibility of WRSM construction for traction application is presented in [2]. The paper introduces a design methodology and shows that WRSMs can have better efficiency under low load conditions than SMs with permanent magnets. Synchronous reluctance machines (SynRM) belong to the second group (see Figure 1). Paper [3] offers a detailed overview of the design methodologies, recent advancements and challenges of SynRMs. The third group consists of permanent-magnet synchronous motors (PMSM). This category contains the interior permanent-magnet SM (IPMSM) [4], surface-mounted permanent-magnet SM (SPMSM) and normal-saliency permanent-magnet SM (NSPMSM) [5]. Finally, the fourth group contains magnetically geared (MG) machines [6], with a particular interest in Vernier machines [7].

![Figure 1. Categorization of synchronous machines.](image)

Recently, increasing attention has been paid to hybrid design motors with the possibility to combine the advantages of the three different groups. Paper [8] demonstrates the potential of hybrid-excited PMSMs (HE-PMSM), which aim to merge the advantages of both the high PM flux excitation and the possibility of controlling the rotor flux through rotor-winding currents. The permanent-magnet-assisted SynRM (PMa-SynRM) aims to combine the PM motor and the reluctance motor construction [9]. The main goal behind these hybrid machine designs is usually to reduce costs, either by reducing the amount of rare-earth (RE) PMs used or by improving the efficiency. These two hybrid designs are highlighted in this paper, as they can produce similar efficiency and performance in the same operation ranges as the benchmark IPMSM designs, which are typically the IPMSM used either in the Toyota Prius 2010 or in the BMW I3 [2]. Even more topology combinations are plausible, as shown in [10], where a combination of all three topologies (HEPMa-SynRM) was investigated. In paper [11], a hybrid-excited SynRM was investigated (HE-SynRM) without PMs.

It can be concluded that although the results of novel SM constructions are promising, IPMSMs are still the most dominant machine topology for EV/HEV traction applications due to its favorable torque density, lighter weight, more compact packaging and better constant-power speed range.

The performance of an IPMSM can be also improved by optimizing the geometrical parameters and the used materials of the machine. Two directions can be distinguished in these efforts: optimization of the stator and/or the rotor.
In general, stator winding of IPMSMs can be separated either to fractional-slot concentrated winding (FSCW) or integer-slot distributed winding (ISDW) (see Figure 2). IPMSMs having FSCW have the advantage of lower copper losses, smaller torque ripple and favorable flux capability compared to ISDW machines [12]. ISDW machines have the advantage of a lower level of space harmonics and fewer eddy current losses, and therefore, better high-speed performance. Furthermore, they offer a lower level of cogging torque [13]. A characteristic of FSCW machines is their larger space harmonics; this causes excess losses, vibration and noise compared to ISDW machines. To reduce the space harmonics, a widely utilized solution is to wound the rotor using a star–delta winding [14]. However, in the delta section of the star–delta winding, a circulating current occurs. This phenomenon is undesirable, as it leads to higher losses and possible demagnetization of the motor. A novel design methodology for an asymmetric star–delta winding to reduce the effect of circulating current is introduced in [14]. Also, an asymmetric star–delta winding is proposed in [15] to reduce the electromagnetic vibrations caused by the electromagnetic forces acting on the stator teeth and/or magnets.

![Figure 2](image_url)

Figure 2. Stator winding construction of IPMSM. (a) fractional-slot concentrated winding (FSCW). (b) integer-slot distributed winding (ISDW).

The stator winding itself can be in the form of either stranded or bar conductors. Bar conductors, also called hairpins, have lower DC resistance and better fill factor, thermal performance, fault tolerance and cooling options compared to machines with stranded winding. However, due to the skin effect and higher AC resistance, the power drops in high-speed regions. Furthermore, bar conductors suffer from uneven winding losses, which can lead to local thermal problems. To overcome the latter problem, the typical solution is to use multiple conductors per slot and to connect the airgap side conductors to the slot-end side conductors. Paper [16] proposes a so-called asymmetric bar winding for high-speed traction electric machines to reduce AC losses at high speeds. The name of asymmetric bar winding comes from the idea to change the cross section of the winding within the stator slots.

The optimization of rotor construction is multifold. Numerous optimization targets of the motor can be chosen. These could be the shape, the orientation, the number of layers or the materials of the magnets within the rotor. Other optimization targets within the rotor could be the length or shape of flux barriers. Furthermore, the rotor surface can be optimized using surface indents. While multiple options are possible, there is some consensus in the scientific literature regarding the geometric design of IPMSM rotors. Paper [17] offers a comparative study of different rotor topologies of IPMSMs. In the paper, four commonly used topologies (see Figure 3), namely spoke-type, tangential type, U-type and V-type, were compared by using finite element methods. The naming convention of these rotor topologies hints at the orientation of the rotor magnets. The paper finds square-shaped magnets and the minimization of the magnet layer number optimal for rotor design. Furthermore, the authors concluded that V-type rotors are favorable due to their better overall performance along the complete operation range of the IPMSM.

RE magnets exhibit high conductivity; thus, magnetic eddy current loss becomes relevant in high-speed operations. This is especially the case for FSCW-IPMSM machines [18].
According to [18], magnetic eddy current losses are reduced the most when the rotor magnets are oriented in a V-type topology. The high level of eddy current loss can cause demagnetization in the deep field-weakening region. To alleviate this issue, many IPMSM rotor structures incorporate dysprosium (Dy). The hectic price and the uncertainty of the supply line of RE materials, like NdFeB, Sm-Co and Dy, feed new research directions to utilize non-RE magnets, like ferrite, in the rotor structure [19]. Paper [20] investigated a new hybrid rotor structure with reduced magnetic eddy current losses by changing the PM materials from RE magnets to ferrite magnets in some segments of a two-layered hybrid U-shape and tangential topology rotor. The authors of Paper [20] introduced a V-type rotor structure for high-speed application in [12] by utilizing ferrite and NdFeB magnets and optimizing the angle of the V-oriented magnets.

![Figure 3. Rotor topologies of IPMSM: (a) spoke-type; (b) tangential-type; (c) U-type; (d) V-type.](image)

A rotor surface modification optimization was carried out for a V-type rotor topology in [21]. The main objectives were high torque capacity and low torque ripple. These aims were targeted to lessen the extra vibration and noise of IPMSM machines. In paper [22], the magnet arrangement of a multilayered rotor is performed to improve electromagnetic performance. The authors proposed a novel method by placing some PMs close to the rotor surface and using a magnetic bridge between these smaller magnets and the larger, deeper, buried magnets.

In summary, it can be concluded that IPMSMs with V-type rotor construction are most favorable for traction drives due to their advantages. From a materials point of view, there is a clear trend to find alternatives to RE materials to reduce costs and to improve efficiency in high-speed applications. Optimizing the angle of the magnet and the geometric parameters of flux barriers and magnet bridges seem to be fruitful endeavors. Furthermore, newer optimization methodologies based on genetic algorithm and finite element simulations used in tandem with surrogate models are constantly improving in simulation speed and optimization results.

2.2. Mathematical Model of IPMSM

The stator windings of a three-phase IPMSM are supplied by three phase voltages: \(v_a\), \(v_b\) and \(v_c\), which result in phase currents \(i_a\), \(i_b\) and \(i_c\). The voltage equations for the stator windings can be expressed as

\[
\begin{bmatrix}
v_a \\ v_b \\ v_c
\end{bmatrix} = R_s \begin{bmatrix}
i_a \\ i_b \\ i_c
\end{bmatrix} + \frac{d}{dt} \begin{bmatrix}
i_a \\ i_b \\ i_c
\end{bmatrix} \begin{bmatrix}
L_{sa} & L_{mab} & L_{mac} \\ L_{mab} & L_{sb} & L_{mcb} \\ L_{mac} & L_{mcb} & L_{sc}
\end{bmatrix} + \Psi_{PM} \begin{bmatrix}
\cos(\alpha_e) \\ \cos(\alpha_e - 2\pi/3) \\ \cos(\alpha_e + 2\pi/3)
\end{bmatrix},
\]

where \(R_s\) is the per-phase stator resistance, assuming that the windings are symmetric; \(\Psi_{PM}\) is the amplitude of the flux induced by the permanent magnets of the rotor in the stator phases; and \(\alpha_e = n_p \alpha_m\) is the electrical angle of the machine (see Figure 4), where \(n_p\) is the number of pole pairs and \(\alpha_m\) is the mechanical angle of the rotor. Furthermore, \(L_{mxy}\) represents the mutual inductance between two phases and \(L_{sx}\) denotes the self-inductance of the given phase.

In the case of IPMSMs, due to the rotor saliency, the effective air gap is not uniform around the circumference of the rotor. Therefore, the self- and mutual inductances are a function of the rotor position. Self-inductances can be given as [23]
\[ L_{sa} = L_{ls} + L_A + L_B \cos(2\alpha_e) \]
\[ L_{sb} = L_{ls} + L_A + L_B \cos(2\alpha_e - 2\pi/3) \]
\[ L_{sc} = L_{ls} + L_A + L_B \cos(2\alpha_e + 2\pi/3) \]  

(2)

where \( L_{ls} \) is the leakage inductance. \( L_A \) and \( L_B \) can be determined from the number of turns of the windings, the radius of the stator, the axial length of the air gap and the minimum and maximum air gap length, according to [23]. Mutual inductances can be expressed as

\[ L_{mab} = L_{mba} = -\frac{1}{2}L_A - L_B \cos(2\alpha_e - 2\pi/3) \]
\[ L_{mac} = L_{mca} = -\frac{1}{2}L_A - L_B \cos(2\alpha_e + 2\pi/3) \]
\[ L_{mbc} = L_{mcb} = -\frac{1}{2}L_A - L_B \cos(2\alpha_e) \]  

(3)

To eliminate the position dependency of inductance values and simplify the mathematical representation of the IPMSM, all the quantities given in the abc axes should be transformed first to an \( \alpha-\beta \) stationary reference frame (SRF), and after, to a d-q rotating reference frame (RRF) (see Figure 4).

Figure 4. Representation of the abc axes, \( \alpha-\beta \) SRF and the d-q RRF of a two-pole IPMSM.

The so-called Clarke transformation can be used to transform the abc phase quantities to the \( \alpha-\beta \) SRF:

\[
\begin{bmatrix}
  x_\alpha \\
  x_\beta
\end{bmatrix}
= \frac{2}{3} \begin{bmatrix}
  1 & -\frac{1}{2} & \frac{1}{2} \\
  \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} & 0
\end{bmatrix}
\begin{bmatrix}
  x_a \\
  x_b \\
  x_c
\end{bmatrix}
\]  

(4)

The quantities in the d-q RRF can be obtained with the help of the so-called Park transformation:

\[
\begin{bmatrix}
  x_d \\
  x_q
\end{bmatrix}
= \begin{bmatrix}
  \cos(\alpha_e) & \sin(\alpha_e) \\
  -\sin(\alpha_e) & \cos(\alpha_e)
\end{bmatrix}
\begin{bmatrix}
  x_\alpha \\
  x_\beta
\end{bmatrix}
\]  

(5)

Thanks to the Park transformation, the d axis aligns with the rotor magnetic flux, which eliminates the position dependency of the inductance values.

The resulting equations of the IPMSM in the d-q RRF can be given as

\[
v_d = R_s i_d + L_d \frac{di_d}{dt} - \omega_1 L_q i_q
\]
\[
v_q = R_s i_q + L_q \frac{di_q}{dt} + \omega_1 L_d i_d + \omega_1 \Psi_{PM}
\]  

(6)

where \( \omega_1 = \frac{d\theta}{dt} = n_p \Omega \) is the electrical angular frequency and \( \Omega \) is the mechanical angular speed of the machine. When utilizing a voltage source inverter (VSI) to feed the IPMSM, the control option is the voltage vector \( \mathbf{v} = [v_d \ v_q]^T \) in RRF that the VSI can produce by using a proper modulation scheme.

The equations of stator flux in the d and q axes are given as follows:
\[
\Psi_d = L_d i_d + \Psi_{PM} \\
\Psi_q = L_q i_q
\]

(7)

The \(d\) and \(q\) axis inductance can be also expressed as [24]

\[
L_d = L_{ls} + \frac{3}{2} (L_A - L_B) \\
L_q = L_{ls} + \frac{3}{2} (L_A + L_B)
\]

(8)

The \(M\) electric torque of the machine can be given as

\[
M = \frac{3}{2} P \left( \Psi_{PM} i_q + (L_d - L_q) i_d i_q \right)
\]

(9)

The dynamic equation for the mechanical speed of the machine is

\[
\frac{d\Omega}{dt} = \frac{1}{J} (M - M_{load} - B\Omega),
\]

(10)

where \(J\) is the inertia of the drive system, \(M_{load}\) is the loading torque and \(B\) is the viscous damping.

It should be noted that the machine parameters given in the equations above are not constant. The permanent magnet flux \(\Psi_{PM}\) as well as the \(L_d\) and \(L_q\) inductances are highly dependent on the \(i_d\) and \(i_q\) currents [25] as well as the temperature [26,27], rotor angle [28,29] and current angle [30]. Typically, to keep the complexity of the model within reasonable limits, only the current dependencies are taken into account during the control of the machine, since their effect is the most significant [31]. An improved \(d\)-\(q\) model for IPMSMs, where the effect of harmonic inductances as well as saturation and cross-saturation was taken into account, is introduced in [32]. The model presented in [29] also takes into account the effect of spatial harmonics and magnetic saturation near the effect of the rotor position. Paper [26] presents the inductance variation as a function of the temperature. An improved high-fidelity IPMSM mathematical model, verified by the finite element model, including saturation, cross-coupling and torque ripple, is introduced in [33]. A generalized machine model in RRF, which takes into account multiple saliencies, and a technique to obtain the position-dependent inductances, are proposed in [34]. The modeling of saturation and spatial harmonics using ANSYS Maxwell and Matlab Simulink software packages is introduced in [35].

The \(R_s\) stator resistance may also depend on the temperature as well as on the current and electrical frequency due to the skin and proximity effects [30,36]. Paper [36] takes into account the effect of the stator iron resistance in the mathematical model of the IPMSM for a more accurate control of the machine. The IPMSM models introduced in [29,33] also model the effect of the iron losses.

The current dependency of the motor parameters results that the electric torque of the machine is a highly nonlinear function of \(i_d\) and \(i_q\). Therefore, as it will be discussed in Section 4, special care should be given to generate the reference signals for the current or torque and flux control loops.

2.3. Operation Regions

In general, IPMSMs utilized in traction drives or in other field applications require constant torque performance at low speed and a constant power at higher speeds. The operating regions of the machine as the functions of mechanical speed \(\Omega = n_p \omega_1\) and electric torque \(M\) are illustrated in Figure 5a. In the constant-torque region, the nominal torque \(M_n\) cannot be exceeded permanently. Above the base speed denoted by \(\Omega_b = \omega_{1,b} / n_p\), the output torque of the machine must be reduced as the mechanical speed increases. Typically, the base speed is the nominal speed, where the machine is supplied by its nominal voltage [37]. The constant-power part of the torque–speed curve is also called the field (or
flux)-weakening (FW) region, since here, the magnitude of the stator flux drops below its nominal value as the voltage is kept constant and the electrical angular frequency increases.

In the case of an electric drive, the current and voltage constraints determined by the machine itself and/or the VSI feeding it (see next section) must be taken into account. Most commonly in the literature, the maximum allowable current \( I_{s,\text{max}} \) and maximum output voltage \( V_{s,\text{max}} \) of the drive-train are equated to the maximum stator current and stator voltage. Therefore, the electric constraints along the operation regions in the dq frame can be written as

\[
i_s = |i| = \sqrt{i_d^2 + i_q^2} \leq I_{s,\text{max}} \quad \text{and} \quad v_s = |v| = \sqrt{v_d^2 + v_q^2} \leq V_{s,\text{max}},
\]

where \( v_s \) and \( i_s \) denote the momentary amplitude of the stator voltage and the current of the machine, respectively. Typically, \( I_{s,\text{max}} \) and \( V_{s,\text{max}} \) are selected to be the rated current and voltage of the machine, respectively. However, it can happen that the VSI limits the maximum voltage below the rated voltage of the machine, for example, in the case of lower DC bus voltages.

While it is not strictly an electric constraint, expressing the momentary magnitude of the stator flux \( \Psi_s \) in a similar form to the electric constraints is handy for describing the different operation regions. By neglecting the stator resistance \( R_s \), it can be written as

\[
\Psi_s = \sqrt{\Psi_d^2 + \Psi_q^2} = \sqrt{(L_d i_d + \Psi_{\text{PM}})^2 + \Psi_q^2} \leq \frac{V_{s,\text{max}}}{\omega_1}
\]

To represent the operation regions of an IPMSM, another widely used approach is to present the working points of the machine on the \( i_d-i_q \) plane, as can be seen in Figure 5b. In such a plane, the constant-current loci are circles, the constant-flux-linkage loci are ellipses and the constant-torque loci are hyperbolas. In the \( i_d-i_q \) plane, the maximum allowable
current and voltage can be expressed by a current limit circle and a voltage limit ellipse, respectively. It should be noted that in the latter case, the length of the axes of the ellipse is inversely proportional to the actual electrical angular frequency \( \omega_1 \) (see Figure 5b). The machine should be operated in a working point, which is inside the boundaries determined by both the current limit circle and the voltage limit ellipse.

Efficiency is one of the most important aspects of modern electric drives. An extensive number of papers have been published in the literature on how to control IPMSMs to obtain maximum efficiency. Paper [38] offers a detailed overview about the different techniques of how to generate the optimal reference signals for the current or the torque/flux loop. In general, the operating regions that maximize efficiency can be divided in to four regions: maximum torque per ampere (MTPA), which is equivalent to the commonly named maximum torque per current region (MTPC); field weakening (FW); maximum current (MC); and maximum torque per voltage (MTPV). These four regions are denoted in Figure 5a,b. It should be noted that the MC and MPTV regions are actually part of the FW region, but in these regions, the drive operates at its voltage and current limits (MC) or at its voltage limit (MPTV).

The MTPA (MPTC) strategy aims to minimize copper losses in the constant-torque region (see Figure 5a). The MTPA method has been deeply investigated in several papers [38–40] (see later Section 4). Therefore, many different mathematical derivations of the optimal trajectory in the \( i_d-i_q \) plane have been introduced over the past few decades. The MTPA trajectory, where the ratio of torque and current is maximized for any operating condition, can be found by searching for the minimum of the function of the electric torque expressed with the help of the d and q axis current components. The MTPA trajectory can be seen in Figure 5b. It should be noted that this trajectory corresponds to the tangent points of the constant-torque loci and constant-current circles. In a steady state, the endpoint of the MTPA trajectory is determined by the intersection point of the current limit circle and the voltage ellipse circle at the base angular frequency \( \omega_{1,b} = n_p \Omega_n \) (see Figure 5a and point A in Figure 5b). It should be noted at this point that the machine operates both at \( V_{s,max} \) and \( I_{s,max} \).

To operate the machine at its current and voltage limit at increasing mechanical speed, the MC strategy can be used to obtain the maximally feasible torque. The optimal current trajectory can be acquired on the \( i_d-i_q \) plane by determining the the intersection points of the current limit circle and the voltage limit ellipses at different angular velocities (see Figure 5b). In this region, \( i_d \) increases toward a negative direction and \( i_q \) decreases. The theoretical maximum speed belongs to the working point when \( i_d = I_{s,max} \) and \( i_q = 0 \). The magnitude of the stator flux at this point can be expressed from (7) as \( \Psi_{s,min} = \Psi_{PM} - L_d i_d = \Psi_{PM} - L_d I_{s,max} \). Assuming that \( \Psi_{s,min} \) is positive (\( \Psi_{PM} > L_d I_{s,max} \)), the mechanical speed belonging to this point can be estimated by using (12) as \( \Omega_{max} = \frac{V_{s,max}}{(\Psi_{s,min} n_p)} \). At this speed, both the torque and the power of the machine are zero.

If \( \Psi_{PM} < L_d i_d \), then the center point of the voltage limit ellipse can be found inside the current limit circle, as shown in Figure 5b. For this situation, the current vector trajectory moves along the current limit circle only up to the critical speed \( \Omega_{cr} = n_p \omega_1,cr \) (see Figure 5a and points B in Figure 5b). At this speed, the current limit circle intersects the voltage limit circle belonging to \( \omega_{cr} \). Above \( \Omega_{cr} \), the machine is operated at the so-called MTPV trajectory. The MTPV curve, where the ratio of torque and voltage is maximized, can be found by searching for the minimum of the function of the electric torque expressed with the help of d and q axis flux components from the voltage constraint. The MTPV trajectory on the \( i_d-i_q \) plane is formed by the intersection points of the constant-torque loci and the voltage limit circles. As can be seen in Figure 5b, for this region, \( i_d \) increases toward the positive direction and \( i_q \) decreases. Theoretically, if the speed approaches infinity, the d and q axis currents approach \( i_d = -\Psi_{PM}/L_d \) and \( i_q = 0 \) (see point C in Figure 5b). The current value \( -\Psi_{PM}/L_d \) is also called as characteristic current in the literature.

In some papers, a fifth operation region, called maximum torque per flux (MTPF), is also distinguished compared to the ones discussed so far [38]. MTPF can be an alternative...
strategy to MTPV of the high-speed operation of IPMSM, and its practical implementation can be useful in the case of the direct torque control scheme (see later). Typically, this approach provides a reference current vector with greater magnitude than the MTPV strategy. The MTPF trajectory, where the ratio of torque and flux is maximized, can be found by searching for the minimum of the function of the electric torque expressed with the help of the d and q axis fluxes. It should be noted that as the electrical angular frequency $\omega_1$ approaches infinity or the stator resistance is very small, the MTPV trajectory converges to the hyperbola of MTPF.

Table 1 summarizes the equations of the MPTA, MTPV and MTPF trajectories on the $i_d$-$i_q$ plane. It is important to note that these equations are obtained from the equation given in the previous subsection by assuming steady-state operation and by neglecting the effect of stator resistance.

**Table 1. Equation of MPTA, MTPV and MTPF trajectories in the $i_d$-$i_q$ plane.**

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>Equation $i_d$</th>
<th>Equation $i_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPTA $^1$</td>
<td>$i_{d,MPTA} = \frac{-\Psi_{PM}}{\pi L_d - L_q} + \sqrt{\frac{i^2_{q,MPTA} + \Psi_{PM}^2}{4(i_d - L_q)}}$</td>
<td>$i_{q,MPTA} = \sqrt{\frac{4}{i_d - L_q} - i^2_{d,MPTA}}$</td>
</tr>
<tr>
<td>MTPV $^1$</td>
<td>$i_{d,MTPV} = -\frac{\Psi_{PM}}{L_d} + \frac{-L_d\Psi_{PM} + \sqrt{(L_q\Psi_{PM})^2 + 4L^2_d\Psi_{PM}(L_d - L_q)^2}}{2(L_d - L_q)}$</td>
<td>$i_{q,MTPV} = \frac{\sqrt{\frac{4}{L_d - L_q} - i^2_{d,MTPV}}}{L_d}$</td>
</tr>
<tr>
<td>MTPF $^2$</td>
<td>$i_{d,MTPF} = -\frac{\psi_{PM}}{L_d} + \frac{-L_d\psi_{PM} + \sqrt{(L_q\psi_{PM})^2 + 4L^2_d\psi_{PM}(L_d - L_q)^2}}{4L_d(L_d - L_q)}$</td>
<td>$i_{q,MTPF} = \frac{\sqrt{\frac{4}{L_d - L_q} - i^2_{d,MTPF}}}{L_d}$</td>
</tr>
</tbody>
</table>

$^1$ The equation of the trajectories are expressed either as $i_d = f(i_q)$ and $i_d = f(i_q)$ $^2 \Psi_s = V_{s,max}/\omega_1$.

Figure 6 shows the effect of the change in machine parameters on the MPTA and MTPV curves as well as on the voltage ellipse (denoted as VE in the figure). The effect of the parameters on the MTPA and MPTC curves are deduced from the equations given in Table 1. The VEs are drawn based on the article [41], where a general form for their calculation is introduced.

The effect of the voltage drop caused on the voltage ellipse due to stator winding resistance is shown in Figure 6a. It can be seen that the orientation of the voltage ellipse shifts. This causes the $\Omega_d$ base speed of the machine to change compared to the calculation neglecting stator winding resistance. Figure 6b presents the effect of the variance of $L_d$ on the curves. It can be seen that if $L_d$ increases, the gradient of the MTPA curve also increases. Furthermore, if $L_d$ increases, the characteristic current $-\Psi_{PM}/L_d$ decreases, which moves the MTPV trajectory and the VE center closer to the origin. If $L_d$ decreases, the characteristic current moves towards the current limit circle. Furthermore, the voltage ellipse major axis shrinks or widens accordingly. Figure 6c shows the effect of the variance of $L_q$ on the curves. It can be seen that $L_q$ does not influence the position of the MTPV and VE trajectory equations. According to the equations given in Table 1, if $L_q$ increases, the trajectory curve slope decreases. The VE is influenced in direction of its semi-major axis. If the permanent magnet flux increases, the gradient of the MTPC and MTPV trajectory increases. Furthermore, the characteristic current moves towards the current limit circle, which also shifts the VE curves in this direction. Figure 6 clearly presents the complexity of controlling IPMSM drives under varying machine parameters.
2.4. Voltage Source Inverters

Most commonly, IPMSMs are fed from a VSI, which generates switched voltage waveforms at its output phases with a fundamental voltage component with adjustable frequency, phase and amplitude that match the desired reference voltage generated by the control loop of the drive. Even though the output voltage is a switched signal, the output phase currents are usually close to sinusoidal for electric machines.

The most common and popular solution for three-phase IPMSM drives is the two-level VSI (2L-VSI) (see Figure 7a). It consists of a DC link capacitor, which provides more-or-less-constant DC bus voltage, and two active transistors per phase with their respective antiparallel diodes. 2L-VSI can generate six active voltage vectors in the space vector modulator (SVM) scheme is utilized in this region. The harmonics of the output voltage are located in the high-frequency range around the switching frequency and its integer multiples. This results in a very good harmonic performance if the switching and fundamental frequency ratio is sufficiently large. The amplitude of the fundamental output voltage can be further increased by entering the so-called overmodulation range. The operation of the IPMSM drive in this range requires considerable attention, because the linear relationship between the reference signal and the output fundamental voltage ceases to exist. Furthermore, in this region, the effective switching frequency decreases and the level of harmonic distortion increases gradually due to the lower-frequency harmonics. The SVM method can be also

![Figure 6. Effect of the change in machine parameters on the MTPA and MTPV curve and the voltage ellipses (VE): (a) effect of stator winding resistance; (b) effect of changing \( L_{d} \); (c) effect of changing \( L_{q} \); (d) effect of changing \( \Psi_{PM} \).](image-url)
used with appropriate modifications, as was demonstrated in [42]. The upper boundary of the overmodulation range is called the six-step mode, where the inverter outputs the maximum achievable voltage $V_{1,\text{max}} = \sqrt{2/\pi} V_{\text{DC}}$.

There are so-called discontinuous PWM methods, which are widely utilized, especially in the upper part of the linear and even in the overmodulation region. These techniques have the advantage of reducing the number of switchings, and therefore, the switching losses of the transistors. Paper [43] offers an experimental comparison between different PWM schemes for a 2L-VSI-fed IPMSM drive. So-called programmed modulation techniques can also be utilized to control VSIs. In this case, the overall approach to define the switching times is based on the minimization of a suitable cost function, which typically represents system losses. These optimized pulse patterns can have superior harmonic performance at low switching to fundamental frequency ratios [44]. Typically, the switching instants are calculated offline, and they are stored in look-up tables (LUT) as the function of the modulation index and frequency ratio.

The classic 2L-VSI topology has certain limitations. The output phase current has a low total harmonic distortion (THD), and it is close to the ideal sinusoidal signal if the ratio of applied switching frequency and the synchronous electrical frequency of the machine is a high number. Typically, a high number of pole pairs are preferred for IPMSMs for traction drives to increase the torque capability of the machine. It can result in high synchronous frequency (up to 1 kHz) [16] around the rated speed and in the field weakening region. The thermal limitation of silicon-based transistors restrains the switching frequency, which can result in a low-frequency ratio around or above the rated speed of the machine. It causes a higher distortion in the current and a far more unfavorable harmonic spectrum, both of which increase the losses significantly. One possible solution to overcome this problem and increase the achievable switching frequency is to use advanced semiconductor devices such as silicon carbide (SiC) and gallium nitride (GaN), which have wide-bandgap properties [45,46]. These devices offer a number of benefits over conventional silicon transistors, like a reduction in switching losses, smaller size of heat sinks, the possible elimination of the snubber network and lower dead-time distortions. Paper [45] demonstrates that a higher efficiency can be obtained by using GaN transistors instead of silicon-based IGBT for a PMSM drive fed from 2L-VSI. The conducted common-mode electromagnetic interference emission of motor drives is investigated and quantified for a 2L-VSI-fed motor drive using GaN and SiC transistors in [46]. However, there are disadvantages to utilizing GaN devices, such as the ringing phenomenon caused by the very quick $dv/dt$ and $di/dt$. These are investigated thoroughly for IPMSM drive systems in [47]. Paper [48] introduces an analytical loss formulation to predict the efficiency of SiC-based 2L-VSI, which takes into account the influence of the harmonic distortion of the
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**Figure 7.** Circuit diagram and voltage vectors of 2L-VSI and modulation ranges. (a) Circuit diagram of 2L-VSI. (b) Voltage vectors of 2L-VSI and modulation ranges.
current on the conduction losses, the impact of the output parasitic capacitances and the deadtime on the switching losses.

Another option to overcome the lower harmonic performance of the drive at a low-frequency ratio is to apply multilevel voltage source inverter (ML-VSI) topology. Utilizing ML-VSIs allows for the reduction of harmonic distortion and electromagnetic interference, and switches pressure on the transistors due to lower $dv/dt$ and $di/dt$ values. The most popular multilevel topologies to supply IPMSM drives are neutral-point clamped (NPC) [49,50], capacitor-clamped or flying capacitor [51] and cascaded H-bridge inverters [52]. Paper [53] reviews the different ML-VSI topologies and examines their benefits and drawbacks from different aspects. Recently, increasing attention has been paid to reduced-switch-count ML-VSI topologies. A detailed survey about the different reduced-switch-count inverters can be found in [54].

In some applications of IPMSMs, such as fans and pumps, where compactness and price competitiveness are more important than precise control, single-phase 2L-VSIs, also called three-phase four-switch (TPFS) inverters, are also applied [55]. A control strategy using a single current sensor is introduced in [56]. Paper [57] proposes a novel TPFS topology with a flying capacitor.

For electric vehicles and propulsion systems, the concept of integrated motor drives, where the motor and its corresponding inverter and control equipment are integrated to take up less space and to eliminate the lengthy cable connection between the machine and the inverter, can be a feasible solution. Paper [58] offers a detailed overview about the technologies related to the integrated motor drive concept.

In the case of open winding IPMSMs, the neutral point of the typically star-connected IPMSM is opened, which allows one to supply the machine from two independently controlled 2L-VSI with common or independent DC source(s) [30]. The operating capabilities and limits of this type of IPMSM drive are summarized in [30]. Paper [59] presents the control strategy along with the proper modulation scheme for an open winding IPMSM used in a premium-class electric vehicle.

3. Control Techniques of IPMSM Drives

A proper control approach is essential for high-performance electric machines. Generally, two main concepts are utilized for IPMSM drives. In the first approach, the $d$ and $q$ axis stator current components are controlled in the dq frame. A general block diagram can be seen in Figure 8a. For this control structure, the measured phase currents are transformed to the dq frame using the measured electric angle of the machine. The controller generates the reference voltage components $v^*_d$ and $v^*_q$ to force the measured $i_d$ and $i_q$ currents to follow their respective reference signals $i^*_d$ and $i^*_q$. The reference current signals are calculated based on the torque reference $M^*$ and the actual electrical frequency $\omega_1$. During the calculation, the actual operating mode as well as the current and voltage constraints should be taken into account, as was discussed previously. The reference torque can be set externally or it can be produced in a cascade fashion from an outer speed loop to force the actual mechanical angular frequency $\Omega$ to track the reference speed $\Omega^*$. The reference voltage components $v^*_a$ and $v^*_b$ are transformed back to the abc frame to produce the reference signals for the PWM unit of the VSI. Most commonly, the current controllers—as well as the external speed controller—are linear PI type controllers, and this method is referred to as vector control, or most commonly, field-oriented control (FOC). However, as will be presented later, this control approach can be realized by other types of controllers as well.

In the second control approach, the electric torque is controlled directly, along with the stator flux. A general block diagram can be seen in Figure 8b. Typically, this control approach operates in the $a\beta$ frame. It should be noted that there are also approaches that operate in the dq frame. As the measurement of the electric torque as well as the stator flux is costly and complex, their actual values are estimated using the mathematical model of the IPMSM from the demanded voltage and the measured actual current values. The torque $M^*$ and flux $\Psi^*_s$ reference signals are calculated from an external torque reference $M^*_{ext}$.
which can be the output of an external speed loop, as well as the actual electrical frequency $\omega_1$. During the calculation, the actual operating mode as well as the limitations should be taken into account. Most commonly, hysteresis-type controllers and LUTs are used for the torque and flux controllers, and this method is referred to as direct torque control (DTC). The conventional DTC scheme offers advantages like simple structure, higher robustness against parameter mismatch and fast response. However, there are a few disadvantages of the approach, such as high torque and flux ripples and variable-switching frequency. To overcome these problems, typically, a PWM modulator is applied, and this approach is realized by other types of controllers.

As was mentioned previously, the classic FOC and DTC use PI-type and hysteresis-type controllers, respectively. While both methods have certain advantages, each of them has its own deficiencies and limitations, which can degrade the overall performance of the drive. In the literature, many other types of controllers are utilized to control the current or the flux/torque of IPMSMs to overcome these limitations and improve performance.

In control theory, the controllers can be classified according to several aspects. In this review paper, the most commonly used control approaches used for IPMSM drives are grouped as linear, nonlinear, predictive, robust, intelligent and adaptive (see Figure 9). In the following, each group will be discussed in more detail. It should be noted that the different control methods are also used in combination with one other. For example, model predictive control is used to control the current of the IPMSM machine, while the outer speed loop, which provides the reference current signal, utilizes a linear PI-type controller. Also, hybrid-type controllers can be obtained with the combination of different approaches. For example, sliding mode control is coupled with backstepping control to control the speed and the current of the machine, as presented in [60]. Recently, increasing attention has been paid to dual-stage control strategies, which combine the advantages of different control approaches by commutating between them. For example, model predictive control can have a fast closed-loop dynamic performance, but FOC using a linear PI controller has a good steady-state performance. Depending on the deviation of the state variables from the reference signals, the dual-stage controllers switch between the algorithms [61].
The IPMSM is a complicated nonlinear multivariable system with online variations of system parameters, like inductance saturation or temperature dependency. Nevertheless, even linear control techniques can be applied to obtain high-performance drive systems.

3.1. PI Controller

Most commonly, a proportional–integral (PI) controller is considered for current controlled electrical drives (see Figure 8a), as it is the most well-established solution for the current regulation and speed regulation. It offers advantages, like simple structure, fair robustness and high reliability. However, for proper operation, the controller gains should be tuned with special care. As can be seen in (6), there is cross-coupling between the d and q axis equations. Typically, during the design of the linear PI controller, these terms are not taken into account, and a linear, one-energy storage element model is assumed for the design of the current loop. These cross-coupling components are decoupled by adding their estimated value to the output of the controllers.

Although in practice, the controller parameters are often determined empirically by trial and error, many techniques for the calculation of gains have been developed in the literature. Paper [62] presents a classic, textbook design methodology based on magnitude and symmetrical optimum to design the controller gains of the current as well as the outer speed loop by using continuous transfer functions. The focus of the paper was put on the achievable control bandwidth, dependant on chosen design parameters such as sampling rate, sampling strategy, and filter constants. Paper [63] introduces a simple rule of thumb to achieve nearly the minimum settling time in combination with negligible overshoot, even when the effect of computational delay is taken into account. An overview of common tuning rules is introduced and some general recommendations for the calculation of the gains are proposed in [64]. An automatic control loop tuning method for IPMSMs is presented in [65]. This method can estimate the electrical and mechanical parameters of the drive to calculate the controller gains.

In the case of an IPMSM with a high-rated frequency, the low value of the controller sampling frequency and the fundamental frequency can deteriorate the performance of the drive, or even can cause stability issues. Paper [66] provides design guidance for the digital controller to overcome the issue caused by the low-frequency ratio. A similar issue appears in high-power drives, where the limited switching (sampling) frequency causes a low-frequency ratio, even at standard fundamental frequencies. The method
using an active damping function along with a current predictor proposed in [67] also addresses the problem caused by the low-frequency ratio, and can improve the disturbance rejection capability. In the case of active damping, a virtual resistance feedback is used to increase the stiffness of the current loop. It provides a similar effect like increasing the physical resistance of the machine. The time delay introduced into the feedback path creates difficulties for the current controller using active damping. Paper [68] suggests a novel structure along with a gain-setting procedure to overcome the issue caused by the time delay. Papers [67,68] use complex vector current controllers. This control concept, introduced in [69], simplifies the current loop and offers a better dynamic decoupling and parameter robustness compared to the traditional structure, where the d and q axis current are controlled separately.

As in most cases, the design methods of the controller gain are based on the machine parameters; the control performance of linear PI-type controllers can deteriorate in the presence of parameter mismatch. Parameter mismatch can occur due to inverter nonlinearities, temperature change and saturation. Therefore, it is necessary to design high-precision controllers with robustness to disturbances in the drive systems. Various methods have been proposed recently to overcome problems caused by the parameter uncertainties, like online parameter estimation [70–74], using the disturbance observer [75,76] or the previously mentioned active damping technique [67,68].

An overview of offline and online parameter identification methods for PMSM drives is given in [70]. Paper [71] proposes a method for the torque control of an IPMSM, which injects a sinusoidal disturbance current in the d axis. From the response, the actual value of $R_s, L_d, L_q$ and $\Psi_{PM}$ can be estimated effectively using recursive least-squares algorithm. A parameter estimation method based on affine projection algorithms combined with adaptive PI controllers is introduced in [72]. In addition to the machine parameters, the method estimates the actual value of the loading torque as well. Paper [73] also presents an affine projection-based parameter estimation method with a faster convergence rate. Furthermore, the technique does not need any prior exact value of machine parameters. An online parameter estimation technique based on current injection and recursive least-squares algorithm is introduced in [74]. The paper also replaces the conventional PI controller to improve the performance and the bandwidth of the current loop to a neural-network-based PID control with a real-time learning algorithm.

A survey about techniques to estimate and attenuate different disturbance or uncertainty in PMSM drives is given in [75]. A high-order disturbance observer combined with a PI controller to regulate the speed of PMSMs is presented in [76]. The method effectively estimates the load torque as well as the disturbances caused by cogging torque and electromagnetic noise.

PI controllers in the current loop are designed to control the fundamental current vector, or in other words, the average value of the d and q axis current components. Due to the switching nature of the VSI, the stator currents—both in the abc, αβ and dq coordinate systems—contain high-frequency ripples. The time instant of the current sampling plays a decisive role for the exact acquisition of the fundamental waveform. Therefore, it has an important role on the performance of the control loops. Typically, carrier-based PWM techniques, like SVM, are utilized for current control with PI-type controllers. The phase currents are sampled at the negative, positive or both peaks of the carrier signal. In an ideal case, it results in ripple-free current signals for the controllers. This concept works well in the linear modulation range (see Figure 7b). It should be noted, even in this region, that switching noise and parasitic oscillations can introduce sampling errors. Paper [68] proposes a method where the effect of the ripples in the sampled current are avoided by oversampling. If the drive enters the overmodulation region (see Figure 7b), additional current harmonics appears in the sampled signal, which deteriorates the performance or can even cause stability problems. One possible solution to overcome the problem is to limit the operation of the VSI in the linear modulation range, but it results in a suboptimal utilization of the inverter [77,78]. Another approach is to use the current controller only
in the linear modulation range and apply the voltage angle control method to utilize the overmodulation range [79]. The clear disadvantage of this method is the limited dynamic performance. Another possibility to eliminate the harmonics in the sampled current is to use low-pass filtering in the feedback path [80]. While this method solves the problem caused by harmonic currents, it also limits the bandwidth of the current controller. Another approach is to estimate the harmonic current by using a mathematical model [81]. Then, the estimated harmonic current can be subtracted from the measured signal to obtain the ripple-free fundamental current components. This approach works properly in a steady state, but causes problems during transience due to the inherent dynamics of the estimator algorithm. Paper [82] proposes a simple structure taking into account the nonlinearity in the overmodulation region for IPMSM drives. It directly uses the measured currents; therefore, there is no need for either filtering or harmonic current estimation. The scheme proposed in [79] can realize the operation of the IPMSM in the overmodulation region, even for a six-step operation.

3.1.2. State Feedback

State feedback control (SFC) uses the state vector, which contains the state variables of the plant, to compute the control action to obtain a specified dynamics. This control approach is a widely used technique for the controlling of switching-mode power electronics converters, like DC/DC converters. Although this is a less widely used method for controlling electrical drives, especially IPMSMs, it can be a feasible alternative approach, as demonstrated in several papers [83–90]. As there is only one controller in this structure for all state variables, the typical cascaded structure—inner current loop and outer speed loop (see Figure 8)—can be omitted, and the drawbacks of the cascaded structure can be overcome. The main drawbacks of the SFC technique are the more complex control design procedure and the lack of constraints in the control algorithm. To mitigate the latter deficiency, a model predictive approach is introduced in [83], which can limit selected state variables.

During SFC control of IPMSMs, the state-space representation of the machine is required. Typically, the \( i_d \) and \( i_q \) current components and the \( \Omega = P \omega_1 \) mechanical speed are selected as state variables, and they form the state vector \( x \), while the input vector \( u \) contains the \( v_d \) and \( v_q \) voltage components [91]. The state space model can be obtained using the Equations (6), (9) and (10). These equations describe a nonlinear system. Therefore, the nonlinear IPMSM model should be linearized for a given operating point, as given in [84]. The SFC provides optimal control only in the close vicinity of the working point. To overcome this problem, papers [85,87] linearize the nonlinear mathematical model of IPMSM by means of the quadratic linearization method, which is able to linearize systems with various operating points without introducing any singularity points.

It should be noted that the linearized IPMSM model is a type 0 system, so the SFC in a closed-loop application does not eliminate the steady-state error. For this reason, an integral term should be added, which entails the introduction of new state variable(s) in the state vector and results in an augmented state space model [86,87]. A general block diagram of SFC for IPMSM with integral action can be seen in Figure 10a, with the notations widely used in the literature. The dashed line indicates a reference feedforward compensation, which may be necessary, as demonstrated in [88] for the current control of IPMSM using SFC.

As was mentioned, in the case of SFC, the state variables of the system are fed back through a feedback gain matrix, most commonly denoted by \( K \) (see Figure 10a). Several methods exist to calculate \( K \). For example, by knowing the location of the desired poles of the closed-loop system, the pole placement technique can be used [88]. The main drawback of the pole placement technique is that the proper location of poles usually requires expert knowledge and seems to be a challenging task for an IPMSM machine. The pole placement technique for the torque control of IPMSM is utilized in [89]. The paper applies a novel coordinate system to control the amplitude and the phase of the voltage with
an SFC combined with linear PI controller. A widely used technique for IPMSM machines to calculate $K$ is based on the linear quadratic regulator (LQR) approach. The LQR is an optimal control method that aims to minimize the cost of a quadratic function. The designer can weigh which states and which inputs are more important in the control action to seek for appropriate transient and steady-state performances. For the LQR approach, the selection of $Q$ and $R$ matrices is necessary and plays an important role. The $Q$ matrix contains weights that penalize the deviations of the state variables from the desired state, while $R$ contains the weights that penalize the control effort. The calculation of $K$ from a given $Q$ and $R$ matrices using the solution of the so-called algebraic Riccati equation is described in [84,87]. Paper [90] proposes and compares two nature-inspired optimization algorithms to obtain $Q$ and $R$ matrices. For the same goal, particle swarm and gray wolf optimization techniques are used in [85,86], respectively. Paper [92] proposes an augmented state space model of a PMSM containing the information of periodic disturbances. As the new state variables cannot be measured directly, a disturbance observer is utilized. An LQR-based control is proposed, which can achieve the successful suppression of the periodic disturbances and can improve the performance of the drive.

According to the findings of the authors, only a few articles, like [87,89] demonstrate the operation of the proposed SFC-based approach in the overmodulation range. This is because in the overmodulation region, as it was discussed previously, the feedback signals contain low-order harmonics, and the feedback gains should be most likely drastically modified, which can deteriorate the control performance. This problem can be solved by using some other control strategy in this region or limit the operation to the linear modulation range.
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According to the findings of the authors, only a few articles, like [87,89] demonstrate the operation of the proposed SFC-based approach in the overmodulation range. This is because in the overmodulation region, as it was discussed previously, the feedback signals contain low-order harmonics, and the feedback gains should be most likely drastically modified, which can deteriorate the control performance. This problem can be solved by using some other control strategy in this region or limit the operation to the linear modulation range.
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Paper [94] proposes an FBL control for IPMSMs. The paper introduces a generalized linearization model of an IPMSM, and the Hamiltonian of optimal control theory is applied to achieve an optimal control for a wide speed and torque range. A FBL control approach is utilized for the inner current loop for an IPMSM drive with capability to work even in the field-weakening region in [95]. In the paper, the Lie differential operation is performed on the state vector and SFC control is used. The feedback gain matrix is calculated using the pole placement technique. An FBL controller is suggested in [96] for the DTC of an IPMSM. The proposed method can take into account the maximum voltage of the inverter as a constraint. Furthermore, the Hamiltonian of optimal control theory is combined with an improved firefly algorithm for the calculation of the controller parameters. Papers [97,98] also present the design methodology for the DTC of IPMSMs using FBL. It is verified in both papers that a faster torque response, smaller torque ripple and lower stator flux ripple can be obtained compared to the conventional DTC approach using an SVM modulator, even at lower operational speed, where the classic DTC approach is affected by unwanted field-weakening phenomena.

3.2.2. Sliding Mode Control

Sliding mode control (SMC) is an efficient approach for controlling complex nonlinear systems having uncertain dynamics and disturbances. SMC has two parts: a reaching/control law and the sliding surface. The reaching law forces the system states to reach the sliding surface.

SMC methods can be classified into two groups, depending on whether they use a linear or nonlinear sliding surface [99]. The linear sliding mode surface, where the surface is the linear function of the system states, is commonly used as it is simple and convenient, and the design of its parameters is relatively easy. However, techniques using linear surfaces can cause nonuniform performance and large chattering. Nonlinear-sliding-surface-based methods, like terminal [100] or integral SMC [101], have advantages like better handling of model uncertainties and disturbances and the characteristics of gradual convergence. However, they can also exhibit chattering phenomenon. Terminal SMC can improve the speed of convergence, but the tracking error converges slowly when it is distant from the equilibrium compared to linear SMC. Furthermore, it has a singularity problem near the equilibrium point. A nonsingular terminal SMC is introduced in [102], while a so-called fast terminal SMC method, which solves the issue of the slower convergence rate far from the equilibrium point, is proposed in [103]. Integral SMC is another widely used nonlinear technique, where an integrator is used to eliminate the steady-state error [104]. An adaptive integral SMC with fractional sliding surface is used in [101]. While the suggested controller provides a robust performance, the system no longer has reduced-order characteristics on the sliding mode surface, which makes the calculation complicated. To combine their respective advantages, fast integral terminal SMC techniques are proposed for the speed control of IPMSM in [105,106]. Both methods utilize a disturbance observer as well.

The major disadvantage of SMC techniques is chattering, which makes it difficult to apply SMC in practice for drive systems. The main source of the chattering is that although the reaching law forces the system states to reach the sliding surface, it is hard to keep them on the surface with zero error. The states of the system constantly pass both sides of the sliding surface, resulting in unwanted chattering. Therefore, the key for proper operation of SMC techniques is the reduction of this chattering phenomenon [107]. The reaching law contains the switching function, which results in chattering. If the gain of the switching function is set to a larger value, then the SMC is more robust and can compensate disturbances, but it can also lead to a high-frequency chattering. The smaller value of the switching gain reduces the system chattering, but also the level of robustness against disturbances, and can increase the reaching time. Therefore, gain selection plays an important role. Paper [108] proposes a method that tunes the switching gain online using an adaptive method. The chattering phenomenon can also be alleviated by applying more advanced reaching laws. A novel exponential reaching law is proposed in [109] to
improve the robustness against machine parameter variations. A modified and simple-to-implement exponential reaching law is introduced in [110] for IPMSMs considering the effect of magnetic saturation. A reaching law, which includes the system variable and the power term of sliding surface function, is presented in [111]. A novel adaptive reaching law with terminal SMC is proposed in [107], which provides a better performance than SMC using the conventional exponential reaching law.

The effect of the problem caused by the chattering can be also minimized by using a disturbance-observer-based feedforward compensation technique. Its advantage is that the switching gain can be significantly reduced while maintaining the ability to resist unknown disturbances [104,112]. A general overview about disturbance-observer-based control techniques can be found in [113]. A super-twisting SMC control with a support vector regression disturbance observer is presented in [99]. A novel adaptive reaching law with terminal SMC is proposed in [107], which provides a better performance than SMC using the conventional exponential reaching law.

It should be noted that the SMC approach is predominantly used only for the speed control of IPMSMs, like [99,105–108,111,112]. Typically, SMC provides the reference signals for the inner current loops, which use conventional linear PI controllers. There are also papers where not only the speed but also the d and q axis currents are controlled by SMC, like [60,100,101,114,115]. Paper [114] uses separate SMC for the speed, torque and flux controller for a surface-mounted PMSM. The approach used in the paper can also be used for the control of an IPMSM. A high-order SMC coupled with backstepping control (see next section) is introduced in [60] for the speed and current control of IPMSMs.

### 3.2.3. Backstepping

One direct way to design a controller for nonlinear systems like IPMSM is to apply the Lyapunov stability theory [116]. However, finding a suitable control Lyapunov function is a challenging problem for nonlinear control systems. The backstepping control, which was developed in the early 90s, is a recursive design procedure. A virtual control variable is obtained in each step to make the initial high-order system uncomplicated. Consequently, the final control signals can be acquired gradually by means of appropriate Lyapunov functions [117]. The method guarantees global asymptotic stability of strict feedback systems and can effectively control uncertain nonlinear systems. It is a practical tool to overcome the deficiencies of the feedback linearization approach.

Recently, the backstepping control method has attracted much attention for electrical drives because it is easy to combine with adaptive parameter estimation techniques to weaken the influence of system uncertainties [118]. Furthermore, in the case of the current control of IPMSM, it can achieve the complete decoupling between d and q axes. An integral action to remove constant steady-state error, can be included in backstepping control, either by parameter adaptation or augmented by state variables by a new integrated state variable.

The major limitation of backstepping control is that there is no standard approach to tune the parameters. According to the Lyapunov function, only the lower limit of each parameter can be obtained, but the exact value of parameters cannot be determined. During the control design, the parameter selection can only be realized by experience and trial and error. Furthermore, typically, the parameters of a backstepping controller are selected to be a fixed constant value, which limits the dynamic performance. To overcome this problem, some intelligent or adaptive logic is applied, which adjusts the parameters online.

Direct torque control of IPMSM using backstepping control is presented in [119]. As the exact value of the machine parameters has an impact on the performance of the control, a recursive least-squares method identification is also applied. An integral backstepping control approach is compared with a PI-type control-based current control of IPMSMs by an experimental test in [120]. The paper demonstrates the feasibility of the backstepping control approach. Paper [118] proposes an adaptive, integral backstepping control for
IPMSMs, where the integral of the d and q axis current errors are introduced in the control law. The application of adaptive weight particle swarm optimization is presented to optimize the parameters of the controller. An adaptive backstepping speed controller design method is introduced for surface-mounted PMSMs in [121] in the presence of parametric uncertainties. The method uses only the lower and upper bounds of the machine parameters, and the optimal control gain is determined by solving an optimization problem under bilinear matrix inequality constraints. An adaptive backstepping controller with a novel load torque update law is presented in [122].

The backstepping algorithm can be used not only for control, but also for estimation purposes. A discrete time SMC to control the current of an IPMSM is introduced in [115], where the applied disturbance observer is based on the backstepping approach.

3.2.4. Gain Scheduling

The gain scheduling technique is a widely utilized method for controlling nonlinear systems with varying operating conditions. The approach is utilized, when the calculated controller gains do not provide the desired performance and stability for the entire operating region of the system. Gain scheduling is not a stand-alone control method. It is typically used together with other control strategies—typically linear PI controllers or SFC—to calculate or modify the controller gains during operation.

The controller gains for LQR control are calculated using gain scheduling in [84]. Paper [123] utilizes the gain scheduling concept for the speed control of IPMSMs using SFC. An approximated linear model is developed for the machine, and the controller gains are calculated for various operating points. Then, a scheduling scheme is obtained to form a nonlinear controller that can cover the drive system in the entire operating range. A gain scheduling approach for the determination of the controller gains of the PI controllers is introduced in [124].

3.2.5. Hysteresis Control

The operation of hysteresis control (HC) is as follows: every time the error between the reference and controlled state variable crosses either the positive or negative hysteresis band’s boundary, the controller creates a significant change in the output signal, which forces the error back towards the hysteresis band. The main advantages of the HC technique are related to its simple implementation, quick dynamic response and high level of robustness [125]. The method can be easily adopted to control the current, the torque or the flux of an electric machine.

As it was mentioned previously, the conventional DTC scheme originally utilizes HC and a Look-up table (LUT) to generate the switching signals. However, this approach has the significant disadvantages of high torque and flux ripples and varying switching frequency [126]. These problems can be overcome either by using other control approaches or by using a more sophisticated HC technique. Paper [49] proposes a two-level HC for the flux control and a four-level HC for a 3L NPC VSI. The proposed algorithm utilizes the average value of the torque error without requiring speed information. As was demonstrated, the method attains the advantage of conventional DTC along with a reduction in torque and flux ripple.

HC techniques, with a few exceptions, are used less often these days for the control of electrical drives. However, they can be useful approaches, for example, when the drive utilizes dual-stage controllers. Switching between controllers is a challenging task that causes undesired bumps and oscillations [61]. An HC approach is utilized in [127] to commutate between model predictive control and a linear PI controller to control a flying capacitor VSI. An average-current ripple-based HC scheme is proposed, along with an artificial neural network-based method, in [61] for PMSM drive systems. The proposed schemes can commutate effectively between model predictive control and FOC using PI controllers to obtain a high-performance drive system. Hysteresis-based solutions can be applied for the generation of the reference signal as well. A novel hysteresis
reference generator for the speed signal is introduced in [87]. The main idea is to apply a reference speed with an adjustable average value rather than a step reference with constant magnitude.

3.3. Predictive Control

Predictive control (PC) is a control algorithm based on a predictive model of the system. The model is used to predict the future behavior of the system, based on historical and actual information, as well as possible future control inputs. This information is used by the controller to obtain an optimal actuation according to an optimization criterion. Predictive controllers have undergone several developments over the years, and are classified into four main categories in power electronics [128]: hysteresis-based PCs, trajectory-based PCs, deadbeat control and model PCs (MPC). For hysteresis-based PCs, the controlled variable is kept within boundaries of a hysteresis area. In the case of trajectory-based PCs, the variables are forced to follow a predefined trajectory. In deadbeat control, the optimal control action makes the error equal to zero in the next sampling period. For MPCs, a more flexible criterion, expressed by cost function(s), is used to determine the optimal control action.

The combination of the hysteresis-based control and the trajectory-based control has become an independent family in drive applications, known as the DTC [129]. Recently, MPCs have become an attractive strategy for controlling IPMSM drives, which must meet high-quality requirements. Therefore, in this paper, this concept is discussed in more detail, but the basic concept of predictive deadbeat control will be also introduced.

3.3.1. Model Predictive Control

MPC methods were first used more than 40 years ago, in the late 1970s. While they offer many advantages compared to linear PI controllers, for a long time, the high computing power needed limited their use to chemical and process-engineering systems with large time constants. At the same time, the spectacular development of digital devices and the significant reduction in their prices have made it possible to apply MPC techniques for systems with small time constants, such as electrical drives. MPC techniques offer advantages like the possibility to use foreknowledge about the drive system, the inclusion of nonlinearities and constraints (voltage and current) and multivariable control using a single control loop. However, as mentioned, they typically require higher processing capabilities.

MPC methods for electrical drives generally consist of four main steps: measurement—and if necessary, estimation—of the state variables; prediction for the selected variables until a predefined horizontal length denoted by N; evaluation of the cost function(s) for the predicted states; and the selection of the optimal control action [130]. Papers [129,131] give a detailed comprehensive overview about the MPC methods for electrical drives. Paper [129] introduces the main concept and different strategies, while a detailed benchmark of MPC methods with other standard methods, like PI controller-based FOC, is presented in [131].

MPC techniques can be classified according to several aspects. In this paper, the techniques are divided into two main categories: finite set MPC (FS-MPC) and continuous set MPC (CS-MPC). Another classification is whether the current (Figure 8a) or the torque (Figure 8b) of the machine is controlled by a properly selected cost function. The first one is called a model predictive current control (MPCC), while the latter one is referred as a Model Predictive Torque Control (MPTC). It should be noted that in addition to the control of the torque and the current of the machine, MPCs are also considered to implement the outer speed loop of the drive as well. They can provide robustness against parameter modification and operation of the machine in the field-weakening region. Paper [132] proposes a cascade control scheme for an IPMSM drive, where both the speed and the current of the machine are controlled by a separate MPC algorithm. The performance and robustness of the solution are compared to the classic linear controller-based conventional FOC scheme.
In the case of FS-MPC schemes, the finite set of possible switching states of the VSI, which feeds the IPMSM, is taken into account. Therefore, these methods predict the state variables and evaluate the cost function(s) only for the applicable voltage vectors (control actions) of the VSI. Then, the voltage vector, which minimizes the cost function(s), is selected as the optimal control action. For example, in the case of a 2L-VSI and a 3L-VSI, there are 7 and 19 possible voltage vectors, respectively. After the selection of the optimal voltage vector, the controller directly outputs the switching signals belonging to the selected voltage vector. The block diagram of an FS-MPCC scheme using 2L-VSI can be seen in Figure 11a. The main advantage of FS-MPC approaches are the intuitive design procedure, simple inclusion of constraints and the straightforward way of implementation [133]. In addition to this, the horizontal length typically is set to \( N = 1 \), which further simplifies the calculations. However, to obtain a proper performance, some design guidelines, summarized in [134], should be followed. The major disadvantage of FS-MPC techniques is that they need a high sampling frequency, while the typical equivalent switching frequency is around 20–25% of the sampling frequency [133]. Another drawback of conventional FS-MPC techniques is that the torque ripple can be significant, as only a single voltage vector is applied in each sampling period. Furthermore, the computational burden for prediction and cost function evaluation rises significantly as the total number of allowable voltage vectors increases.

The steady-state performance, like limited harmonic performance and higher torque ripples, can be improved by using an implicit modulator stage. In this case, the switching instants and duty ratios of the voltage vectors applied during one sampling period are determined. These techniques are called multiple-vector-based MPC schemes. The most common method is to apply one active and one zero-voltage vector and adjust their duty ratios. An MPC with a duty cycle optimization procedure for a 2L-VSI-fed IPMSM drive is introduced in [135]. Furthermore, to reduce the computational time, a LUT is proposed that allows one to use four voltage vectors instead of seven for the prediction and cost function evaluation. Also, an LUT based FS-MPC method is presented in [50] for a 3L NPC VSI to reduce the number of admissible voltage vectors effectively. A so-called generalized multiple-vector-based scheme, which calculates the duty ratios of two voltage vectors applied during one sampling period, is introduced in [136]. The method, instead of using an LUT, reduces the computational burden by utilizing a reference voltage vector obtained from a deadbeat control scheme. Paper [137] introduces an MPC technique that determines the optimal duty ratios for three voltage vectors.

In addition to controlling the duty ratio, another viable strategy is to create virtual voltage vectors. Paper [138] presents a two-stage FS-MPC for 3L-VSI using 48 virtual voltage vectors and discrete space vector modulation. An MPC scheme using 20 applicable voltage vectors is introduced in [139], where the sampling period is subdivided into two equal time intervals. The output voltage vector is innovatively determined through two hysteresis controllers, which reduces the computational time, as there is no need to evaluate all the voltage vectors. A simplified virtual vector-based MPC technique is proposed.

---

Figure 11. Block diagrams of FS- and CS-MPC-based current control techniques: (a) block diagram of FS-MPCC using 2L-VSI; (b) block diagram of CS-MPCC technique.
in [140]. An improved MPTC scheme for IPMSMs using discrete space vector modulation is presented in [141]. The modified cost function includes the excitation torque and reluctance torque components, which eliminates the weighting factor (see later) and also reduces the torque ripples.

CS-MPC approaches, often referred as infinite set MPCs, do not take into account the switching mode behavior of power electronic converters. The optimal control action is determined by calculating the minimum of a continuous cost function. These methods typically apply a PWM modulator stage, and the calculated optimal control action is provided by the modulator. Therefore, these methods are often referred to as indirect schemes as well. The block diagram of an CS-MPCC scheme can be seen in Figure 11b. The use of a modulator stage results in constant switching frequency and—depending on the applied PWM technique and the switching to a fundamental frequency ratio—a very good harmonic performance and lower torque ripple compared to FS-MPC approaches. However, it should be noted that the output voltage of the VSI is limited (see Figure 7b). This constraint should be taken into account during the calculation of the optimal control action. The constrained optimization problem, which needs to be solved in real time, increases the computational burden, which in general also increases with the horizontal length $N$. For electrical drives, an excellent performance can often be achieved with relatively small horizons, even with $N = 1$ [134].

For CS-MPC methods, a quadratic programming (QP) problem, which takes into account the constraints of the system, should be solved online. Gradient methods [31,142] and active-set methods [143] are the two most commonly used QP solver techniques for electrical drives. It should be noted that most of the QP solvers apply an iterative numerical method, which can drastically increase the computational load [144]. Paper [31] proposes an iteration scheme with a fixed number of steps for IPMSM drives using a nonlinear dq model, which takes into account the saturation and parasitic effects. An MPC scheme for PMSMs using the active-set method and implemented on low-performance hardware is presented in [143]. A computationally efficient method with a maximum number of arithmetic operations is proposed in [144] for VSI applications, like IPMSM drives, with hexagonal voltage constraints.

A novel MPC scheme with integral control action and a disturbance observer for an IPMSM is proposed in [145]. A CS-MPCC method suitable for real-time applications is proposed in [146]. Furthermore, the approach uses an incremental model that eliminates the permanent-magnet flux linkage, providing strong robustness. A novel method, which transforms FS-MPC to CS-MPC, is presented in [147]. The method evaluates the cost function for seven voltage vectors, like FS-MPC schemes. Based on the cost function results of the seven voltage vectors, a quadratic regression model is developed that maps the cost function to the whole modulation region. After solving a noniterative constrained optimization problem, the optimal voltage vector can be applied similarly to CS-MPCC schemes.

As model-based MPC methods apply the mathematical model of the machine, their performance is sensitive to parameter disturbances, like varying inductances. A FS-MPCC method suited for IPMSM machines with cross and saturation effects is presented in [148]. The suggested control can be realized without the knowledge of exact motor parameters except the permanent-magnet flux linkage as a datasheet parameter. The effectiveness of the Adaline linear neural network for online parameter estimation combined with the FS-MPCC method is demonstrated in [149]. An inductance disturbance observer is introduced in [150] to improve the robustness of the current prediction against machine parameter mismatches for an FS-MPCC scheme. For similar reasons, an extended sliding mode observer with a multidimensional sliding mode surface is designed in [151]. While observed-based solutions provide a more robust performance than conventional MPC schemes, observer parameters need to be properly tuned to obtain an optimal performance [152], which makes their practical implementation challenging. Another approach to enhance the robustness of MPC is to avoid the use of machine parameters. These techniques are called model-free MPC methods [152]. One of the methods is to use an ultralocal model [153,154] or to apply
an autoregressive with exogenous input model [155]. In both cases, the original machine model is replaced by a general linear input–output model. Another form of model-free MPC method is to use LUTs to store information of current variation induced by the inverter voltage vectors [156]. An autoregressive moving average structure is proposed in [157] for a model-free MPCC approach for PMSM drives. The paper demonstrates that the control technique has better performance, such as better harmonic performance and robustness, than conventional ultralocal model-based solutions. A model-free FS-MPC scheme for 3L NPC-type VSI-fed PMSM drives is introduced in [158], where the prediction error is drastically reduced compared to the LUT-based solution of low-frequency ratios. Furthermore, the neutral point of the NPC-type inverter is effectively balanced without information on the value of DC link capacitor. A novel paradigm, known as a data-driven MPC, is introduced in [159], where a reduced model is constructed based on the singular value decomposition of raw data. The paper contains design guidelines as well for the usage and implementation of this concept. The same authors investigate the feasibility of data-driven predictive control in [160]. A systematic concept is introduced in the paper to reduce the complexity of data-driven approaches and overcome the limitation caused by the constraints in real-time implementation.

The proper operation of the machine in the overmodulation region is a key concern for MPC techniques as well. Typically, the conventional FS-MPC approaches using a single vector cannot utilize the full modulation region, including the linear as well as the overmodulation parts. Using multiple-vector-based MPC schemes or digital space vector modulation can allow for operation, even in the overmodulation region. Paper [161] proposes a scheme for multiple-vector-based MPCs with the capability to operate also in the overmodulation region. The computational burden of the method is independent on the number of virtual voltage vectors, whose value can be set arbitrary to obtain a good harmonic performance. An FS-MPCC strategy with overmodulation capacity is introduced in [162]. The duration of voltage vectors in the overmodulation region can be obtained by using a uniform penalty function. In the case of CS-MPC methods, the controller outputs a voltage vector bounded by either the hexagon (linear and overmodulation range) or circle voltage constraint (only linear modulation range) (see Figure 7b). Most of the papers, like [31,163], presenting CS-MPC approaches, use a circle voltage constraint by limiting the amplitude of the output voltage vector (length of voltage vector either in the αβ or dq coordinate system) to $\sqrt{3}/3V_{DC}$. Therefore, only the linear modulation range is utilized. A CS-MPCC method for an IPMSM with the capability to work even in the overmodulation region, including the six-step operation mode, is introduced in [78]. The methods presented in [144,147] also have the capability to work in the overmodulation region.

As mentioned previously, good control performance can be obtained by selecting the prediction horizon to be $N = 1$. However, in special applications, like high-power electrical drives with limited switching frequency or high-order systems, where an LC filter is placed between the VSI and the machine, the increase in the prediction horizon can improve the harmonic distortion [129]. These so-called multistep FS-MPC schemes have recently gained increasing attention [164,165].

As was mentioned in the theoretical background, optimized pulse patterns can have superior harmonic performance for drives operating at low switching to fundamental frequency ratios. These methods provide optimal harmonic performance in a steady state, but during transients, improper operation may occur. Model predictive pulse pattern control (MP$^3$C) methods can overcome the problems caused by transients by manipulating the switching instants of the precalculated optimized pulse pattern in real time [166]. Paper [166] presents a generalized MP$^3$C scheme based on a small-signal linearization around the nominal switching instants.

The MPC method chooses the optimal control action based on one or more cost functions. Cost functions can include the error of the given action from the reference signal, the constraints of the system and other chosen penalties. The final cost of an action is obtained by weighting these features against each other. An optimal cost function would
provide a compromise for each of these features. There exist a number of solutions to design weighting factors adequately. In most cases, the weighting factors are fixed numbers based on the features. An overview and a comparison of different weighting factor calculation methods are given in [167]. Paper [168] presents an analytical tuning algorithm for FS-MPTC scheme, that adjusts the value of the weighting factor where the cost function only includes the reference errors of the torque and the flux. Cost functions with more than two features, or in other words multi-objective cost functions, pose a more complex design issue. The bees algorithm, which is a population-based search algorithm, is used to obtain the optimal value of weighting factors in [169]. An artificial neural network for the selection of weighting factors for an MPTC scheme is introduced in [170]. Using such an advanced technique for the weighting factor design is a promising technique, but it goes in the opposite direction of the conceptual simplicity of predictive control [129]. Paper [171] proposes a general dynamic weighting factor calculation scheme. There are also attempts to completely eliminate weighting factors. Paper [172] proposes an intuitive decision-making logic for the sequence of cost function execution in an online self-adjustable manner for IPMSM drives. A similar decision-making concept is utilized in [173]. In the paper, the cost function is split, and a sorting algorithm is utilized for each control objective to determine the optimal control action without a weighting factor. A so-called sequential MPC is introduced in [174], where as a first step, the two voltage vectors with the smallest value for the cost feature expressing the torque error are selected. In the second step, the other cost feature expressing the current of flux error is calculated only for these two voltage vectors to select the optimal one.

3.3.2. Predictive Deadbeat Control

As was mentioned previously, one form of predictive control is so-called predictive deadbeat control. Typically, deadbeat control, for example, in the case of state-feedback control, utilizes the pole placement technique, and the poles of the discrete system are placed at the origin of the z-plane. For a controllable system, it eliminates the system dynamics, achieving an almost-perfect response. Theoretically, in deadbeat control, the error between the reference signals and the state variables are forced to zero for unbounded control signals in k sampling periods, where k is the order of the controlled system. If the sampling time is very short, the response time will be very short. However, the control signal can have very large value, and most likely, it will be bounded by constraints of the system, like maximum output voltage or current, which increases the settling time. Therefore, in deadbeat control, special care should be given to the selection of the sampling time.

For predictive deadbeat control (PDBC), the mathematical model of the system is used to calculate the control signal—in the case of IPMSM, the output voltage of the inverter—to minimize the error between the given state variables and their respective reference signals. Similarly to CS-MPC methods, PDBC utilizes a PWM modulator to generate the output voltage. PDBC techniques can be classified as predictive deadbeat current control (PDBC) [175] and predictive deadbeat torque (and flux) control (PDBTC) [176] (similar to Figure 8).

Paper [177] proposes a PDBC scheme in the dq coordinate system for IPMSMs. The paper compares the performance with the standard FOC approach using linear PI controllers. A PDBC method, with the capability to remove abundant harmonics in the stator current, which is typical for IPMSM drives, is introduced in [178]. In order to achieve the suppression of current harmonics, a current harmonic extraction method and current harmonic controller are proposed in the paper. Also, a PDBC method is introduced in [175], which can be used for IPMSM drives with very highly rated electrical frequencies and with limited sampling to fundamental frequency ratios. A FW control method based on PDBC for an IPMSM is introduced in [179]. A PDBTC approach is introduced for IPMSMs in [176]. As conventionally the reference torque is produced by an outer PI-type speed control loop, which degrades the dynamics and the precision of the drive under external disturbances, an SMC strategy-based solution is suggested in the paper. A
multiple-vector-based FS-MPC control for IPMSMs is proposed in [180]. The method uses a modified deadbeat prediction model with integral action, which improves the steady-state performance, robustness and disturbance rejection compared to conventional FS-MPC schemes. The stability analysis, based on eigenvalue migration, of the PDBTC scheme with respect to parameter variations is introduced in [181].

3.4. Intelligent Control

An intelligent controller may be interpreted as a computer-based controller that can somewhat “emulate” the reasoning action of a human in the specific area of control, to generate the necessary control actions. Intelligent control can be divided into many subcategories. In the paper, fuzzy logic and reinforcement learning are discussed in more detail, as, according to our findings, these two approaches are widely used for controlling IPMSM drives.

3.4.1. Fuzzy Logic Control

Fuzzy logic control (FLC) is a well-known intelligence-based control technique. FLC utilizes the prior experience of the functionary of the system. The role of the functionary is to create decision-based rules by analyzing the behavior and the so-called linguistic variables of the system. The inputs of the FLC have to process three basic stages before generating the output control command: fuzzification, decision making and defuzzification. To role of the fuzzification stage is to transform the input signals to linguistic variables (to a range of 0–1) using membership functions. The decision-making stage provides a fuzzified output signal according to the defined rules. In the defuzzification stage, the output of the decision-making step is transformed to a control command for the system [182]. While FCL approaches can achieve outstanding performance, they have high computational burden. Furthermore, the gain tuning might not be trivial [183].

For IPMSM drives, most commonly, FLC is used as an outer speed controller to generate the reference signals for the inner current control loop. Typically, the inner current loop utilizes the conventional linear PI-type controllers [184–187]. An overview of Paper [184] proposes an FLC-based speed control scheme to maximize the operating efficiency and optimally generate the d axis current reference for an IPMSM machine according to the operating speed and loading conditions. As the bandwidth of the outer speed loop using a linear PI-type controller in the FW region is hard to increase, an FLC-based speed control scheme is suggested in [185] for this operation range. The paper demonstrates that faster dynamics, lower steady-state ripple and better DC link voltage utilization can be achieved by the proposed approach. FLC-based speed control with reduced computational burden and the capability to work in the FW region is demonstrated in [186]. An FLC-based torque controller is used to control the speed of IPMSM drives used in electric vehicles in [188]. The paper offers a comparative analysis between three FLC-based control methods. High-frequency variation of the output mechanical power combined with an FLC, proposed to automatically search for the MTPA operating point for an IPMSM drive system, is presented in [187].

A current predictive control combined with a linear PI compensation link and an FCL is presented in [189]. According to the operation state and the parameter mismatch, the FCL adjusts the PI compensation link by the weighting coefficient in real time. An FLC-based speed control with an inner current loop FS-MPC approach is proposed in [190]. The paper suggests to use a trapezoidal membership function for the upper and lower bounds, which reduces the required computational burden. The paper compares the performance of the proposed control scheme with conventional PI-based FOC and reports a better dynamic performance with smaller speed ripples.

An FCL-based SMC control structure is proposed in [191] for the control of the d axis current of an IPMSM drive in an electric vehicle. The speed as well as the q axis current are regulated by an extended-state observer-based controller, which is robust against disturbances.
3.4.2. Reinforcement Learning

The last few years have witnessed an enormous interest in the use of artificial intelligence (AI) techniques in different engineering fields. AI has the capability to facilitate systems with intelligence that is capable of human-like learning and reasoning. Among the different categories of AI, machine learning is used primarily in the research of power systems such as electric drives [192]. A general overview about the utilization of AI methods for power electronics systems and electrical drives is given in [192,193], respectively. The machine learning techniques used to control or monitoring electrical drives are summarized in [194].

Reinforcement learning (RL), which is an area of machine learning, can be considered as a viable solution to many decision and control problems across different time scales. Model-free RL based methods are data-driven techniques, which do not require an explicit plant model like most of the approaches overviewed in this paper. Instead, the control policy is continuously improved solely based on measurement feedback, pursuing optimal control performance through learning [195]. Per definition, RL methods use an agent acting in an environment. The schematic structure of an RL agent can be seen in Figure 12a.

![Figure 12. Schematic structure of an RL agent and block diagram of $H_\infty$ problem: (a) schematic structure of an RL agent; (b) block diagram of $H_\infty$ problem.](image)

For an electric drive, the environment is the VSI-fed machine with sensor signals, while the agent is a digital device with the capability to control the VSI and read the sensor signals. At a given time instant, the agent observes the state of the environment and decides on an action that changes the state. For each action, the agent is given a reward signal. The role of the agent is to maximize the total received reward [196]. The agent has two main components: a policy and a learning algorithm. The policy maps the state of the environment to a probability distribution of the actions to be taken. It has tunable parameters, which are updated by the learning algorithm. Learning algorithms utilize parameterized approximators for training the policy. They can be divided as critics and actors. Critics predict the cumulative long-term reward for a given state and action. Actors specify the action for a given state, which maximizes cumulative long-term rewards.

Model-free RL algorithms can be classified in three categories, namely value-based methods, policy-based methods and actor–critic methods [197]. Value-based methods, which use only critics, try to find the expected aggregate reward for all possible control inputs at the same time, and then the optimal control action by choosing the control action having maximum reward. In the case of a finite number of control signals, like voltage vectors of VSI, the concept of the method is similar to FS-MPC approaches. Policy-based methods, which use only actors, are explicit methods, where the control action is directly calculated. Policy-based methods are able to handle continuous state and action spaces. Actor–critic methods can be assumed as the combination of value-based and policy-based methods, which can handle both discrete and continuous action spaces.

Article [197] was the first to use an RL-based current control using the actor–critic method for an electrical drive (surface-mounted PMSM). The results are verified by simula-
Several modifications and improvements for the training of RL methods are suggested in [195]. Furthermore, a rapid control prototyping toolchain is introduced, allowing for fast and flexible testing of arbitrary RL algorithms. The contributions of the paper are verified by experimental results as well. An open-source Python package gym-electric-motor (GEM), developed for the ease of training RL agents for electric motor control, is presented in [198]. In paper [199], the conventional linear PI controllers in FOC are replaced by RL-based controllers. The simulation study proves that the RL-based solution has better dynamic performance and eliminates the problem caused by the decoupling for current control.

The RL method is adopted to control an IPMSM using $H_\infty$-synthesis (see next section) in [200]. A meta RL approach is introduced in [201], which uses the control of a large number of PMSM drives from a few watts up to hundreds of kilowatts. As a result, the RL-based control algorithm has the capability to adapt itself for a given drive system without the need for individual training, which drastically reduces the time for the training.

The application of RL methods is extremely computationally demanding, which requires high-end—and most likely, very costly—digital hardware. Since price is an important consideration in industrial applications, the spread of RL-based methods is still waiting to be applied in practical drives. Most likely, field-programmable gate array system-on-chip (FPGA SoC) can be a cost-effective suitable embedded system for the implementation of these techniques [193,194,202]. The current direction of developments predicts that the RL-based data-driven control approach can become a next-generation technology to control electrical drives instead of the classical model-based approaches.

### 3.5. Robust Controllers

Robust control is an important field of feedback control theory, which is concerned with stability and performance of systems with uncertainties. Robust control is not one controller, but rather a design method.

#### 3.5.1. $H_\infty$-Synthesis Control

One of the most important tools for robust control is $H_\infty$ [203]. During the design of $H_\infty$ control, the original system model without parameter uncertainty is augmented with certain weighting functions, which express all the control targets. The augmented plant has two inputs: an exogenous input $w$, which includes the reference signal and/or disturbances; and a control signal $u$, which is the output of the feedback controller. The augmented plant has also two output signals: the measured or estimated variables $y$, which are the input of the feedback control; and a so-called evaluation output $z$, which is used to evaluate the response of the system. A feedback controller should be solved, which guarantees that the closed-loop system is inherently stable and limits the response with the desired level. In other words, the $H_\infty$ norm of the transfer function between the reference input of the system and the evaluation output of the system is suppressed below a given constant, denoted typically by $\gamma$ [204,205]. The graph of the standard definition of the $H_\infty$ control problem is given in Figure 12b.

The design process of an $H_\infty$ controller for a PMSM machine drive is presented in [206]. The paper develops a linearized model of the drive using the Taylor series and calculates the feedback gains by solving iteratively the algebraic Riccati equation at each control time step. A general design method using $H_\infty$ synthesis to calculate controller gains of the linear PID controller, either for speed or current control, is presented in [204]. An $H_\infty$ technique is used for tuning the controller gains of linear PI controllers of conventional FOC schemes in papers [207,208]. A speed controller without an inner current loop for PMSM drives is proposed in [183]. The method uses an $H_\infty$ feedback controller, a nonlinear torque modulation and a linear parameter-varying $H_\infty$ state estimator, which uses only position measurement to obtain full state information (position, velocity, currents), including disturbances. A two-degree-of-freedom $H_\infty$ speed control structure for PMSM is introduced in [205]. The scheme utilizes a feedback and a feedforward $H_\infty$ controller and a disturbance observer. The current of machine is controlled by linear PI-type controllers.
proposed method has fast, dynamic and strong robustness against the external disturbance, and parameter variation, like changing inertia.

3.5.2. μ-Synthesis Control

The μ-synthesis technique extends the methods of $H_\infty$ synthesis to design a robust controller for an uncertain plant. Because the control problem is NP-hard, it is usually solved using an approximation [209]. While μ-synthesis can be considered a compelling solution to obtain excellent performance against parameter uncertainties, there are still only a few studies that apply this concept to control power electronics systems and electrical drives [210].

Paper [210] introduces a current control scheme based on an improved μ-synthesis for a single-phase rectifier in a traction drive system. The paper compares the performance of the proposed scheme with classic PI-based current control as well as conventional μ-synthesis control. It is demonstrated that μ-synthesis has superior performance in terms of robustness and response time compared to linear PI controllers. Furthermore, the proposed scheme has a slightly better performance than conventional μ-synthesis control. Paper [211] presents μ-synthesis to design a robust controller for an IPMSM. The paper approximates the nonlinear system of the machine using a linear system with structured uncertainties according to the geometric structures. The reduced linear model considerably reduces the design effort and the number of required sensors, and simplifies calculation.

3.6. Adaptive Controllers

The controller parameters for adaptive controllers are updated regularly with respect to time. In this paper, two adaptive control approaches, iterative learning control and model reference adaptive control, are discussed in more detail.

3.6.1. Iterative Learning Control

Iterative learning control (ILC) is a technique that utilizes the control experience of the previous iterative cycles at every current iteration cycle. ILC techniques offer a feasible solution to industrial applications, like industrial robots, having a repeatable nature [212]. They can provide rejection against periodic disturbances and an enhanced transient tracking performance. ILC is a widely used approach in IPMSM drive systems, where ripple-free, smooth torque is an essential requirement. The method can minimize the repetitively generated torque pulsations originating from cogging torque, flux harmonics, current offset and deadtime effects [213,214].

Conventionally, the outer speed controller relies on the ILC in parallel with linear PI-type controller (PI-ILC) to compensate the reference current and achieve an impressive torque ripple reduction [214,215]. The inner current loop typically uses a conventional FOC-based scheme with linear PI-type controllers. Conventional PI-ILC is sensitive on system uncertainties and nonperiodic components of the torque ripples. The latter can cause an accumulative effect. To overcome the problem, a forgetting factor is generally utilized in the learning law of ILC [214]. An adaptive ILC using a real-time tuning method for the calculation of the learning gain as well as the forgetting factor is proposed in [216]. Also, an optimization method for the calculation of the parameters of the ILC is introduced in [217]. A robust, adaptive SMC-based speed control combined with ILC is proposed in [218] to alleviate the problem caused by nonperiodic torque components. Also, an SMC-based speed control with ILC is introduced in [219].

Some articles utilize the ILC technique to control the current of the IPMSM as well. An improved ILC scheme for current control is proposed in [220]. In the paper, the ILC control terms is used to enhance the transient performance of the IPMSM drive by updating the control signals according to the preceding input and error signals. An additional feedback and adaptive term are also utilized to improve the steady-state performance and the robustness against parameter variation.
3.6.2. Model Reference Adaptive Control

The model reference adaptive control (MRAC) computes control actions to make an uncertain controlled system track the behavior of a given reference plant model. Typically, the MRAC structure includes three parts: a reference model, an actual plant and an adaptive law, also called an adaptive rate model. MRAC techniques can be classified into direct and indirect methods. In the case of direct MRAC, the feedback and feedforward controller gains are estimated based on the tracking error between the states of the reference model and the controlled system. In the case of indirect MRAC, the parameters of the controlled systems are estimated based on the tracking error between the states of the reference model and the controlled system. The estimated parameters can be used to modify the gains in the control scheme.

A direct MRAC scheme, which updates the gains of the PI controller to control the speed and the current of an IPMSM, is proposed in [221]. Paper [222] applies an MRAC torque loop to improve the performance of the IPMSM drive by following the MTPA curve, even for parameter uncertainties. The speed of the IPMSM is controlled by a PI controller, which outputs a reference torque. The MRAC scheme updates this reference torque value by utilizing a torque estimator.

Typically for the control of IPMSM drives, indirect MRAC methods are applied, and the schemes are utilized to calculate the varying parameters of the machine or unmeasured state variables, like mechanical speed or angle, in the case of a sensorless drive. For these situations, the model reference adaptive algorithm (MRAA) or system (MRAS) namings are applied typically. Paper [223] proposes an MRAS approach to estimate the machine parameters \( L_d, L_q, \Psi_{PM} \) of an IPMSM in real time. The estimated values are used to modify the current reference signals to follow the MTPA curve. The adaptive law is designed by using Popov’s stability theory. MRAS combined with simulated annealing particle swarm optimization is proposed in [224]. The algorithm is able to identify the electrical parameters of the IPMSM by MRAS. The results are used as the initial population in particle swarm optimization identification to further optimize and identify the electrical as well as the mechanical parameters, like \( J \) and \( B \). The sensorless FOC control scheme of an IPMSM using MRAS to estimate the speed of the machine is presented in [225]. The stator resistance is also estimated to be able to compensate the effect of its variation at low operating speeds. A sensorless control scheme of an IPMSM, which uses an FLC to control the speed and a FS-MPCC to control the \( d \) and \( q \) currents, is proposed in [190]. MRAS is utilized to estimate the mechanical speed and angle of the machine. Also, MRAS is used to estimate the speed of an IPMSM in [226] for FOC using linear PI controllers. The control scheme can choose whether to include the integral term of the speed controller depending on the speed error. Furthermore, the estimated speed adaptively adjusts the size of the anti-integration saturation gain to improve the dynamic response.

3.7. Summary

The main goal of the paper is to provide a categorization and a comprehensive review on different control approaches used for the control of current, speed, flux and torque of IPMSM drives. In this section, several techniques are introduced by presenting their basic idea, features and limitations, as well as the proposed improvements and modifications in the literature. Table 2 summarizes the main characteristics of the control strategies presented in the paper.

It should be noted that the table does not contain gain scheduling, as it is not a stand-alone control method and it is typically used together with other control strategies. Furthermore, MRAC is also not included in the table, as for IPMSM, it is typically used either to modify controller gains or estimating machine parameters or unmeasured state variables. \( H_\infty \) and \( \mu \)-synthesis are also left out from the table, as they are not controllers, but rather, design methods.

It is important to note that Table 2 lists the benefits and limitations of the control strategies based on their most typical characteristics. As is presented in the paper, many
modifications and advancements of the methods have been published in the literature. They can improve the performance of the control technique based on some aspects. For example, using a disturbance observer or online parameter identification method can improve the robustness of PI controller-based schemes against model uncertainties. However, using such techniques drastically increases the computational burden. Also, many methods have been proposed for CS-MPC to reduce the computational burden. As another example, model-free MPC techniques, which were not listed separately in the tables, have much better robustness against parameter mismatch than conventional model-based MPC approaches.

It can be concluded based on the literature that SMC, FLC and ILC approaches, or their combination with each other or with PI-type controllers, can offer a robust performance as an outer speed loop for IPMSM drives. Although the design of these control techniques is complicated and computationally demanding, by following the procedures found in the cited articles, performance with very good transient and steady-state behavior can be obtained. It can be also stated that conventional PI controllers or MPC-based techniques are dominant to control the current or the torque of the machine for industrial drives. Other advanced techniques, like FBL or BS, can also offer a good dynamic performance, but these techniques are currently less widespread. The main reason for this is that no general design guidelines have yet been developed that could be applied for practical drives.

Table 2. Summary of main characteristics of different control approaches for IPMSM drives.

<table>
<thead>
<tr>
<th>Method</th>
<th>Typ. App.</th>
<th>Benefits</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI C/S/F</td>
<td>• Simple control structure</td>
<td>• Dependency on model parameters</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Low computational burden</td>
<td>• Limited performance against periodic disturbances, noise</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Possible limitation of controlled variables</td>
<td>• Limited bandwidth used at higher operational speeds (used as a speed controller)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Mature control strategy for controlling electrical drives</td>
<td>• Fundamental current extraction is necessary in the overmodulation region (used as a current controller)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Well-developed guidelines for designing controller gains</td>
<td>• Fundamental current extraction is necessary in the overmodulation region (used as a current controller)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Stable performance at low sampling to fundamental and switching to fundamental frequency ratios</td>
<td>• Optimal control only in the close vicinity of the working point</td>
<td></td>
</tr>
<tr>
<td>SFC C/S</td>
<td>• One controller, no cascade structure</td>
<td>• Dependency on model parameters</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Well-developed methods to calculate feedback gains</td>
<td>• Nontrivial selection of weight matrices (e.g., using LQR technique)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Low computational burden</td>
<td>• Limited performance in overmodulation region</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Limited number of articles in the literature for IPMSM drives</td>
<td></td>
</tr>
<tr>
<td>FBL C/S/T/F</td>
<td>• Well-developed methods to calculate feedback gains</td>
<td>• Dependency on model parameters</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Linearization with high accuracy</td>
<td>• Limited number of articles in the literature for IPMSM drives</td>
<td></td>
</tr>
<tr>
<td>SMC S</td>
<td>• Robustness against uncertain dynamics and disturbances</td>
<td>• Chattering phenomenon must be handled</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Robustness against parameter mismatch</td>
<td>• No general design guidelines for gain selection</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Complex calculation using advanced reaching laws and sliding surfaces</td>
<td></td>
</tr>
<tr>
<td>BS C/T</td>
<td>• Easy to combine with adaptive parameter estimation techniques</td>
<td>• No standard method or general design guidelines for tuning controller gains</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Guarantees global asymptotic stability</td>
<td>• Constant control gains limit dynamic performance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Effectively controls uncertain systems</td>
<td>• High computational burden</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Complete decoupling between d and q axis for current control</td>
<td>• Few articles in the literature for IPMSM drives</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC C/T/F</td>
<td>• Simple control structure</td>
<td>• Varying, working-point-dependent switching frequency</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Low calculation complexity</td>
<td>• High current, flux and torque ripple</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Fast response, good dynamic performance</td>
<td>• High sampling frequency required for proper operation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Robustness against parameter mismatch</td>
<td>• Limited performance in overmodulation region and at low sampling to fundamental frequency ratio</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• At low operational speed, unwanted field-weakening phenomena</td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td>Typ. App.</td>
<td>Benefits</td>
<td>Limitations</td>
</tr>
<tr>
<td>--------</td>
<td>-----------</td>
<td>----------</td>
<td>-------------</td>
</tr>
</tbody>
</table>
| FS-MPC | C/T/F | • Simple structure  
• Easy inclusion of nonlinearities and system constraints  
• Fast response, good dynamic performance  
• Low computational burden for low numbers of voltage vectors (like 2L-VSI) | • Varying switching frequency without modulator  
• Increased computational burden using modulator or using more voltage vectors (either virtual or applying ML-VSI) or using longer prediction horizon  
• High sampling to fundamental frequency ratio is required for proper operation  
• High current, torque ripples for single-vector strategies  
• Dependency on model parameters  
• Nontrivial tuning of weighting factors, especially for multiobjective cost functions  
• Approaches using single voltage vector cannot utilize full modulation region |
| CS-MPC | C/T/F | • Fast response, good dynamic performance  
• Possibility to include nonlinearities and system constraints  
• Constant switching frequency (compared to conventional FS-MPC)  
• Capability to operate in overmodulation region  
• Stable performance at low switching to fundamental frequency ratio | • Iterative or computationally demanding algorithms  
• Computational burden further increases if longer prediction horizon is used  
• High sampling to fundamental frequency ratio is required for proper operation  
• Dependency on model parameters  
• Nontrivial tuning of weighting factors, especially for multiobjective cost functions |
| PDBC | C/T/F | • Very fast response and very good dynamic performance  
• Possibility to include nonlinearities and system constraints  
• Simple structure  
• Constant switching frequency (compared to conventional FS-MPC)  
• Capability to operate in overmodulation region | • Dependency on model parameters  
• Special care should be paid in the selection of the sampling frequency |
| FLC | S | • Strong robustness against uncertain dynamics and disturbances  
• Strong robustness against parameter mismatch  
• Good performance as a speed controller to generate current reference signals for the inner current loop for IPMSM drives | • No standard method or general design guidelines for tuning parameters  
• High computational burden  
• Limited number of articles in the literature for current control |
| RL | C/S/F | • Model-free approach  
• After proper training, strong robustness against uncertain dynamics, disturbances and parameter mismatch  
• Possibility to handle special operating modes (like faulty drives) | • Extremely computation demanding  
• Requires costly, high-performance digital devices  
• The method is only now starting to spread for electric drives  
• Experience is required for the settings and parameter selection for training |
| ILC | S | • Provides rejection against periodic disturbances like torque pulsations  
• Enhanced tracking performance  
• High computational burden | • Limited number articles in the literature for IPMSM drives  
• Limited performance against uncertainties and nonperiodic disturbances  
• No general method or general design guidelines for calculation of learning gain and forgetting factor |

1 Typ. app.: typical field of application. 2 C: current control; T: torque control; S: speed control; F: flux control.

In spite of the significant progress made in the listed control techniques, there are still many open issues to be addressed in the future:

- Developing general design guidelines for control approaches with higher level of complexity;
- Incorporating control approaches with disturbance observers, parameter estimation and adaptive control gain tuning;
- Further reducing computational demand with novel approaches;
- Investigation and improvements of the performance of the control techniques in the overmodulation region and at low-frequency ratios;
- Eliminating model dependency by focusing on model-free and data-driven control techniques.
4. Reference Calculation Methods

The previous section offers an overview about the different control approaches used to control IPMSM drives. As it was mentioned previously, the reference d and q axis current components, or the reference torque and flux value, should be determined based on the actual operating region of the machine. This section provides a brief overview about the calculation of the reference signals. The reference calculation boxes given in Figure 8 typically have two input signals: the actual electrical angular frequency $\omega_1$ and the reference torque $M^*$, as these two values determine the operating region of the machine.

Below the base speed $\Omega_b$, in the constant torque region, typically, the main goal is for the controller to follow the MTPA trajectory, as was discussed previously. The most simple solution is to use the mathematical-model-based (MMB) trajectory tracking method. As the naming convention implies, MMB techniques are mainly based on the mathematical model of the IPMSM, and reference values are obtained in an analytical fashion using similar equations presented for the MTPA trajectory in Table 1. This is a kind of a feedforward (FF) technique: the speed controller dictates the reference torque $M^*$, from which the reference current amplitude $i^*$ can be obtained using the actual electrical frequency as well. By using the analytical equations given in Table 1 the reference $i_d^*$ and $i_q^*$ can be calculated. Also, a typical implementation form of this is when the speed loop directly outputs the q axis reference current and only the d axis reference current is calculated analytically [1]. In the case of the DTC-based control scheme (see Figure 8b), the reference flux $\Psi_s^*$ and reference torque $M^*$ can also be determined similarly to follow the MTPA trajectory.

It should be noted that the equation of the MTPA trajectory based on the mathematical model (for example, those which are given in Table 1) is typically written with the assumption of steady-state and negligible winding resistance, such as in paper [40]. Furthermore, the inductances ($L_d$, $L_q$) and the flux induced by the permanent magnets are considered constant, and the effects of mutual or cross-saturation are not taken into account. While the MMB approach using constant parameters is simple and computation-efficient and provides a good dynamic performance, its robustness is insufficient against changes in machine parameters or against low-speed operation when the stator resistance cannot be neglected [95]. Paper [227] presents a current reference calculation methodology, which takes into account the effect of stator resistance. Modeling issues regarding inductance variations can be addressed either by using LUTs obtained from experimental results or finite element analysis [228], or curve-fitting methods using polynomial approximation [39,229,230] or online parameter estimation [25]. Two LUTs for the calculation of the optimal flux and torque reference signals based on measurement results are introduced for the DTC scheme in [228]. Paper [39] presents a mathematical model of a PMSM with algebraic expressions to account for magnetic saturation using curve fitting. In [230], third-order polynomials are fitted to the flux linkage map over the current plane, which were obtained from finite element analysis methods. Curve fitting was performed using the least-squares method. Furthermore, to account for cross-magnetization, Ferrari’s method was used to extend the accuracy of the proposed MTPA trajectory following method. The approach presented in paper [25] is based on a motor parameter identification technique by taking into account inverter nonlinearities using the recursive least-squares method. The method also considers the derivative terms for the calculation of the MTPA curve by using the identified machine parameters. A novel artificial neural network feedforward strategy is proposed in [36], which allows one to analytically compute the optimal reference currents for IPMSMs with high-operating point-dependent nonlinear electric and magnetic characteristics. A machine learning-based MTPA trajectory following the d axis current reference generation scheme is introduced in [231], along with an SMC-based speed controller.

Signal-injection-based (SIB) trajectory tracking techniques can also be utilized in the MTPA region. The injected signal can be either a high-frequency current or voltage injection; moreover, these signals can be either virtual or real [232–235]. After signal injection is performed, the MTPA trajectory points can be calculated from either the torque or speed response. The drawback of this tracking strategy is that it can cause torque
ripple with significant amplitude, and even the loss of stability, if design guidelines are not followed properly. Furthermore, finding the appropriate signal frequency is problematic, as inverter switching, machine speed, machine inertia, and field vector harmonics all must be considered when selecting the signal frequency. In [232], this process is performed in a self-learning control scheme in the case of a virtual signal injection. A novel scheme, which injects signals into the d and q axis currents and extracts the MTPA indicator from the reconstructed dc-link current, is proposed in [233]. Paper [234] proposes a scheme that inject virtual constant signals. The proposed scheme can avoid the use of filters, which are typical in conventional signal injection schemes. The proposed scheme can be applied not only in MTPA, but also in the FW region. An SIB method using two randomly injected sinusoidal signals at two different frequencies is proposed in [235].

Searching-method-based (SMB) trajectory tracking can also be a viable solution for the calculation of the reference signals thanks to the drastic increase in the computing power of embedded devices. This method searches for intersection points of the current circles and the torque hyperbolas in the MTPA region [38,41,236,237]. Most commonly, gradient-based methods like the Newton–Raphson minimum searching technique are used, which converge quickly to the solution. In paper [41], an SMB methodology is presented using a second-order Newton–Raphson method to numerically solve the trajectory intersection equations. The proposed method accounts for resistive voltage losses within the searching algorithm equations. The model-based equations are updated online. Furthermore, the magnetic saturation ($L_d - L_q$) is considered with LUTs with small sampling numbers, which are enhanced with a second-order bilinear interpolation method to ensure accuracy while saving memory space. An SMB method, where the trajectory intersects are computed analytically by solving the quadric equations and reducing them to cubic, online solvable equations is proposed in [38]. In their models, they account for all operation regions as well as for stator resistance and mutual and cross-coupling inductances. Paper [237] introduces a novel SMB method based on gradient descent search along the MTPA trajectory extended with a projection algorithm. In the FW operation region, when reference currents exceed the current limitation along the MTPA trajectory, the MTPA working point is projected to the limit circle. The article accounts for resistive voltage drop and inductance change in different working points. An online optimal tracking method for IPMSM drives, where magnetic core saturation is considered with a mathematical formulation, is introduced in [236]. The mathematical model for the trajectories contains the partial current derivatives of the inductances as well.

Above the base speed $\Omega_b$, the IPMSM operates in the FW region. Here, great attention must be paid to the fact that the drive can work on the voltage and/or current limit. In the case of improperly chosen reference signals, the machine will not be able to track them, which can deteriorate the performance of the drive. Paper [1] reviews the commonly used FW methodologies in EV applications. The paper separates FW methods into two groups: feedback and feedforward strategies. A comparative analysis between feedback and feedforward methodologies is also presented in [238] for EV applications. The paper compared these traditional methodologies with a safety-related dead-zone extension of the logics. The main goal of the modification is to improve torque transition dynamics to avoid unwanted braking. The paper concluded that the feedforward-based methodology yielded better torque performance, and the constant power range was better utilized with it.

The feedback-based FW strategies most commonly use current and/or voltage feedback (see dashed lines in Figure 8) to modify the d and q reference current appropriately, as was given in papers [38,239,240]. It should be noted that most commonly, feedback methods are combined with the feedforward technique, which can be assumed as a hybrid technique. In this case, the feedforward technique is utilized to generate the reference signals by using
the equation of MTPA or MTPV trajectories, and the feedback method modifies them to ensure proper operation, even in the FW region.

The most commonly used feedback strategy for industrial applications for reference current generation is when the voltage magnitude is regulated [1,241,242]. In this case, the amplitude of the voltage vector setpoint, which is generated by the inner (current) control loop, is subtracted from the maximum allowable voltage $V_{s,max}$. The differences between the feedback strategy results in the reference voltage provided by the current loop not exceeding the allowable value. It should be noted that the calculated d and q axis current references should be limited, so as not to exceed the value of $I_{s,max}$.

Paper [241] presents a FW strategy based on the conventional MMB-based MTPA trajectory generation, where the d axis reference current is modified according to voltage feedback. The modified reference d axis current then limits the q axis reference current. Paper [242] proposes a scheme where the MTPA and MTPV reference trajectories are generated in a polar coordinate system. In their work, the control strategy is expanded upon with a speed limitation provided by a cruise speed limiter. The FW strategy to generate the reference current utilizes voltage feedback that modifies the angle of the reference current vector. The authors of [242] conclude that the current angle modification is beneficial, as it only grows if speed grows, making transition smooth between MTPA and FW operation. A current reference calculation in a FW region scheme based on voltage feedback, where the d axis reference current is defined from the voltage feedback loop and the reference stator current, is proposed in [240]. This current is saturated, and the difference before and after the saturation is used to adjust the q axis current accordingly. A machine learning-based d axis current reference calculation scheme is introduced in [231], even for the FW region. In this paper, the voltage feedback modifies the q axis reference current.

Figure 13 shows the collective of the methods briefly discussed above.

**Reference Generation Methods**

- MMB
- SMB
- Intersect Calculation
- Analytical methods
- Gradient Methods
- Newton-Raphson
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- Current /Voltage Square /Sinusoidal
- Real Signal
- Offline
- Online
- FF
- FB

**Figure 13.** Classification of reference generation method discussed in the paper.

### 5. Conclusions, Future Trends

The main purpose of this article is to systematize and present the different control techniques used in IPMSM drives. The control approaches have been grouped as linear, nonlinear, model predictive, robust, intelligent and adaptive control techniques. The operational principles, advantages and limitations of each method are summarized. Furthermore, the latest improvements are presented, which were published in the literature for a given control technique. The paper presents a brief overview about the theoretical background, and presents recent trends in the fields, including motor construction, mathematical modeling and operation regions of IPMSMs, voltage source inverters and reference calculation methods.

The continuous development of control techniques, the optimization of stator and rotor construction and further improvements in power electronics devices and converter topologies can contribute to obtain better-quality IPMSM drives.
Although this was not the primary goal of the article, it can be stated in connection with the optimization of motor construction that there is a clear trend to find alternatives to RE materials for cost reduction and efficiency improvement purposes. Furthermore, the new optimization techniques based on genetic algorithms and finite element simulation can contribute to further improvements in the performance, torque capability and efficiency of IPMSMs applied in traction drives. The application of wide-bandgap semiconductors in VSIs can increase the efficiency of the drive train and allow for the operation of the machines at higher fundamental frequencies in the FW region, even at good harmonic performance.

Regarding the control techniques, it can be stated that model-based methods dominate in the case of traction drives used today. Among these, the classic linear PI-type controller-based vector control and MPC techniques are the most commonly used approaches for current control. SMC, FCL and ILC are receiving increasing attention as the speed controller loop instead of the classic PI-type controllers. The parameter mismatches and external disturbances can deteriorate the performance of model-based solutions. However, the combination of the control approaches with different observer techniques and/or online parameter identification can minimize the effect of this limitation.

Another approach to enhance the robustness of model-based techniques is to avoid the use of the machine parameters and to use model-free, data-driven techniques. Although model-free approaches, like MPC and RL-based control strategies, have a higher computational burden than classic techniques, the current direction of developments predicts that these approaches can become a next-generation technology to control IPMSM drives instead of the classical model-based approaches.

The quality of control techniques used for IPMSM drives is closely related to the reference signal generation method as well. As was presented in this paper, the SMB trajectory tracking method or SIB with virtual signals can be viable solutions both in the MTPA or FW region to generate the reference signals for the current loop. Further developments may contribute to an even wider spread of these methods.
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THD  Total Harmonic Distortion
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