Joint State of Charge (SOC) and State of Health (SOH) Estimation for Lithium-Ion Batteries Packs of Electric Vehicles Based on NSSR-LSTM Neural Network

Panpan Hu 1, W. F. Tang 1, C. H. Li 1, Shu-Lun Mak 1,2, C. Y. Li 1,* and C. C. Lee 1,*

1 School of Science and Technology, Hong Kong Metropolitan University, Hong Kong, China; s1307522@live.hkmu.edu.hk (P.H.); fwftang@hkmu.edu.hk (W.F.T.); chli@hkmu.edu.hk (C.H.L.); lunmak@gmail.com (S.-L.M.)
2 Vocational Training Council-Youth College (Kwai Chung), Hong Kong, China
* Correspondence: cyli@hkmu.edu.hk (C.Y.L.); clee@hkmu.edu.hk (C.C.L.)

Abstract: Lithium-ion batteries (LIBs) are widely used in electrical vehicles (EVs), but safety issues with LIBs still occur frequently. State of charge (SOC) and state of health (SOH) are two crucial parameters for describing the state of LIBs. However, due to inconsistencies that may occur among hundreds to thousands of battery cells connected in series and parallel in the battery pack, these parameters can be difficult to estimate accurately. To address this problem, this paper proposes a joint SOC and SOH estimation method based on the nonlinear state space reconstruction (NSSR) and long short-term memory (LSTM) neural network. An experiment testbed was set up to measure the SOC and SOH of battery packs under different criteria and configurations, and thousands of charging/discharging cycles were recorded. The joint estimation algorithms were validated using testbed data, and the errors for SOC and SOH estimation were found to be within 2.5% and 1.3%, respectively, which is smaller than the errors obtained using traditional Ah-Integral and LSTM-only algorithms.
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1. Introduction

The need to enhance the power and energy systems of vehicles has become more pressing in recent years due to the increasing emphasis on low-carbon targets and the rising cost of fossil fuels. To meet these ambitious targets, it is crucial to explore cutting-edge, environmentally friendly technologies [1,2]. In recent years, research on electric vehicles (EVs) has gained significant momentum. EVs use electricity as the energy source and an electric motor instead of an internal-combustion engine to drive the vehicles. This design has the potential to emit zero carbon emissions, making EVs more environmentally friendly than traditional fossil fuel vehicles in principle. In an EV, the battery is a critical component/subsystem that stores the energy for the vehicle, like the fuel tank of fossil fuel vehicles. However, the battery mechanism is more complicated. In general, electricity is converted into chemical energy and stored inside the batteries. When electric power is required to drive the EVs, this chemical energy is converted back into electric power through a series of chemical processes taking place inside the battery. When electric power is required to drive the EVs, this chemical energy is converted back into electric power through a series of chemical processes taking place inside the battery. Moreover, the performance and capacity of batteries degrade with aging and time, unlike fuel tanks that do not have such concerns. This degradation can be caused by various factors, including temperature, charging and discharging cycles, and manufacturing defects. While monitoring the state of the battery is critical for the performance and safety of EVs, it remains a challenging research topic. For example, State of Charge (SOC) and State of Health (SOH) are crucial parameters for assessing the condition of batteries. SOC indicates the remaining available capacity, which determines the possible longest travel distance for an EV. SOH represents...
the battery’s fading state, or the maximum energy that can be stored in the battery [3]. However, direct measurement of these parameters using sensors is generally not possible, and they are often estimated using prediction algorithms [4]. It is important to note that there are interactions between the estimations of SOC and SOH. Battery fading, or the change of SOH default value, can have a significant impact on SOC estimation, and inaccurate SOC estimation can disturb SOH estimation [5]. Furthermore, the estimation of SOC and SOH will also depend on the structure and type of the battery.

Lithium-ion batteries (LIBs) are widely recognized as one of the most promising candidates for power energy storage in EVs. LIBs offer excellent performance, including high energy density, long cycle life, good safety performance, and a low self-discharge rate [6]. To fulfill the power and capacity demands of electric vehicles (EVs), it is a common practice to connect hundreds to thousands of lithium-ion batteries (LIBs) in series and parallel configurations, which are then integrated into one or more battery pack systems, as depicted in Figure 1. To ensure safe operation of EVs, it is essential to determine the SOC and SOH of the battery packs instead of a single battery cell. It would be much easier to estimate the SOC and SOH of the battery packs if all battery cells were identical. However, manufacturing process precision limitations inevitably result in minor inconsistencies in the characteristics of battery cells [7,8]. In addition, the battery aging process is a nonlinear process that depends on a variety of factors, including time and environmental conditions. While a new EV battery pack may initially consist of battery cells with identical parameter sets, it is not a guarantee that the cells will continue to exhibit uniform characteristics after several charge/discharge cycles during daily EV operation. Given the significance of LIB pack in an EV, it is crucial to develop an accurate and reliable prediction algorithm for estimating SOC and SOH of the battery pack that takes these factors into account.

![Figure 1. The connection schematic diagram of battery packs.](image)

To address these issues, this paper investigates joint SOC and SOH estimation based on nonlinear state space reconstruction-long short-term memory (NSSR-LSTM) neural networks for battery packs. The impact factors of battery pack inconsistencies in EVs will be analyzed and extracted through experimental methods, and the estimation algorithms will predict SOC values based on these relevant factors. Throughout the estimation process, the nonlinear state space reconstruction (NSSR) will be utilized to construct a new phase state space for input variables’ stability, and the NSSR will be combined with long short-term memory (LSTM) to build the estimation model due to the LSTM’s ability to memorize historical information. This work makes contributions to the SOC and SOH estimation of battery packs by
(1) An experiment testbed has been set up for measuring the SOC and SOH of battery packs under different criteria and pack configuration. Results of thousands of charging/discharging cycles are recorded.

(2) We evaluated the appropriate parameters suitable for the inputs of machine learning models using experiments on the testbed. We used different temperatures (40 °C and −10 °C) and charging/discharging patterns (constant current and China light-duty vehicle test cycle (CLTC) [9]) to evaluate the input parameters.

(3) We developed a machine learning model based on long short-term memory (LSTM) for co-estimating the SOC and SOH. To improve the estimation accuracy, we further integrated a nonlinear state space reconstruction (NSSR) approach into the model for estimating the SOC and SOH of the EV battery pack.

(4) We verified the accuracy of the proposed NSSR-LSTM co-estimation of SOC and SOH by comparing the results with experimental measurement results on a high voltage battery pack (shown in Figure 1 with \( x = 4 \) and \( n = 112 \)). The comparison showed that the proposed NSSR-LSTM method can significantly improve the accuracy of estimating the SOC and SOH of the EV battery pack.

The rest of the paper is organized as follows: In Section 2, we further discuss the issues related to estimating SOC and SOH of EV batteries and the currently available methods. Section 3 describes the setup of the testbed for measuring the SOC and SOH of EV battery packs under different charge/discharge cycling criteria and pack configurations. In this section, we also present the evaluation procedures used to choose the appropriate parameters suitable for the inputs of the proposed machine learning NSSR-LSTM model. Section 4 describes the proposed NSSR-LSTM model. In Section 5, we compare the results from the proposed NSSR-LSTM model with measured data from the experiment testbed. We also use a SOC/SOH estimation method to evaluate the accuracy of the proposed NSSR-LSTM model. Finally, we provide a conclusion in Section 6.

2. The Performance Evaluation of EV Battery Pack

Figure 1 shows a basic structure of an EV battery pack. It consists of \( nx \) lithium-ion battery (LIB) cells, where \( x \) represents the number of battery cells in a parallel group, and \( n \) represents the number of battery groups in the pack. Assuming each battery cell offers a maximum voltage and current capacity of \( V_c \) volts and \( A_c \) amperes, respectively, the battery pack can support a maximum voltage and current of \( nV_c \) volts and \( xA_c \) amperes, respectively. To maintain the voltage, current, and temperature of the battery cells within safe limits, the battery management system (BMS) continuously monitors and manages each individual battery cell. Additionally, the BMS must employ mechanisms for measuring and estimating the SOC and SOH of the battery pack to ensure proper charging and discharging. These mechanisms will be discussed in detail in the following subsections. Moreover, the BMS utilizes a current sensor to measure the charging and discharging currents of the battery pack and report them to the system. In cases where the battery pack is at risk of overload or overcharge, the BMS takes control of the positive and negative relays to disconnect the connection between the battery pack and the outside system to prevent any potential damage.

2.1. Estimation of State of Charge (SOC)

As mentioned earlier, SOC indicates the remaining available capacity of a battery. Typically, the SOC value is expressed as a percentage, which is calculated by dividing the available current capacity by the nominal capacity [10]. The SOC can be mathematically represented using the following relationships between relevant parameters [11].

\[
SOC_{(t_0+1)} = SOC_{(t_0)} + \eta \int_{t_0}^{t_0+1} \frac{I(t)dt}{C(N)},
\]  

(1)
where $\text{SOC}_{(t_0+1)}$ reflects the SOC value at the time $t_0+1$, $\text{SOC}_{(t_0)}$ describes the SOC value at the time $t_0$, $\eta$ represents the efficiency of battery charging and discharging process, $I(t)$ represent current of charge and discharge at the $t$ time, and $C(N)$ represents the nominal capacity of battery packs.

In terms of estimating the SOC of EV battery pack, there are typically four common methods \[12,13\], which include ampere-hour (Ah) integral methods \[14\], OCV lookup SOC table methods \[15\], filter algorithms combined with equivalent circuit models \[16\], and data-driven algorithms \[3\]. The ampere-hour (Ah) integral method is commonly used to estimate SOC by integrating current and time over different time intervals. However, the accuracy of this method is subject to errors in current sensor measurements. As errors accumulate in the Ah integrals, the errors in SOC estimation gradually increase during the charge and discharge process \[10\]. Additionally, this method heavily relies on an accurate initial SOC value, and to address open-loop issues, it needs to be combined with other SOC calibration algorithms. As a result, the Ah-integral method may not be the most suitable for SOC estimation.

Xing et al. \[17\] proposed an innovative OCV-SOC estimation method, which builds an estimation model based on different temperatures. While this method is an improvement over traditional methods, obtaining an accurate open-circuit voltage (OCV) value requires a static environment for the battery cells \[18\]. Moreover, it is challenging to ensure the accuracy of OCV estimation throughout the battery pack’s operational life cycle in an EV.

Yang et al. \[19\] investigated several filter algorithms, including the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF), which combine an equivalent circuit model to estimate the SOC value. These algorithms have demonstrated better accuracy than the Ah integral method. However, ensuring the accuracy of the battery model throughout the battery pack’s entire operational life cycle can be challenging.

In recent years, SOC estimation algorithms based on various neural networks have become increasingly popular for lithium-ion batteries in EVs. Zhang et al. \[20\] utilized a GWO-BP neural network to predict the SOH value, which was combined with the Ah integral method to estimate the SOC value. However, this method did not address the open-loop issues of the Ah integral method in predicting SOC accurately. Qian et al. \[21\] investigated a Dual-Input Neural Network to estimate SOC, while Lee and Lee \[22\] proposed a neural network bank algorithm comprising four layers to estimate SOC and SOH. Fasahat and Manthouri \[23\] studied a combination of an Auto-encoder and the LSTM neural network to estimate SOC value but did not consider the SOH value due to battery fading. Lee et al. \[24\] investigated a Multilayer neural network to estimate both SOC and SOH.

The previously mentioned algorithms primarily focus on estimating the SOC of individual battery cells and generalize the results to estimate the SOC of the battery pack. However, due to the inconsistencies that arise from assembling cells, estimating the SOC of the entire battery pack is not common. These inconsistencies mainly stem from the various internal and external parameters of battery cells. The internal parameters primarily consist of individual inconsistencies in capacity, internal resistance, open-circuit voltage (OCV), and SOC, which are mainly generated during the manufacturing and assembly processes of the battery packs. In addition, differences in temperature and current among battery cells are also primary factors that contribute to inconsistencies in battery packs in practical applications \[25\].

### 2.2. Estimation of State of Health (SOH)

SOH is an essential feature that can evaluate the health state of LIBs, but there is no standardized definition of this term. There are commonly three types that describe SOH, namely internal resistance, cycle life, and battery capacity \[26\]. The SOH description type of internal resistance usually adopts the differences between the initial state and the aged state of the internal resistance of batteries. Cycle life is commonly calculated to describe the number of times batteries are charged and discharged through the ratio of the cumulative capacity and the nominal capacity. The type of SOH characterization based on battery
capacity is the percentage between the initial state and the aged state of the capacity. As the most popular SOH definition is based on battery capacity, it can be mathematically expressed as:

$$SOH_{(N)} = \frac{Cap_{(now)}}{Cap_{(initial)}}$$  \hspace{1cm} (2)$$

where $Cap_{(now)}$ presents the current maximum capacity, $Cap_{(initial)}$ presents the initial capacity of the newest battery, and $SOH_{(N)}$ presents the state of health after N cycles. Despite the simplicity of Equation (2), accurately estimating SOH is not an easy task. The theories of lithium-ion battery fading and external working conditions remain elusive, making it even more challenging to estimate the SOH value [27]. However, accurately estimating the SOH is crucial for the safe application of EV batteries, as it can aid in the early detection of battery failure and mitigate safety risks [28].

From a technical perspective, two kinds of methods are usually adopted to estimate SOH: model-based methods and data-driven methods [29]. Model-based methods are commonly established using physical or electrochemical features, while data-driven methods are typically independent of the battery model and mainly estimate the battery state using mathematical relationships of key feature parameters.

So far, some model-based methods have been proposed for SOH estimation. A fused fading model was investigated based on the capacity decaying and internal resistance increasing over time [30]. The voltage drop method based on the unit time was studied to build the SOH estimation model using linear correlation [31]. An enhanced coulomb counting method was explored, which adopted depth-of-discharge (DOD) and SOC to estimate SOH [8]. However, obtaining the DOD and coulomb efficiency of batteries is challenging in practical applications. A 4th-order EKF method [32] and a DEKF method [33] were investigated to estimate SOH by combining equivalent circuit models based on physical descriptions. Nevertheless, accurately expressing the inherent electrochemistry characteristics of LIBs using these equivalent circuit models is difficult.

With the development of computer technologies, machine learning (ML) and deep learning (DL) have become essential data-driven methods that have been widely explored for estimating SOH. Examples include the bidirectional long- and short-term memory (Bi-LSTM) method combined with incremental capacity analysis (ICA) [34], the Probabilistic Neural Network method [35], convolutional neural network methods [36], and recurrent neural network methods [37]. However, these data-driven methods only consider single cells and ignore SOH estimation for battery packs.

To address these problems, a machine learning NSSR-LSTM model has been proposed to estimate SOH, which considers the SOC estimation of battery packs and improves the stability of the estimation methods. A more detailed discussion of this method will be provided in Section 4.

3. Experiment Testbed and Key Features Extraction

To identify the relevant input parameters for the proposed machine learning NSSR-LSTM model detailed in Section 4, an experimental testbed was established as illustrated in Figure 2. The test equipment consisted of a collection of charge and discharge cabinets (as shown in the attached photo), constant temperature equipment (also shown in the attached photo), a personal computer (PC), and a Controller Area Network (CAN) bus tool. The battery pack under test was composed of LiFePO$_4$ (LFP) 52 Ah rectangular aluminum shell batteries, with parameters shown in Table 1. To ensure uniformity and minimize performance variations between battery cells, the battery pack was constructed according to the common practice used in electric vehicles (EVs) by using cells from the same batch. The charge and discharge cabinets were utilized to replicate the charger and vehicle loads, respectively. The constant temperature equipment was employed to generate a range of environmental temperatures, while the PC recorded the measured data (voltage, current, and temperature) from the battery pack. During the experiments, the battery management system (BMS) of the battery pack was powered by a 12 V power supply, enabling the
battery cells inside the pack to have the same management and control as those in an electric vehicle. The CAN tool facilitated efficient data transmission between the various components of the testbed, enabling accurate and reliable data handling and processing. In this paper, three different EV batteries charging/discharging scenarios were tested.

Figure 2. The connection schematics diagram of Battery pack testing of CLTC work conditions.

Table 1. Battery cell parameters of LFP 52 AH.

<table>
<thead>
<tr>
<th>Items</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of Cell</td>
<td>Rectangular aluminum shell</td>
</tr>
<tr>
<td>Anode</td>
<td>Graphite</td>
</tr>
<tr>
<td>Cathode</td>
<td>LiFePO$_4$ (LFP)</td>
</tr>
<tr>
<td>Nominal Capacity</td>
<td>52 Ah</td>
</tr>
<tr>
<td>Charge Cut-off Voltage</td>
<td>3.65 V</td>
</tr>
<tr>
<td>Discharge Cut-off voltage</td>
<td>2.2 V</td>
</tr>
<tr>
<td>Weight</td>
<td>966 ± 30 g</td>
</tr>
<tr>
<td>Size</td>
<td>Thickness × Width × Height: 28.2 ± 0.5 mm × 148 ± 0.5 mm × 118.6 ± 0.5 mm</td>
</tr>
</tbody>
</table>

3.1. Testing of China Light-Duty Vehicle Test Cycle (CLTC)

The China light-duty vehicle test cycle (CLTC) was designed to simulate actual road conditions for vehicles in China [9]. Due to their excellent cost and safety performance, LiFePO$_4$ (LFP) batteries have been widely adopted. However, the complex nature of measurable parameters in LFP batteries can increase the difficulty of SOC estimation [38]. To analyze the impact of battery pack inconsistencies, a CLTC charging/discharging cycling pattern was adopted to test a battery pack sample at 40 °C and −10 °C. To ensure that all the battery cells are at the desired temperature before testing, it is necessary to keep the entire battery pack in the temperature-controlled chamber for 24 h prior to testing. This will ensure that all the cells reach the same temperature and that any temperature differentials between cells are minimized. The battery pack consisted of 84 individual cells connected in three parallel and twenty-eight series, as depicted in Figure 1 with $x = 3$ and $n = 28$. Experimental data were recorded once per second.

3.2. Testing of Cycle Life of a Single Cell

To analyze the cycle life features of a single cell, an experiment was conducted to evaluate its cycle life at three different temperatures: 25 °C, 45 °C, and 0 °C. The test data was recorded once every 30 s and included several parameters such as charge capacity, discharge capacity, state of health (SOH), state of charge (SOC), and the number of cycles.
By monitoring these parameters over time, the experiment aimed to gain insight into how the single cell performs under different temperature conditions, and how its cycle life is affected.

3.3. Testing of Cycle Life of Battery Pack

To validate the joint estimation algorithms for the lifetime of battery packs, a cycle life testing of a battery pack system was conducted. Given the longer duration of the cycle life testing, it was important to choose an appropriate temperature that could accommodate a larger output of charge and discharge ratio. The temperature of 25 °C was deemed suitable as it provides a higher rate of charge and discharge for lithium-ion batteries. To test the cycle life, a higher 1 C charge and discharge rate was applied at 25 °C. The battery pack consisted of 448 single cells connected in 4 parallel and 112 series, as depicted in Figure 1 with \( x = 4 \) and \( n = 112 \). By subjecting the battery pack to this testing regime, the joint estimation algorithms could be validated under realistic conditions.

3.4. Key Features Extraction and Analysis

3.4.1. Charging/Discharge Current

To analyze the practical data of work conditions of electric vehicles (EVs), the CLTC work conditions (see Section 3.1) were adopted to simulate practical applications. The current curves under the CLTC work conditions were separately presented at temperatures of 40 °C and −10 °C in Figures 3a and 3b, respectively. The y-axis of the figures represents the current flowing into or out of the battery pack during charging or discharging, respectively. A positive value indicates charging, while a negative value indicates discharging. It is noticeable that a battery pack at a lower temperature will exhibit a lower charging/discharging current. The reason behind this observation will be discussed in the next section.

![Figure 3. (a) Current of CLTC conditions at 40 °C; (b) Current of CLTC conditions at −10 °C.](image)

3.4.2. Voltage of Battery Cells

Figure 4 shows the relationship between voltage and state of charge (SOC) of the battery pack sample at temperatures of 40 °C and −10 °C, respectively. These voltage curves follow the work conditions (see Section 3.1) of the CLTC for the battery pack sample. The curves labelled ‘MinCellVoltage’ and ‘MaxCellVoltage’ represent the minimum and maximum voltage values, respectively, as the SOC changes, across all the battery cells at each temperature. On the other hand, the curves labelled ‘MeanCellVoltage’ represent the average voltage value across all battery cells at each temperature. Existing literature, such as references [39,40], have established that low temperatures can significantly reduce the activation of lithium-ion in the electrolyte, leading to a decline in the electrochemical
performance of the battery. This reduction in performance is due to the decrease in the kinetic energy of the ions, which results in a lower diffusion rate, leading to a reduction in the battery’s capacity and power output. Hence, the battery output voltage at $-10^\circ C$ on average is lower than that at $40^\circ C$. Furthermore, the battery’s internal resistance can also increase at low temperatures, causing a larger voltage drop when the battery is subjected to high output currents. As a result, the battery’s output voltage at $-10^\circ C$ can have larger fluctuations than at $40^\circ C$ as shown in Figure 4.

Figure 4. (a) Voltage-SOC of CLTC and Charge at $40^\circ C$; (b) Voltage-SOC of CLTC at $-10^\circ C$.

3.4.3. Maximum Voltage Difference between Battery Cells

Figure 5 depicts the relationship between voltage differences and SOC of the battery pack sample at temperatures of $40^\circ C$ and $-10^\circ C$, respectively. These curves also follow the work conditions of the CLTC (see Section 3.1) for the battery pack sample. The voltage differences between cells are important parameters for estimating the SOC and SOH of battery packs. From the curves of voltage differences, the maximum voltage differences reach close to 300 mV and 700 mV at $40^\circ C$ and $-10^\circ C$, respectively. As we discussed in Section 3.4.2, low temperatures can significantly reduce the activation of lithium-ion in the electrolyte, leading to a decline in the electrochemical performance of the battery. This reduction in performance can vary among battery cells due to inconsistencies in the manufacturing process and other factors. As a result, different battery cells may encounter varying levels of performance decline at low temperatures. Furthermore, during battery testing, the battery cells in a battery pack can experience temperature differences of several degrees Celsius due to various factors, such as differences in cell location and thermal management effectiveness. This temperature difference can lead to further performance variations among the battery cells, especially at low temperatures. Consequently, the voltage difference between the battery cells at $-10^\circ C$ can be larger than that at $40^\circ C$.

3.4.4. Temperature of Battery Cells

Figure 6 depicts the relationship between temperature and state of charge (SOC) of the battery pack sample at temperatures of $40^\circ C$ and $-10^\circ C$, respectively. These curves also follow the work conditions of the CLTC (see Section 3.1) for the battery pack sample separately. From the temperature-SOC curves, it is apparent that the temperature between the maximum temperature and minimum temperature is different at the same SOC points. This variation is a consequence of the different work conditions experienced by the battery pack sample at different temperatures.
3.4.5. Capacity and SOH of Battery Cell

In Figure 7, the cycle life of the single cell (see Section 3.2) is shown at 45 °C, 25 °C and 0 °C separately. SOH will degrade with the increase of cycle life. In the meantime, SOH curve at 0 °C declines faster than that at 25 °C and 45 °C. From the discussion in previous section, the diffusion rate of lithium ions decreases at low temperatures, leading to a reduction in the battery’s capacity and power output, which can impact its SOH [39,40]. Furthermore, low temperatures can cause mechanical stress on the battery, which can lead to structural damage and accelerate the aging process, further reducing the battery’s SOH. The mechanical stress can result from the contraction and expansion of the battery materials due to the temperature change, leading to deformation and cracking of the battery components. Furthermore, SOH at 45 °C also decays faster than that at 25 °C due to impacts of polarization reaction [39,40]. Clearly, the temperature and cycle life will influence SOH estimation.
3.4.6. Difference of Accumulative Discharge Capacity between Time

In Figure 8, the $dQ/dV$ curves of the single cell (see Section 3.2) under temperature $25 \, ^\circ C$ are drawn at round 1, round 500 and round 1000 respectively, and the $dQ/dV$ curves present the difference value of accumulative discharge capacity between the current time and the previous time, the $dQ/dV$ curves express the difference value of voltage between the current time and the previous time. The $dQ/dV$ curves present a gradually increasing trend as the number of cycles increased. Therefore, the changes of $dQ/dV$ curves can also characterize the aging of batteries to a certain extent.

4. The Proposed Machine Learning Models

4.1. LSTM Neural Networks

LSTM (long short-term memory) neural networks are capable of fitting the function relationship between battery parameters using data training, without relying on any previous physical correlation [10]. Figure 9 shows the internal structure of the LSTM neural network. It consists of three gates: the forget gate, input gate, and output gate. Each gate includes several neurons that are trained based on the latest input and historical output. The forget gate determines which information from the previous time step should be discarded, while the input gate decides which new information should be added to the cell state. The output gate, on the other hand, decides which information should be output as the final result.
By training the LSTM neural network with input-output pairs of battery parameters, the network can learn the function relationship and predict the output for new inputs. The network can also capture long-term dependencies by considering the historical output and input, which is important for accurate prediction of battery parameters.

**Figure 9.** The internal structure of LSTM neural networks.

The forget gate, typically implemented using a sigmoid function, plays a crucial role in determining which past information to retain and which to discard. It takes as input the previous hidden state, denoted as $h_{t-1}$, that contains historical information, and the current input, denoted as $X_t$. The forget gate computes a vector of values between 0 and 1, which determines the extent to which each element of the previous hidden state should be forgotten or retained. The mathematical expression for the forget gate can be written as follows:

$$f_t = \sigma(V_f h_{t-1} + W_f X_t + B_f),$$  \hspace{1cm} (3)

where $V_f$ presents the weight of $h_{t-1}$, $W_f$ presents the weight of $X_t$, and $B_f$ presents the bias. In the meanwhile, $\sigma$ is used as a sigmoid activation function, which can be expressed as follows:

$$\sigma = \frac{1}{1 + e^{-x}},$$  \hspace{1cm} (4)

The activation function will limit the output range between 0 and 1. As a result, it can make use of adopting and neglecting some previous information. Subsequently, the reserved information will be stored in the cell state.

The input gate is mainly employed to handle the input information, which consists of two parts. One is from $\sigma$ activation function and $C'_t$ from tanh function. Another is cell state $C_t$ will be refreshed according to the information of the forget gate and input gate. The relevant function relationship can be respectively expressed as follows.

$$i_t = \sigma((V_i \times h_{t-1}) + (W_i \times X_t) + B_i),$$  \hspace{1cm} (5)

$$C'_t = \tanh((V_c \times h_{t-1}) + (W_c \times X_t) + B_c),$$  \hspace{1cm} (6)

where $\tanh$ can be expressed as follows:

$$\tanh = \frac{e^x - e^{-x}}{e^x + e^{-x}},$$  \hspace{1cm} (7)

The $C_t$ state will involve the relevant information of the old cell state $C_{t-1}$, forget gate and input gate, which can be expressed as follows:

$$C_t = (C_{t-1} \times f_t) + (i_t \times C'_t),$$  \hspace{1cm} (8)

The output gate mainly provides the result of $h_t$ according to the $O_t$ and the newest cell state. Where $O_t$ and $h_t$ can be respectively expressed as follows.

$$O_t = \sigma((V_O \times h_{t-1}) + (W_O \times X_t) + B_O),$$  \hspace{1cm} (9)
Based on the results of Section 3.4, we selected voltage, temperature, number of cycles, and dQ/dV as the input parameters for the LSTM model used to estimate the state of health (SOH) of the battery. Similarly, the LSTM model used to estimate the state of charge (SOC) of the battery employs the voltage, current, temperature, dQ/dV, and SOH as input parameters. To jointly estimate SOC and SOH, we have proposed an LSTM model, which is illustrated in Figure 10. From the simulation results, however, the accuracy of LSTM model is not acceptable. We therefore apply the nonlinear state space reconstruction (NSSR) technique to further improve the model performance.

Figure 10. The structure of joint SOC and SOH estimation based on LSTM only.

4.2. Nonlinear State Space Reconstruction (NSSR)

According to Takens theorems, a new phase state space could be reconstructed to stabilize time-series system through the measurable state [41], which could be presented as Equation (11), where x presents the previous phase state space, y presents the reconstructed phase state space, T is adopted to describe the delayed time, and m presents the number of the embedded dimensions [42]. The measurable state variables of LIBs in charge and discharge process also belong to nonlinear time-series system. Therefore, nonlinear state space reconstruction (NSSR) based on Takens theorems is more suitable to apply in state estimation of LIBs. On the one hand, the NSSR can stabilize state space systems of LIBs. On the other hand, the NSSR can reduce the interference of instantaneous noises through a delayed phase state space.

\[
h_t = O_t \times \tan h(C_t), \quad (10)
\]

\[
\begin{align*}
\begin{bmatrix}
X_1(k-1) 	imes T \\
X_1(k-2) 	imes T \\
X_1(k-3) 	imes T \\
\vdots \\
X_1(k-m) 	imes T \\
X_2(k-1) 	imes T \\
X_2(k-2) 	imes T \\
X_2(k-3) 	imes T \\
\vdots \\
X_2(k-m) 	imes T \\
\vdots \\
X_n(k-1) 	imes T \\
X_n(k-2) 	imes T \\
X_n(k-3) 	imes T \\
\vdots \\
X_n(k-m) 	imes T
\end{bmatrix}
\end{align*}
\]

\[
X : \begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_n
\end{bmatrix} \xrightarrow{\phi} Y : \begin{bmatrix}
X_1(k-1) 	imes T \\
X_1(k-2) 	imes T \\
X_1(k-3) 	imes T \\
\vdots \\
X_1(k-m) 	imes T \\
X_2(k-1) 	imes T \\
X_2(k-2) 	imes T \\
X_2(k-3) 	imes T \\
\vdots \\
X_2(k-m) 	imes T \\
\vdots \\
X_n(k-1) 	imes T \\
X_n(k-2) 	imes T \\
X_n(k-3) 	imes T \\
\vdots \\
X_n(k-m) 	imes T
\end{bmatrix}, \quad (11)
\]
4.3. Joint SOC and SOH Estimation Based on NSSR-LSTM

In this paper, a co-estimation method of SOC and SOH based on NSSR-LSTM is investigated to address state estimation of batteries pack system. In Figure 11, the structure of joint SOC and SOH estimation algorithm is presented, and state variables of SOC consist of mean voltage ($\bar{V}(t)$), minimum temperature ($T(t)$), current ($I(t)$), Ratio of capacity increment to voltage increment ($\frac{dQ(t)}{dV(t)}$), and state of health ($SOH_{(N)}$). The state variables of SOH consist of mean voltage ($\bar{V}(t)$), minimum temperature ($T(t)$), Ratio of capacity increment to voltage increment ($\frac{dQ(t)}{dV(t)}$), and number of cycles ($N_{(t-1)}$).

Figure 11. The structure of joint SOC and SOH estimation based on NSSR-LSTM.

In the meanwhile, the state space composed of these state variables will be reconstructed according to NSSR theory. The phase state space reconstruction for SOC and SOH estimation is respectively shown as Equations (12) and (13).

$$
\begin{bmatrix}
\bar{V}_{(t-7)} \\
\bar{V}_{(t-6)} \\
\vdots \\
\bar{V}_{(t)} \\
T_{(t-7)} \\
T_{(t-6)} \\
\vdots \\
T_{(t)} \\
I_{(t-7)} \\
I_{(t-6)} \\
\vdots \\
I_{(t)} \\
dQ_{(t-7)}/dV_{(t-7)} \\
dQ_{(t-6)}/dV_{(t-6)} \\
\vdots \\
dQ_{(t)}/dV_{(t)} \\
SOH_{N(t-7)} \\
SOH_{N(t-6)} \\
\vdots \\
SOH_{N(t)}
\end{bmatrix}
= \phi
\begin{bmatrix}
\bar{V}_{(t)} \\
T_{(t)} \\
I_{(t)} \\
dQ_{(t)}/dV_{(t)} \\
SOH_{(N)}
\end{bmatrix},
$$

(12)
The reconstructed phase state space will be used as input to LSTM neural networks for the SOH and SOC estimation. The estimation process can be divided into three main steps. First, the reconstructed phase state space will be used to train the neural networks, following the training process shown in Figure 12. Second, the trained neural networks will be used for the estimation algorithms. Finally, the testing datasets will be fed into the networks to estimate SOH, which will then be used as an input parameter for SOC estimation. The LSTM models will predict SOC and SOH, and the root mean square error (RMSE) will be calculated to evaluate the accuracy of the estimations using Equation (14).

\[ RMSE(y) = \sqrt{\frac{1}{n} \sum_{i}^{n} (y_i - \bar{y}_i)^2} \]  

Figure 12. The structure of joint SOC and SOH based on NSSR-LSTM.
5. Estimation Results and Discussion

To further validate the joint estimation algorithms based on NSSR-LSTM, we focused on the middle and late periods of the battery cycle life (see Section 3.3), which are typically challenging for estimation algorithms due to the impact of battery fading factors. We used battery pack data from the 700th and 800th cycles to evaluate the accuracy of the estimations. The hidden layers of the NSSR-LSTM neural networks were set to 150, and the algorithms were implemented using MATLAB 2018b and a single GPU. The training process was stopped when the RMSE of SOH and SOC for the validation datasets no longer significantly decreased.

The SOH estimation RMSE for the 700th cycle is 0.23%, as shown in Figure 13. The SOH estimation results remain within 0.8% accuracy across different time points of the 700th cycle. The joint estimation based on NSSR-LSTM (in Figure 11) yields an SOC RMSE of 2.41% for the 700th cycle. In comparison, the Ah-integral method yields an SOC RMSE of 4.57%, and the LSTM only (in Figure 10) method yields an SOC RMSE of 9.13%. The SOC estimation results are shown and compared in Figure 14. The joint estimation based on NSSR-LSTM achieves excellent accuracy in estimating SOC during the aging state of the 700th cycle. The SOH estimation results are used as input parameters to estimate SOC, and the results show that the high accuracy of SOH estimation helps to improve the precision of SOC estimation for battery packs. Moreover, the SOC prediction results obtained using joint estimation based on NSSR-LSTM are more accurate than those obtained using the Ah-integral and LSTM only methods, demonstrating the effectiveness of our proposed method.

The SOH estimation RMSE for the 800th cycle is 1.23%, as shown in Figure 15. The SOH estimation results remain stable within 1.8% accuracy across different time points of the 800th cycle. The SOH results are used as input parameters to estimate SOC. The joint estimation based on NSSR-LSTM yields an SOC RMSE of 2.43% for the 800th cycle. In comparison, the Ah-integral method yields an SOC RMSE of 6.02%, and the LSTM only method yields an SOC RMSE of 6.69%. These estimation results are shown in Figure 16. This study focuses on the joint SOH and SOC estimation based on NSSR-LSTM at 25 °C. In practical applications, however, EV batteries may operate under different temperature conditions. Future work may therefore consider the impact of temperature on battery packs of EVs. Furthermore, the joint estimation methods presented in this paper were validated using a constant 1 C rate of charge/discharge, which yields better accuracy. Other rate of charge/discharge may be used in the further work if other experiment results/data are available.
Figure 14. (a) The SOC comparison of the 700th round between the joint estimation of NSSR-LSTM method, the LSTM only method, the Ah-integral method and the measured value, (b) The SOC RMSE comparison of the 700th round between the joint estimation of NSSR-LSTM, the LSTM only method and the Ah-Integral method.

Figure 15. (a) The SOH comparison of the 800th round between the joint estimation of NSSR-LSTM and the measured value, (b) The SOH RMSE of the 800th round of the joint estimation of NSSR-LSTM.

Figure 16. (a) The SOC comparison of the 800th round between the joint estimation of NSSR-LSTM method, the LSTM only method, the Ah-integral method and the measured value, (b) The SOC RMSE comparison of the 800th round between the joint estimation of NSSR-LSTM, the LSTM only method and the Ah-Integral method.
6. Conclusions

This paper reviewed several common methods for SOC and SOH estimation, including the Ah-Integral methods, OCV-SOC methods, filter methods, and data-driven methods. To address the limitations of these methods, we proposed a joint SOC and SOH estimation algorithm based on the NSSR-LSTM neural network. First, the joint estimation methods based on NSSR-LSTM were used to estimate the SOH value. Then, the SOH estimation results were used to estimate the SOC value.

Experimental results from the testbed were used to validate the accuracy of the proposed NSSR-LSTM method, using battery state data from the 700th and 800th cycles of the life cycle test. The SOH and SOC estimation errors of the joint estimation based on NSSR-LSTM were found to be within 1.3% and 2.5%, respectively. The joint estimation errors obtained in this paper are smaller than those obtained using traditional Ah-Integral and LSTM-only methods in Table 2.

Table 2. Estimation RMSE comparison of the several kinds of algorithms.

<table>
<thead>
<tr>
<th>Estimation Methods</th>
<th>700th Round RMSE</th>
<th>800th Round RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>The joint estimation based on NSSR-LSTM</td>
<td>2.41%</td>
<td>2.43%</td>
</tr>
<tr>
<td>The Ah-Integral methods</td>
<td>4.57%</td>
<td>6.02%</td>
</tr>
<tr>
<td>The LSTM only methods</td>
<td>9.13%</td>
<td>6.69%</td>
</tr>
</tbody>
</table>
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