Study on the Prediction of Low-Index Coal and Gas Outburst Based on PSO-SVM
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Abstract: Low-index coal and gas outburst (LI-CGO) is difficult to predict, which seriously threatens the efficient mining of coal. To predict the LI-CGO, the Support Vector Machine (SVM) algorithm was used in this study. The Particle Swarm Optimization (PSO) algorithm was used to optimize the parameters of the SVM algorithm. The results show that based on the training sets and test set in this study, the prediction accuracy of SVM is higher than that of Back Propagation Neural Network and Distance Discriminant Analysis. The prediction accuracy of the SVM model trained by the training set T2 with LI-CGO cases is higher than that of the SVM model trained by the training set T1 without LI-CGO cases. The prediction accuracy gets better when the SVM model is trained by the training set T3, made by adding the data of the other two coal mines (EH and SH) to the training set T2, that only contains the data of XP and PJ. Furthermore, the PSO-SVM model achieves a better predictive effect than the SVM model, with an accuracy rate of 90%. The research results can provide a method reference for the prediction of LI-CGO.
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1. Introduction

Accurate prediction of coal and gas outburst (CGO) disasters can avoid casualties and property losses in coal mining [1–4]. In order to prevent the occurrence of CGO disasters, the 2019 version of the “Coal and Gas Outburst Prevention Rules” in China stipulates that when the coal seam gas pressure is ≥0.74 MPa, the coal firmness coefficient is ≤0.5, the initial gas emission speed is ≥10 mmHg, and the coal failure type is II, III or IV, it should be identified as a coal seam with a risk of CGO [5]. However, due to the complex geological conditions of the coal storage environment in China, CGO disasters sometimes also occur when the sizes of some indicators are lower than the prescribed risk thresholds. For example, a CGO disaster occurred when the gas pressure was lower than 0.74 MPa [6]. This kind of CGO disaster is generally referred to as the low-index coal and gas outburst (LI-CGO) [7,8]. Therefore, in order to obtain a more accurate critical size of the prediction index to predict LI-CGO, scholars have carried out research on sensitive indexes and critical values for LI-CGO prediction from different coal seams [7,9,10]. However, this is difficult not only because it needs a large number of field tests but also because different coal geological conditions have different sensitive indexes and critical values [11].

Predicting the CGO based on measurements of different prediction indexes is a study of categorizing targets based on feature parameters, in which different machine learning methods have been used in the existing studies [12]. Zhang et al. studied the prediction of the self-ignition tendency of coal by Multilayer Perceptron (MLP) and Random Forest (RF) [13]. In order to extract the signals of rock burst from the micro-seismic signals, Song et al. proposed a method to separate blasting signals from the micro-seismic signals based...
on the Convolutional Neural Network (CNN) [14]. Ruano et al. built a classifier based on the Support Vector Machine (SVM) to distinguish segments of seismic records containing signals caused by different situations [15].

In terms of the prediction of CGO, some scholars tried to use different machine learning algorithms to explore the complex nonlinear relationship between various influencing factors and CGO [16,17]. The purpose was to dig out the relationship between gas pressure, buried depth, and other parameters and CGO from previous cases, to find an optimal method to judge the category of new samples, and to efficiently predict CGO. For example, based on the Fisher Discriminant Model, Li et al. used the three indexes of gas pressure, initial gas emission velocity, and buried depth as discriminant factors to predict new CGO cases [18]. Wang studied the prediction of CGO by the method of Distance Discriminant Analysis (DDA) based on the five indexes of initial gas emission velocity, coal firmness coefficient, gas pressure, coal failure type, and buried depth [19]. Furthermore, some other algorithms, such as the Back Propagation Neural Network (BPNN) [20], Gray Relational Analysis [21], C-C chaotic time series [22], Adaptive Wavelet Networks [23], and Extreme Learning Machine [24], were also used in the prediction study of CGO.

In summary, it can be seen that previous researchers have applied different algorithms to predict CGO. However, existing research has the following two deficiencies. The first is that there are a few reports on the prediction of LI-CGO based on machine learning methods. The second is that the samples in most studies always come from only one coal mine, so the data were from a single source [25]. This is difficult to reflect the characteristics of CGO disasters caused by different dominant factors, which limits the prediction accuracy of CGO, especially LI-CGO.

To deeply explore the mapping relationship between gas, crustal stress, coal physical properties, and CGO disasters and realize the accurate prediction of LI-CGO, this study collected disaster data from four coal mines. According to the five indexes of gas pressure, initial gas emission velocity, buried depth, coal failure type, and coal firmness coefficient, the characteristics of CGO cases were learned by the SVM algorithm that is good at dealing with nonlinearity, non-stationarity, and high-dimensionality data. The prediction results of SVM, BPNN, and DDA models were compared. Then, the Particle Swarm Optimization (PSO) algorithm was used to optimize the parameters of SVM to build a PSO-SVM model with strong generalization to realize the accurate prediction of LI-CGO. The research results can provide a reference method for the prediction of LI-CGO.

2. Establishment of PSO-SVM Model
2.1. Algorithm Theory
2.1.1. SVM Algorithm

SVM is a machine learning algorithm based on statistical learning theory and the principle of structural risk minimization. Its basic idea is to find out the nonlinear mapping relationship between input and output by using the nonlinear transformation defined by the kernel function to transform the input into a high-dimensional space. It shows strong theoretical performance, generalization ability, and advantages in analyzing data with few-shot, non-stationary, nonlinear, and high-dimensional characteristics [26,27]. It overcomes the shortcomings of neural networks that require large sample data, is easy to over-learn, and relies too much on experience [28].

SVM achieves optimal classification by solving the separation hyperplane that can correctly divide the training data and has the largest geometric interval. The basic principle of SVM is shown in Figure 1.
Assuming a linearly separable training set, \( T \) is as follows in Equation (1).

\[
T = \left\{ (x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n) \right\}
\]

where \( x_i \in \mathbb{R}^n, y_i \in \{+1, -1\}, i = 1, 2, \ldots, n \). \( n \) is the number of samples. \( x_i \) is the \( i \)th feature vector (input), and \( y_i \) is the class label (output).

Then the separating hyperplane can be expressed by Equation (2).

\[
w^T x + b = 0
\]

where \( w \) and \( b \), respectively, control the direction and position of the hyperplane.

The classification interval can be expressed by Equation (3).

\[
d = \frac{w^T x + b}{\|w\|}
\]

Therefore, maximizing the classification interval is equivalent to solving a convex quadratic programming with inequality constraints. Its mathematical expression is shown in Equation (4).

\[
\begin{Bmatrix}
\min \frac{1}{2}\|w\|^2 + C \sum_{i=1}^{n} \xi_i \\
\text{s.t. } y_i(w \cdot \varphi(x_i) + b) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad i = 1, 2, \ldots, n
\end{Bmatrix}
\]

where \( C \) is the penalty coefficient, indicating the degree of punishment for errors. The larger the value of \( C \), the greater the penalty. \( \xi_i \) is the slack variable. \( \xi_i = \max(0, 1 - y_i(w^T x_i + b)) \), s.t. is the constraint condition.

The dual problem of the Lagrange function of Equation (4) can be expressed by Equation (5).

\[
\begin{Bmatrix}
\max \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j K(x_i, x_j) \\
\text{s.t. } \sum_{i=1}^{n} \alpha_i y_i = 0; C \geq \alpha_i \geq 0, i = 1, 2, \ldots, k
\end{Bmatrix}
\]
where $\alpha_i$ and $\alpha_j$ both are Lagrange multipliers, $\alpha_i \geq 0$, $\alpha_j \geq 0$. $K(x_i \cdot x_j)$ is calculated by Equation (6).

$$K(x_i \cdot x_j) = \exp \left\{ -\frac{\|x_i - x_j\|}{2g^2} \right\}$$

(6)

where $g$ is the kernel parameter.

The dual problem has only a unique solution, which is the optimal classification function, as shown in Equation (7).

$$f(x) = \text{sgn} \left[ \sum_{i=1}^{n} \alpha_i^* y_i K(x_i \cdot x) + b^* \right]$$

(7)

where $\text{sgn} [\cdot]$ is the sign function. $\alpha_i^*$ is the optimal solution. And $b^*$ is the classification threshold.

The quality of nonlinear SVM classification results is mainly affected by the two parameters of $C$ and $g$. Therefore, in order to find out the optimal parameters, PSO was used to optimize the SVM model.

2.1.2. PSO Algorithm

The PSO algorithm is an intelligent optimization algorithm proposed by referring to the foraging behavior of birds. It has a simple structure and strong global search ability [29]. The PSO algorithm regards the possible solution as a particle in the search space. Each particle is characterized by three indicators of its speed, position, and fitness. Particles update their speed and position by dynamically tracking the individual optimal value and the global optimal value. The quality of the particle position after each update can be measured according to the fitness calculated by the objective function to find out the optimal solution to the problem as quickly as possible.

Supposing that there is a population $X = (X_1, X_2, ..., X_N)$ composed of $N$ particles in the $D$-dimensional space. The position, speed, and individual extremum of $i$th particle can be expressed as $X_{id} = (x_{i1}, x_{i2}, ..., x_{id})^{T}$, $V_{id} = (v_{i1}, v_{i2}, ..., v_{id})^{T}$ and $P_{id, pbest} = (p_{i1}, p_{i2}, ..., p_{id})^{T}$, separately. The population extremum of $X$ is $P_{d, gbest} = (p_{1d}, p_{2d}, ..., p_{Dd})^{T}$. In each iteration, the updated formulas of particle position and speed are shown in Equation (8).

$$x_{id}^{k+1} = x_{id}^{k} + v_{id}^{k+1}$$

$$v_{id}^{k+1} = wv_{id}^{k} + c_1 r_1 (p_{id, pbest} - x_{id}^{k}) + c_2 r_2 (p_{d, gbest} - x_{id}^{k})$$

(8)

where, $x_{id}^{k}$ and $v_{id}^{k}$ respectively represent the velocity vector and position vector of particle $i$ in the $d$th dimension in the $k$th iteration. $c_1$ and $c_2$ are individual and group learning factors, respectively. The $r_1$ and $r_2$ are random numbers in the interval [0, 1].

2.2. PSO-SVM Model

Based on the above theory, it can be seen that the position vector of the particle in the PSO algorithm in this study represents the values of $C$ and $g$ of the SVM algorithm. The SVM is optimized by the PSO through the following steps. First, initialize the velocity and position of the particles. Second, calculate the fitness value of each particle. Third, update the velocity and position of the particles. Fourth, judge whether the termination condition is satisfied. Finally, output the optimal solution to form an SVM model with optimal parameters. The flowchart of the PSO-SVM model for LI-CGO prediction in this study is shown in Figure 2.
3. Explanation of Sample Data

3.1. Indexes for LI-CGO Prediction

CGO is caused by gas, crustal stress, and physical properties of coal. The comprehensive hypothesis holds that crustal stress breaks the coal and causes the expansion of fissure. The desorption and emission of gas become quicker due to the fresh surface generated by coal fracture expansion. The physical structure of coal determines the strength of coal, the resistance of coal to stress, the emission speed of gas, and the size of the energy of CGO [30,31]. Therefore, the indexes used to predict LI-CGO should include these indexes that can respectively represent the size of gas content, the size of crustal stress, and the physical properties of coal.

In this study, these five indexes of gas pressure, initial gas emission velocity, buried depth, coal failure type, and coal firmness coefficient were used as CGO features to predict LI-CGO. Among them, gas pressure is not only the driving force for CGO but also reduces the strength of coal. Free gas changes the mechanical properties of coals since it decreases the effective stress of coal mass, which can be explained by Terzaghi’s effective stress laws [32]. The initial velocity of gas emission indicates the amount of energy released by gas in coal. Stress is the power and energy source of coal failure in the outburst process. Stress participates in the preparation, triggering, and development stages of outbursts [33]. The crustal stress increases by about 1 MPa as the buried depth of coal increases by 100 m, so the buried depth of coal can reflect the crustal stress in the coal seam. The failure type of coal represents the development degree of the fissures and geological structure in the coal region. Studies have shown that the occurrence site of a large number of CGO disasters was distributed in the geological structural fracture zone. These zones alter the microstructures (e.g., matrix, pore, and fracture) of coal, thus changing the properties of coals [34]. The coal firmness coefficient suggests the strength of coal, that is, the ability of coal to resist CGO [35].

3.2. Data Sources

Due to the complex and changeable storage environments of different coal seams in different regions, the leading factors of CGO under different geological conditions are also different. Therefore, in order to improve the prediction accuracy and generalization of the trained model, this study collected data from historical CGO cases, which include LI-CGO...
cases, from different coal regions. They are Xipo Coal Mine (XP) and Sihe Coal Mine (SH) in Shanxi Province in China [36,37], Panjiang coal region (PJ) in Guizhou Province in China [38], and Enhong coal mine (EH) in Yunnan Province in China [39], respectively. Among them, Shanxi and Guizhou are the regions with more serious gas disasters, and the disaster data in these places are typical [40]. The geographical distribution of the data sources is shown in Figure 3.

![Geographical distribution of data sources.](image)

In order to better present the data, the cases except for the LI-CGO in the collected CGO cases are referred to as high-index coal and gas outburst (HI-CGO) cases in this study. Similarly, the collected non-CGO cases are divided into LI-N-CGO cases and HI-N-CGO cases. Among the collected data from XP, there are 22 cases of HI-CGO, 15 cases of HI-N-CGO, and 7 cases of LI-N-CGO. A total of 14 cases are collected from SH, including 10 HI-CGO cases and 4 HI-N-CGO cases. There are 7 LI-CGO cases and 1 HI-CGO case in the data from PJ Coal Region. As for the data from EH, there are 6 HI-N-CGO cases and 19 HI-CGO cases.

### 3.3. Training and Test Sets

To study the best method to predict LI-CGO, three different training sets, named T1, T2, and T3 separately, were designed in this study. T1 without LI-CGO cases and T2 with LI-CGO cases were designed to explore the impact of the absence and presence of LI-CGO cases in the training set on the prediction results. T1 consisted of 15 HI-N-CGO cases from XP and 23 HI-CGO cases from XP and PJ. T2 was made by replacing 2 cases of HI-N-CGO and 2 cases of HI-CGO in T1 with 2 LI-N-CGO cases and 2 LI-CGO cases. Furthermore, in order to explore whether data from other coal mines is useful for the LI-CGO prediction of the test set, T3 was made by adding data from XH and EH to T2. Part of the data of T1 is shown in Table 1. The “0” and “1” in the column “CGO or not” in the tables mean “no” and “yes”, respectively.
Table 1. Part of the data of T1.

<table>
<thead>
<tr>
<th>Serial Number</th>
<th>Gas Pressure/MPa</th>
<th>Initial Gas Emission Velocity/mmHg</th>
<th>Buried Depth/m</th>
<th>Coal Failure Type</th>
<th>Coal Firmness Coefficient</th>
<th>CGO or Not</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.86</td>
<td>7.7</td>
<td>498</td>
<td>1</td>
<td>0.7</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1.01</td>
<td>6.5</td>
<td>405</td>
<td>2</td>
<td>0.7</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1.25</td>
<td>12.2</td>
<td>565</td>
<td>2</td>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>1.38</td>
<td>7.1</td>
<td>540</td>
<td>4</td>
<td>0.4</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1.44</td>
<td>12.4</td>
<td>501</td>
<td>3</td>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>1.36</td>
<td>7.3</td>
<td>393</td>
<td>3</td>
<td>0.8</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>1.83</td>
<td>6.9</td>
<td>470</td>
<td>3</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>2.21</td>
<td>18</td>
<td>547</td>
<td>3</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>2.91</td>
<td>19.8</td>
<td>589</td>
<td>3</td>
<td>0.4</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>4.07</td>
<td>20.2</td>
<td>545</td>
<td>4</td>
<td>0.3</td>
<td>1</td>
</tr>
</tbody>
</table>

The test set designed in this study consists of 5 LI-CGO cases from PJ and 5 LI-N-CGO cases from XP. The data of the test set are shown in Table 2.

Table 2. Data in the test set.

<table>
<thead>
<tr>
<th>Serial Number</th>
<th>Gas Pressure/MPa</th>
<th>Initial Gas Emission Velocity/mmHg</th>
<th>Buried Depth/m</th>
<th>Coal Failure Type</th>
<th>Coal Firmness Coefficient</th>
<th>CGO or Not</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.57</td>
<td>10.6</td>
<td>446</td>
<td>3</td>
<td>0.3</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.65</td>
<td>7.7</td>
<td>503</td>
<td>3</td>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.66</td>
<td>6.9</td>
<td>482</td>
<td>2</td>
<td>0.6</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.67</td>
<td>9.7</td>
<td>390</td>
<td>3</td>
<td>0.7</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.67</td>
<td>10.1</td>
<td>570</td>
<td>3</td>
<td>0.7</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.56</td>
<td>12.66</td>
<td>418</td>
<td>3</td>
<td>0.56</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0.6</td>
<td>19.54</td>
<td>439</td>
<td>3</td>
<td>0.53</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0.65</td>
<td>13.7</td>
<td>492</td>
<td>3</td>
<td>0.33</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>0.73</td>
<td>17.22</td>
<td>621</td>
<td>3</td>
<td>0.36</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0.48</td>
<td>17.62</td>
<td>436</td>
<td>4</td>
<td>0.43</td>
<td>1</td>
</tr>
</tbody>
</table>

4. Results and Analysis

4.1. Prediction Results of SVM, BPNN, and DDA Models Trained by T1

The algorithm models used in this study were written in Python language based on PyCharm. In order to illustrate the advantages of SVM in predicting data with the characteristics of nonlinear and high-dimensional in this research. The prediction accuracy of SVM, BPNN, and DDA models trained by T1 were compared. The confusion matrices and prediction accuracy of different models are shown in Figure 4.
As shown in Figure 4a, there are six cases predicted as “0” and four cases predicted as “1” by the SVM model trained by T1. Three of the predicted type “0” cases and two of the predicted type “1” cases are predicted incorrectly. Both the prediction accuracy for type “0” cases and type “1” cases are 50%. As for all cases of the test set, the prediction accuracy is also 50%. Figure 4b shows that there are six cases predicted as “0” and four cases predicted as “1” by the BPNN model trained by T1. Four of the predicted type “0” cases and three of the predicted type “1” cases are incorrect. The prediction accuracy for type “0” cases and type “1” cases are 33% and 25%, respectively. As for all cases of the test set, the prediction accuracy is 30%. As shown in Figure 4c, there are seven cases predicted as “0” and three cases predicted as “1” by the DDA model trained by T1. Four of the predicted type “0” cases and two of the predicted type “1” cases are predicted incorrectly. The prediction accuracy for type “0” cases and type “1” cases are 43% and 33%, respectively. As for all cases of the test set, the prediction accuracy is 40%. Therefore, the prediction accuracy of SVM is better than BPNN and DDA for the data in this study.

Further, the robustness of the SVM model was evaluated by adding ten, twenty, and thirty noisy cases to the training set T1, respectively, and analyzing the changes in the prediction accuracy of the SVM model under different test sets (Table 3). As shown in Table 3, the prediction accuracies of the SVM model trained by the training sets with a different number of noisy cases are 40%, 50%, and 50%, respectively, which are not significantly different from the accuracy of 50% of the model trained by the training set without noisy cases.
Table 3. Predictive accuracies of the SVM model trained by the training set with noisy cases.

<table>
<thead>
<tr>
<th>Training Set with Noisy Cases</th>
<th>T1</th>
<th>T1 with Ten Noisy Cases</th>
<th>T1 with Twenty Noisy Cases</th>
<th>T1 with Thirty Noisy Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predictive accuracy/%</td>
<td>50</td>
<td>40</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

4.2. Prediction Results of the SVM Model Trained by T2 and T3

The confusion matrices and prediction accuracy of the SVM model trained by T2 and T3, respectively, are shown in Figure 5.

![Confusion matrices](image)

**Figure 5.** Confusion matrices and prediction accuracy of the SVM model trained by T2 and T3, respectively.

As shown in Figure 5a, there are four cases predicted as “0” and six cases predicted as “1” by the SVM model trained by T2. One of the predicted type “0” cases and two of the predicted type “1” cases are incorrect. The prediction accuracy for type “0” cases and type “1” cases are 75% and 67%, respectively. The false positive and false negative rates are 33% and 25%, respectively. As for all cases of the test set, the prediction accuracy is 70%, which is higher than that of the SVM model trained by T1. Figure 5b shows that there are five cases predicted as “0” and five cases predicted as “1” by the SVM model trained by T3. One of the five predicted type “0” cases is incorrect, and so do the five predicted type “1” cases. Both the prediction accuracy for type “0” and type “1” cases are 80%. Both the false positive and false negative rates are 20%. Certainly, the prediction accuracy for all cases of the test set in this study is also 80%, which is higher than that of the SVM model trained by T2. This is because the increase in the number of cases in the training set allows the trained SVM model to learn more accurate features of LI-CGO and find the best support vectors and the optimal hyperplane to predict whether LI-CGO occurs.

4.3. Prediction Result of PSO-SVM Model

The confusion matrix of the prediction accuracy of each type of case by the PSO-SVM model trained by T3 is shown in Figure 6.
As shown in Figure 6, for the test set in this study, the PSO-SVM model trained by T3 predicted four type “0” cases and six type “1” cases. The predicted four type “0” cases are all correct. One of the six predicted type “1” cases is incorrect. The prediction accuracy for type “0” and type “1” cases are 100% and 83%, respectively. The false positive and false negative rates are 17% and 0%, respectively. The prediction accuracy for all cases of the test set in this study is 90%, which is higher than that of the SVM model (Figure 5b). This is because the parameters $C$ and $g$ of the SVM model were optimized by the PSO algorithm to make the penalty of the prediction model for misclassification reasonable and to make the distance between the selected optimal hyperplane and the support vectors appropriate. In this way, the occurrence of LI-CGO can be accurately predicted by judging the coupling effect of multiple factors when the measured values of multiple indexes do not exceed the critical values of danger.

5. Discussion

5.1. Influence of LI-CGO Cases in Training Set on Prediction Results

At present, the critical values of the indexes used to predict CGO are mostly determined according to the statistics of historical CGO data. With the increase of coal mining depth and the more complex coal geology, LI-CGO disasters occur unpredictably [11]. For example, an LI-CGO disaster occurred in 2018 in Didaoshenghe Coal Mine, Heilongjiang, China, when the gas pressure in the coal seam was 0.67 MPa, which is lower than the warning value of gas pressure according to the regulation [6]. Study shows that for anyone of the prediction indexes, it is difficult to make a unified critical value for the CGO prediction in different coal seams and to accurately make a CGO prediction when the measured values of the prediction indexes are lower than the critical values [8]. Therefore, instead of studying the precise critical value of one prediction index, exploring the mapping relationship between several prediction indexes and CGO has attracted the attention of scholars. Researchers used different machine learning algorithms to explore the nonlinear relationship between the three factors of gas, crustal stress, physical properties of coal, and CGO [37,41]. The disadvantage is that there is little attention paid to the prediction of LI-CGO in existing studies. There is no exploration of the different training sets for the prediction of LI-CGO. The results of this study made up for the deficiencies of the existing research on LI-CGO prediction. Test results prove that compared with the SVM model trained by the training set without LI-CGO cases, the prediction accuracy of the SVM model trained by the training set with LI-CGO cases is higher (Figure 7). It means that there will be a higher prediction accuracy for the LI-CGO prediction when the algorithm model is trained by the training set with LI-CGO cases.
5.2. Prediction Result of the Training Set Including Other Coal Mines

The number of sample data in the training set affects the prediction accuracy of the trained model. The samples in most existing studies on CGO prediction always come from only one coal mine, so the amount of data was too small to reflect the characteristics of CGO disasters caused by different dominant factors [8,25], which limits the prediction accuracy of CGO, especially of LI-CGO. Compared with the training sets with a small amount of data in previous studies, the data in this study were collected from 91 cases from four coal regions in different provinces in China, which improved the generalization of the trained predictive model. The results of this study show that the accuracy of LI-CGO prediction result gets higher when the training set add sample data from other coal mines (Figure 8). Therefore, in future research on LI-CGO prediction, the data volume in the training set can be increased by adding the data from other coal mines to improve the accuracy and generalization of the predictive algorithm model.
5.3. Sensitivity Analysis of Predictive Indexes

The sensitivity analysis of predictive indexes can evaluate the impact of individual indexes on prediction accuracy. For each predictive index, the values were changed sequentially by a factor of 0.50, 0.75, 1.00, 1.25, and 1.50, and the variances of the prediction accuracies were calculated for different variations. The results are shown in Table 4.

Table 4. Predictive accuracies for different changes in predictive indexes.

<table>
<thead>
<tr>
<th>Coefficient of Variation</th>
<th>Gas Pressure</th>
<th>Initial Gas Emission Velocity</th>
<th>Buried Depth</th>
<th>Coal Failure Type</th>
<th>Coal Firmness Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.50</td>
<td>70</td>
<td>70</td>
<td>70</td>
<td>50</td>
<td>70</td>
</tr>
<tr>
<td>0.75</td>
<td>90</td>
<td>80</td>
<td>80</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>1.00</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>1.25</td>
<td>70</td>
<td>80</td>
<td>70</td>
<td>60</td>
<td>90</td>
</tr>
<tr>
<td>1.50</td>
<td>70</td>
<td>80</td>
<td>70</td>
<td>60</td>
<td>80</td>
</tr>
<tr>
<td>Variance</td>
<td>0.0096</td>
<td>0.0040</td>
<td>0.0064</td>
<td>0.0184</td>
<td>0.0080</td>
</tr>
</tbody>
</table>

As can be seen from Table 4, when the values of the five predictive indexes of gas pressure, initial gas emission velocity, buried depth, coal failure type, and coal firmness coefficient are changed, the variances of the prediction accuracies at different coefficients of variation are 0.0096, 0.0040, 0.0064, 0.0184, and 0.0080, respectively. The sensitivities of the five predictive indexes, in descending order, are coal failure type, gas pressure, coal firmness coefficient, buried depth, and initial gas emission velocity. This can help mine workers to quickly check the risk factors that may cause LI-CGO when the measured value of the predictive index does not exceed the critical value.

6. Conclusions

To accurately predict the LI-CGO, this study collected disaster cases from XP, SH, EH, and PJ. Gas pressure, initial gas emission velocity, buried depth, coal failure type, and coal firmness coefficient were used as the five characteristic parameters of CGO. Three different training sets were made to explore the influence of data from different sources on prediction results. The trained SVM model was used to predict LI-CGO cases in the test set. Also, the prediction accuracy of SVM, BPNN, and DDA models was compared. Then the PSO algorithm was used to optimize two key parameters of C and g of SVM to improve the prediction accuracy. The research results are as follows.

(1) The prediction accuracy of the SVM model is better than BPNN and DDA models for the prediction of LI-CGO cases based on the training set and test set in this study.

(2) The prediction accuracy of the SVM model trained by T1 without LI-CGO cases is 50%, which is lower than the 70% that of the SVM model trained by T2, including LI-CGO cases.

(3) In comparison with the prediction result of the SVM model trained by T2 that only contain the data of XP and PJ, it gets better with the prediction accuracy of 80% when the predictive model trained by T3 that made by adding the data from EH and SH to the training set T2.

(4) The PSO-SVM model established in this study by optimizing the SVM with PSO achieves a better predictive effect in LI-CGO prediction with an accuracy of 90% based on the training set T3. The predicted accuracy rate of the PSO-SVM model for type “0” and type “1” cases are 90% and 87%, respectively. The research results can provide a method reference for the prediction of LI-CGO. It is important to note that the measurements of the predictive indexes used in the PSO-SVM model should be accurate. For example, the measurement of gas pressure may be low due to an unsealed borehole.
In further research, attention should be paid to how to accurately and quickly measure the value of the predictive indexes used in the prediction model and explore predictive indexes that can more accurately reflect the risk of LI-CGO.
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