Degradation Prediction and Cost Optimization of Second-Life Battery Used for Energy Arbitrage and Peak-Shaving in an Electric Grid
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Abstract: With the development of the electric vehicle industry, the number of batteries that are retired from vehicles is increasing rapidly, which raises critical environmental and waste issues. Second-life batteries recycled from automobiles have eighty percent of the capacity, which is a potential solution for the electricity grid application. To utilize the second-life batteries efficiently, an accurate estimation of their performance becomes a crucial portion of the optimization of cost-effectiveness. Nonetheless, few works focus on the modeling of the applications of second-life batteries. In this work, a general methodology is presented for the performance modeling and degradation prediction of second-life batteries applied in electric grid systems. The proposed method couples an electrochemical model of the battery performance, a state of health estimation method, and a revenue maximization algorithm for the application in the electric grid. The degradation of the battery is predicted under distinct charging and discharging rates. The results show that the degradation of the batteries can be slowed down, which is achieved by connecting numbers of batteries together in parallel to provide the same amount of required power. Many works aim for optimization of the operation of fresh Battery Energy Storage Systems (BESS). However, few works focus on the second-life battery applications. In this work, we present a trade-off between the revenue of the second-life battery and the service life while utilizing the battery for distinct operational strategies, i.e., arbitrage and peak shaving against Michigan’s DTE electricity utility’s Dynamic Peak Pricing (DPP) and Time of Use (TOU) tariffs. Results from case studies show that arbitrage against the TOU tariff in summer is the best choice due to its longer battery service life under the same power requirement. With the number of retired batteries set to increase over the next 10 years, this will give insight to the retired battery owners/procurers on how to increase the profitability, while making a circular economy of EV batteries more sustainable.
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1. Introduction

With the widespread use of electric vehicles, huge numbers of batteries are employed. As the battery is charged and discharged continuously, the capacity degrades gradually. When it reaches a certain level, i.e., 80% of the original state of health, the battery should be retired from the electric vehicles [1,2]. With the continuous development of the electric vehicle industry, the number of batteries retired from vehicles is increasing rapidly. The expense of disassembling and recycling these batteries is relatively high, which raises a substantial issue on how to handle them appropriately. A recent work that utilizes an indicator, i.e., global warming potential, demonstrates that reusing the existing electric vehicle battery in a secondary application provides a significant environmental
benefit compared to manufacturing a new battery for the same purpose [3]. By appropriate assessment and treatment, the retired batteries can be utilized for other applications. Such reused batteries are referred to as second-life batteries [4–6]. The implementation of second-life batteries is also beneficial for protecting the environment and saving money [7].

Among the various applications of the second-life battery, it is found to be suitable for employment as an energy storage system in the electricity grid system [8]. Energy storage systems have proven to be a game changer for the integration of renewable energy and the stability of modern power systems [9]. Their use in the grid can be for various purposes. In [10], G. Fitzgerald et al. mentioned thirteen different uses for BESSs in general. Main grid utilization of BESSs is for energy arbitrage [11–13], frequency regulation [14–16], peak shaving [17–19], or power smoothing [20–22]. The second-life batteries have been deployed by industrial consortiums as discussed in [23–25]. In [26], Zhang et al. proposes a remaining useful life prediction methodology using a deep learning integrated approach. In [27], XiaoFan et al. discusses a power processing methodology for power converters for power optimization of second-life batteries. Many research studies [28–30] focus on the aging of a fresh energy storage system, however, there is a clear research gap in predicting the degradation of second-life batteries. Therefore, accurate battery performance estimation becomes essential in the choice of operational grid strategies. In the short-term range, correct estimation of the battery charging and discharging responses can enhance the stabilization of the grid system [31]. For the long-term consideration, accurate state of health prediction of the second-life battery is beneficial for reducing the cost and improving the grid system efficiency [32].

For distinct working conditions, i.e., operational strategies and user loads, the cost-effectiveness of the batteries can be optimized with appropriate configurations, i.e., series and parallel connections [33]. Compared to costly and time-consuming experimental testing, numerical modeling is a better approach to speed up the simulation of the operating process [34]. The three main categories of modeling methods are the physics-based electrochemical models [35], the electrical equivalent circuit models [36,37], and the data-driven models [38,39]. The advantages and limitations of these approaches are summarized in Table 1. The physics-based model shows the mechanisms of electrochemical reactions, which are particularly important in predicting degradation. Among various models, the Doyle-Fuller-Newman (DFN) model attracts great attention due to its good accuracy and suitability for diverse working conditions [40]. For engineering practice, the P2D model is simplified to a more concise form [41,42]. Xu et al. presented an electrochemical-thermal-capacity model that minimizes capacity fade and reduces the temperature rise to prevent a thermal runaway [43]. Song et al. developed an electro-chemo-mechanical model, which couples the mechanical and electrochemical factors [44]. The framework of the P2D model is implemented in commercial software, such as COMSOL [45], and open-source codes, i.e., DUALFOIL [46], LIONSIMBA [47], and PyBaMM [48].

A number of major degradation mechanisms are proposed to accurately model the battery aging process. They are solid electrolyte interphase (SEI) layer growth, lithium plating, particle cracking, and active material losses. Safri et al. developed a solvent-decomposition reaction model to simulate the growth of solid electrolyte interphase at the anode [49]. Single et al. revealed the mechanism of SEI formation [50]. Their work demonstrated that the diffusion of neutral radicals is the cause of long-term SEI growth. Luo et al. revealed the mechanism of SEI formation [51]. They simulated the battery degradation under various depths of discharge, state-of-charge swing ranges, and temperatures. O’Kane et al. coupled four degradation mechanisms in the electrochemical model [52]. They reported that five distinct pathways can result in end-of-life, which depends on how the cell is charged and discharged.

This article outlines a technique for predicting the performance and degradation of second-life batteries utilized in electric grid systems. The approach consists of an electrochemical model of the battery’s performance, a health monitoring method, and an
algorithm to reduce costs for grid applications. The governing equations of the electrochemical process and the degradation mechanisms are demonstrated. Different charging and discharging rates are utilized to predict battery degradation. The study shows that the connection of batteries in parallel can slow down the degradation, but this option requires a balance between the cost of the battery and its lifetime. Different charging and discharging strategies are considered in the research, including DPP and TOU. The strategy with both a longer battery life and a mediate cost is depicted.

The main contributions of this work are summarized as follows:

- A methodology that couples the DFN electrochemical model and a revenue maximization algorithm is introduced to model the performance of a second-life battery in the application of the electric grid.
- Simulations of distinct configurations demonstrate that a trade-off between the revenue of the battery and the service life should be optimized.
- Through the implementation of distinct battery operational strategies, the study illustrates that the arbitrage against the TOU tariff in summer is the optimal solution among various combinations due to its longer battery service life while providing the same amount of power.

**Table 1.** A summary of the battery performance modeling approaches, including their benefits and limitations.

<table>
<thead>
<tr>
<th>Category</th>
<th>Benefits</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physics-based electrochemical models</td>
<td>Reveal the physical phenomenon behind the battery; suitable for wide scenario ranges</td>
<td>Complex to implement; time-consuming</td>
</tr>
<tr>
<td>Electrical equivalent circuit models</td>
<td>Robust; easy to implement</td>
<td>Less accurate</td>
</tr>
<tr>
<td>Data-driven models</td>
<td>Moderate accuracy; knowledge of the underlying process is not required</td>
<td>Accuracy depends on the quality of training data; usually requires a large set of charging and discharging data</td>
</tr>
</tbody>
</table>

2. Methodology

The structure of a battery under the P2D model configuration is displayed in Figure 1. The cell consists of three regions: the positive electrode, the separator, and the negative electrode. The active materials are modeled as spherical particles that fill in the positive and negative electrodes. Two dimensions are considered in the P2D model. The x-axis is defined in the direction perpendicular to these layers to account for the diffusion and migration of Li ions in the liquid phase. The origin of the r-axis is at the center of the solid sphere, which describes the diffusion of Li ions in the active materials.

![Figure 1. Structure configuration of the P2D model of the Li-ion battery.](image)
2.1. P2D Models

The electrochemical process described in P2D models is governed by the following five partial differential equations. They are the equations for: charge conservation in the homogeneous solid, mass conservation in the homogeneous solid, mass conservation in the homogeneous electrolyte, charge conservation in the homogeneous electrolyte, and lithium movement between the solid and electrolyte phases [40,53,54].

2.1.1. Mass Conservation in Solid

The lithium diffusion inside the solid particles is driven by the gradient of its concentration, which is governed by Fick’s second law as:

\[
\frac{\partial c_s(x,r,t)}{\partial t} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( D_s r^2 \frac{\partial c_s(x,r,t)}{\partial r} \right)
\]

(1)

where \(c_s(x,t,r)\) and \(D_s\) are the concentration and the diffusion coefficient of lithium in the solid phase, respectively. The initial condition is:

\[c_s(x,r,t) \mid t = 0 = c_{s,0}\]

(2)

The boundary conditions are:

\[D_s \frac{\partial c_s(x,r,t)}{\partial r} \bigg|_{r=0} = 0\]  

(3)

\[D_s \frac{\partial c_s(x,r,t)}{\partial r} \bigg|_{r=R_s} = \frac{j(x,t)}{F}\]  

(4)

where \(c_{s,0}, R_s, F,\) and \(j(x,t)\) are the initial concentration of lithium, the radius of solid-state particles, the Faraday constant, and the current density of the surface particle’s electrochemical reaction rate, respectively.

2.1.2. Mass Conservation in Electrolyte

The movement of lithium ions inside the electrolyte is governed by the diffusion and migration process, which is described by:

\[\varepsilon_e \frac{\partial c_e(x,t)}{\partial t} = \frac{\partial}{\partial x} \left( D_{e,eff} \frac{\partial c_e(x,t)}{\partial x} \right) + a_s (1 - t^w) \frac{j(x,t)}{F}\]

(5)

with \(c_e(x,t), \varepsilon_e,\) and \(t^w\) being the lithium ion concentration, the electrolyte volume fraction, and the lithium ion transfer number, respectively. \(D_{e,eff}\) is the effective diffusion coefficient in the electrolyte and is expressed as:

\[D_{e,eff} = \varepsilon_e^{brugg} D_e\]  

(6)

where \(\varepsilon_e^{brugg}\) is the Bruggeman correction coefficient. \(D_e\) is the electrolyte diffusion coefficient. The specific surface area of the solid particles is calculated as:

\[a_s = \frac{3 \varepsilon_s}{R_s}\]  

(7)

where \(\varepsilon_s\) is the solid phase volume fraction.

The corresponding boundary conditions are:

\[\frac{\partial c_e(x,t)}{\partial x} \bigg|_{x=0} = \frac{\partial c_e(x,t)}{\partial x} \bigg|_{x=L} = 0\]  

(8)

\[D_{e,eff} \frac{\partial c_e(x,t)}{\partial x} \bigg|_{x=x_{neg}} = D_{e,exp} \frac{\partial c_e(x,t)}{\partial x} \bigg|_{x=x_{neg}}\]  

(9)
where $x = 0$ represents the boundary between the current collector and the negative electrode; $x = x_{neg}$ is the boundary between the negative electrode and the separator; $x = x_{sep}$ defines the boundary between the separator and the positive electrode. In addition, the superscripts “−” and “+” denote the negative and positive portions of the battery.

2.1.3. Charge Conservation in Solid

Charge conservation shows that there is rarely a loss of net charge. Ohm’s law can be seen in the electrode solid-phase potential distribution, which can be stated as follows:

$$-\frac{\partial i_s(x, t)}{\partial x} = \frac{\partial}{\partial x} \left( \sigma_s^{\text{eff}} \frac{\partial \phi_s(x, t)}{\partial x} \right) = a_j(x, t)$$

(13)

where $i_s(x, t)$ is the electrical current density in the solid phase, $\phi_s(x, t)$ is the potential present in the solid phase, and $\sigma_s^{\text{eff}}$ is the material’s effective electrical conductivity in the solid state defined as:

$$\sigma_s^{\text{eff}} = \varepsilon_s \sigma_s$$

(14)

with $\sigma_s$ denoting the material’s conductivity in the solid phase.

The boundary conditions are as follows:

$$-\sigma_s^{\text{eff}} \frac{\partial \phi_s(x, t)}{\partial x} \bigg|_{x=0} = -\sigma_s^{\text{eff}} \frac{\partial \phi_s(x, t)}{\partial x} \bigg|_{x=L} = \frac{l_{\text{app}}(t)}{A_{\text{cell}}}$$

(15)

where cell $A$ is the electrode area and $l_{\text{app}}(t)$ is the charge/discharge current value of the external circuit when the battery is functioning.

2.1.4. Charge Conservation in Electrolyte

The charge is conserved in the liquid phase. The lithium ions are intercalated and deintercalated inside the solid particles, which is governed by:

$$-\frac{\partial i_e(x, t)}{\partial x} = \frac{\partial}{\partial x} \left( k_e^{\text{eff}} \frac{\partial \phi_e(x, t)}{\partial x} \right) + \frac{\partial}{\partial x} \left( k_p^{\text{eff}} \frac{\partial \ln c_e(x, t)}{\partial x} \right) = -a_j(x, t)$$

(16)

where $i_e(x, t)$, $c_e(x, t)$, $\phi_e(x, t)$, and $k_e^{\text{eff}}$ are the ionic current density, the lithium concentration, the potential, and the effective ionic conductivity in the electrolyte. Then:

$$k_e^{\text{eff}} = \varepsilon_e^{\text{brugg}} K_e$$

(17)

with $K_e$ being the ionic conductivity of the electrolyte. The effective diffusion conductivity of the electrolyte is expressed as:

$$k_p^{\text{eff}} = \frac{2RT k_e^{\text{eff}}}{F} \left( 1 + \frac{d \ln f_\pm}{d \ln c_e}(t^*_+ - 1) \right)$$

(18)

with $R$, $T$, and $f_\pm$ being the gas constant, the temperature, and the molar activity coefficients of the electrolyte. The boundary conditions are:

$$\frac{\partial \phi_e(x, t)}{\partial x} \bigg|_{x=0} = \frac{\partial \phi_e(x, t)}{\partial x} \bigg|_{x=L} = 0$$

(19)
2.1.5. Electrochemical Kinetics Equation

To link the surface over potential $\eta(x, t)$ with the electrochemical reaction rate $j(x, t)$, the Butler–Volmer kinetic equation is employed.

$$j(x, t) = i_0 \left[ \exp \left( \frac{\alpha_c F}{RT} \eta(x, t) \right) - \exp \left( -\frac{\alpha_a F}{RT} \eta(x, t) \right) \right]$$

(24)

with $i_0$, $\alpha_a$, and $\alpha_c$ being the exchange current density, the transfer coefficient of the anode, and the transfer coefficient of the cathode, respectively. The overpotential is expressed as:

$$\eta(x, t) = \emptyset_n(x, t) - \emptyset_e(x, t) - E^\theta(x, t)$$

(25)

with $R_{SEI}$ being the resistance of the SEI film, and $E^\theta$ being the equilibrium potential of the electrodes. In addition:

$$\theta_j(x, t) = \frac{c_{surf \_surf}(x, t)}{c_{surf \_surf}}$$

(26)

where $c_{surf \_surf}(x, t)$ stands for the lithium concentration of the active material surface; $c_{surf \_surf}$ is the maximal lithium concentration of electrodes. The exchange current can be calculated as:

$$i_0 = F k_0 (c_{surf \_surf} - c_{surf \_surf})^{a} c_{surf \_surf}^{a}$$

(27)

with $k_0$ as the electrochemical reaction rate constant.

2.2. State of Health

For the long-term lifespan, four mechanisms can be utilized for the prediction of the state of health. In this paper, the interstitial-diffusion-limited SEI growth model is implemented [51]. The four mechanisms are the solid electrolyte interphase layer growth, lithium plating, particle cracking, and active material losses.

$$j^\star_{inter} = - \frac{F^* D^\star_{Li}^j}{L^p_{c}} c^j_{Li,0} \exp \left( - \frac{F^*}{R_g T^*} (\emptyset^*_n - \emptyset^*_e) \right)$$

(28)

Here, $j^\star_{inter}$ represents the interfacial current density, $D^\star_{Li}^j$ is the diffusivity of lithium ions in the inner SEI, $\emptyset^*_n$ is the negative electrode potential, and $c^j_{Li,0}$ is the inner SEI’s concentration of lithium ion interstitials when $\emptyset^*_n = \emptyset^*_e$. Here, $\emptyset^*_e$ is the true electrolyte potential, $F^*$ shows Faraday’s constant, $R_g$ is the universal gas constant, and $T^*$ is the reference temperature. The lithium plating is considered irreversible in this work. For the lithium plating portion, the irreversible model is selected. The SEI on cracks and loss of active material losses are not considered in this work. The description and derivation of the governing equations for the degradation mechanisms are well demonstrated in [48–52,55]. The default settings of PyBaMM are utilized for the rest simulations.
2.3. Grid Optimization

This section will present an optimization problem for the LG M50 cylindrical cell used in a pack acting as an energy storage system to provide power to the grid for two management strategies: energy arbitrage and peak shaving. They are under extensive investigation on the demand side in the area of power systems. Arbitrage involves exploiting temporal price variations in the electricity market by purchasing electricity during periods of lower prices and selling it during periods of higher prices, thereby maximizing economic gains. On the other hand, peak shaving aims to strategically decrease electricity consumption during peak demand periods to smooth out load curves and reduce grid stress. The advancement of sustainable energy systems is aided by these strategies, which play a crucial role in enhancing grid stability, cost-effectiveness, and the integration of renewable energy sources.

The mathematical statement of the optimization problem is described in the following equations.

$$\max \sum_{t=1}^{96} E_{dch}(t)C_{pk}(t) - E_{ch}(t)C_{offpk}(t)$$

s.t.

$$C_{battery}(t) = C_{battery}(t-1) + E_{ch}(t)\eta_{ch} - E_{dch}(t)\eta_{dch}$$

$$SOC(t = 1) = SOC(t = 96)$$

$$E_{ch}(t) \leq E_{ch,max}(t) \times 0.95 \times u(t) \forall u \in 0,1$$

$$E_{dch}(t) \leq E_{dch,max}(t) \times 0.95 \times u(t) \forall u \in 0,1$$

$$SOC_{min} \leq SOC \leq SOC_{max}$$

$$E_{dch}(t) \times u(t) + E_{ch}(t) \times (1 - u(t)) = 0$$

where \( u(t) = 1, t = 44 \) to \( 80 \)

\( u(t) = 0, t = 1 \) to \( 43 \) or \( 81 \) to \( 96 \)

In Equation (30), \( E_{dch} \) is the discharge energy in kWh from the battery, \( E_{ch} \) is the charging energy in kWh into the battery, \( C_{pk} \) is the cost of energy in USD/kWh for the peak hours, and \( C_{offpk} \) is the cost of energy in USD/kWh for the off-peak hours, respectively. \( \eta_{ch} \) and \( \eta_{dch} \) are the charge and discharge efficiencies taken as 0.95 (95%). The variable \( u(t) \) is a binary variable that makes sure that the battery either charges or discharges at one 15-min time interval. The \( t \) represents 15-min intervals in a 24-h period, i.e., \( 25 \times 15 = 96 \). The cost function maximizes the profit earned by selling the power (revenue) subtracted from the money incurred by charging the battery (cost). Constraint (31) calculates the capacity \( C_{battery} \) of the battery at each time step \( t \), i.e., \( C_{battery} \) decreases if the battery is discharged or increases if it is charged. Equation (31) sets the state of charge SOC at \( t = 1 \) at the start of the day equal to the SOC at \( t = 96 \) at the end of the day. Equations (32)–(34) keep the charge energy, discharge energy, and state of charge within the maximum physical limit of the battery, respectively. Equation (35) is an additional constraint only for the peak-shaving strategy that forces the battery to discharge during the peak demand hours. The optimization problem is an MILP formulated using the abstract model in Pyomo 6.6.0 and solved using the CPLEX optimization solver.

The load profile of Southeast Michigan on a typical weekday is given in Figure 2, which shows the load profile for one day of residential customers in Michigan. The load peaks at around 12 p.m. and dips around 8 p.m. This is known as peak load for which
utilities must fire up the peak power plants, which is both expensive and inefficient. However, with recent advances, energy storage systems can be used to provide the stored power to the grid to meet the peak load, which is known as peak shaving.

![Figure 2](image.png)

**Figure 2.** The load profile of Southeast Michigan on a typical weekday.

The optimization problem in this work is solved for the two different residential tariffs of a DTE utility in Michigan: Time of Use (TOU) and Dynamic Peak Pricing (DPP) rate as shown in Table 2. The concept of TOU rate structures is to divide the day into different periods, each with varying electricity prices, which encourages consumers to switch their electricity consumption to off-peak hours when prices are lower. On the other hand, the DPP rate dynamically adjusts electricity prices in real time depending on the supply and demand conditions of the network, favoring a more flexible and reactive consumption behavior.

<table>
<thead>
<tr>
<th>Tariff Type</th>
<th>On-Peak Hours</th>
<th>Mid-Peak Hours</th>
<th>Off-Peak Hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time of Use (TOU)</td>
<td>Monday–Friday 3 p.m. to 7 p.m.</td>
<td>---</td>
<td>Monday–Friday 12 a.m.–3 p.m., 7 p.m.–12 a.m., and all-day Saturday, Sunday</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>7.941 4.828 5.560 4.828</td>
</tr>
<tr>
<td>Dynamic Peak Pricing (DPP)</td>
<td>Monday–Friday 3 p.m. to 7 p.m.</td>
<td>7 a.m. to 3 p.m., 7 p.m. to 11 p.m. and all-day Saturday, Sunday</td>
<td>11 p.m. to 7 a.m.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.658</td>
<td>5.486 1.184</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Same rates all around the year</td>
<td>1.184</td>
</tr>
</tbody>
</table>

### Table 2. DTE TOU and DPP tariff.

#### 3. Results

3.1. Model Validation

To validate the proposed calculation method, we have conducted simulations using the LG M50 cylindrical cell. The detailed values of battery parameters were taken from the reported works [52,56]. To represent different operating conditions, three distinct discharging rates were selected, which are 0.05C, 1C, and 2C. The voltage responses obtained from our model, which was implemented using PyBaMM v23.5, were compared with experimental data available online and depicted in Figure 3. Due to the significant difference
in discharging timespans between 0.05C and the other rates, their responses were plotted separately in Figure 3a. The model exhibited good agreement with the experimental data for the discharging curve. Minor deviations between simulation results and experimental data were observed for higher discharging rates, i.e., 1C and 2C in Figure 3b, yet remained within acceptable tolerances.

Figure 3. The voltage responses of the battery at (a) 0.05C and (b) 1C and 2C.

With the short time performance of the battery validated, the long-term degradation estimation is also validated. The following cycling protocol is utilized, which is the same as a testing report. Firstly, the cell is charged at a constant current of 0.33C to 4.2 V. Then, the cell is discharged at the same constant rate of 2.85 V. The above protocol is repeated for 1000 cycles with the discharged capacity displayed in Figure 4. As depicted in the figure, the discharge capacity drops to 4.10 A.h, which is around 80% of the initial capacity. It is well agreed with the reported testing results.

Figure 4. The discharge capacity of the battery for 1000 charging and discharging cycles.

3.2. Optimization for Distinct Strategies

Using the second-life battery cell in a grid would need a scheduled charge and discharge, which is calculated by an optimization problem explained in Section 2. The charge and discharge energy (kWh) of the battery cell is optimized using an optimization problem formulation explained in Section 2.3, while following the constraints. Figure 5a,b shows the charging and discharging energy (kWh) of a battery cell for the DPP tariff for arbitrage and peak-shaving. The battery charges and discharges aggressively for DPP-Arbitrage during hours 8 to 16 while for DPP—Peak-Shaving the charge and discharge trend is concentrated from hours 19 to 22. Likewise, Figure 6a,b show charge and discharge
energy (kWh) calculated for the TOU tariff for summer arbitrage and peak-shaving. Figure 7a,b provides similar results for the TOU tariff for winter. The overall charge and discharge profile is rigorous for TOU summer peak shaving as compared to the rest. In terms of battery degradation, such a profile will lessen cell life. For longer life, the charging and discharging of the battery needs to be less rigorous for TOU peak shaving during winters. The peaks are widely distributed with a uniform discharge during the peak hours.

**Figure 5.** (a) Charge and discharge energy (kWh) for arbitrage against DPP tariff; (b) charge and discharge energy (kWh) for peak shaving against DPP tariff.

**Figure 6.** (a) Charge and discharge energy (kWh) for arbitrage against TOU tariff (summer); (b) charge and discharge energy (kWh) for peak shaving against TOU tariff (summer).

**Figure 7.** (a) Charge and discharge energy (kWh) for arbitrage against TOU tariff (winter); (b) charge and discharge energy (kWh) for peak shaving against TOU tariff (winter).
3.3. Battery Cell Capacity

To further expand on the results above, Figures 8–10 show the battery cell’s capacity in kWh for DPP and TOU tariffs. Figure 8 shows that the battery capacity profile for DPP peak shaving is more rigorous as compared to DPP arbitrage. For Figure 9, the battery capacity profile for TOU peak shaving in summer is more rigorous than TOU arbitrage in summer. The battery capacity profile for TOU winter peak shaving is more rigorous than TOU winter arbitrage. Overall, the battery capacity profile for TOU winter arbitrage and peak shaving looks the smoothest as compared to all other cases, which is in accordance with the charge and discharge profile results above.

Figure 8. (a) Battery capacity (kWh) for 1 day (15 min interval) for DPP arbitrage; (b) battery capacity (kWh) for 1 day (15 min interval) for DPP peak shaving.

Figure 9. (a) Battery capacity (kWh) for 1 day (15 min interval) for TOU (summer) EA; (b) battery capacity (kWh) for 1 day (15 min interval) for TOU (summer) peak shaving.

Figure 10. (a) Battery capacity (kWh) for 1 day (15 min interval) for TOU (winter) arbitrage; (b) battery capacity (kWh) for 1 day (15 min interval) for TOU (winter) peak shaving.
3.4. Usage Days for Different Operational Strategies

In this part, the usage days of two different operational strategies are investigated. Case 1 simulates the configuration in that the required power is supplied using one LG M50 cell, while case 2 is for the same power supplied using two identical cells. For each case, the battery cell(s) starts from 80% of its original state of health, justifying it as a second-life battery use. It will be terminated at 64%, which is 80% of the starting point of the second-life use. Figure 11 shows the cell life (usage days) calculated for two different configurations. The first configuration considers only one cell providing (discharge) and receiving (charge) energy/power to and from the grid, respectively, against DPP and TOU tariffs for EA and peak shaving. Conversely, the second configuration considers the same for two battery cells. The bar graph shows that cell life is the shortest in the first configuration where the peak shaving is provided by one cell for summer TOU. This is because the cell charges and discharges aggressively for this scenario as compared to the other cases, resulting in heavy cell degradation. The cell life is the longest for the arbitrage case against the DPP tariff. For configuration 2, again the cell life is lowest for peak shaving for TOU (summer), while the cell life is longest for TOU (winter) peak shaving.

![Figure 11. Usage days when required power is provided by one vs. two battery cells.](image)

Table 3 shows the revenue (in USD) calculated by optimizing the cost function. The profit is at a maximum (USD 21.25) for the arbitrage for TOU in summer. However, the degradation for the same battery cell as shown above was the maximum. This again shows that excessive charge and discharge may earn revenue but will also degrade the battery fast. Therefore, the battery needs to generate revenue while at the same time degrading slowly for long life. Considering the results from Figure 11 and Table 3, it is recommended to use the second-life battery pack made of used LG M50 cells for arbitrage against the TOU tariff in summer.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Profit per 24 h (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DPP—Arbitrage</td>
<td>0.7067</td>
</tr>
<tr>
<td>DPP—Peak Shaving</td>
<td>1.77</td>
</tr>
<tr>
<td>TOU—Arbitrage (Summer)</td>
<td>20.08</td>
</tr>
<tr>
<td>TOU—Peak Shaving (Summer)</td>
<td>21.25</td>
</tr>
<tr>
<td>TOU—Arbitrage (Winter)</td>
<td>0.32</td>
</tr>
<tr>
<td>TOU—Peak Shaving (Winter)</td>
<td>0.32</td>
</tr>
</tbody>
</table>
4. Conclusions

A method for predicting the performance and deterioration of second-life batteries deployed in electric grid systems is presented in this paper. The approach incorporates an electrochemical model to evaluate battery performance, a health monitoring technique, and a cost-reduction algorithm designed for grid applications. The method predicts battery degradation based on various charging and discharging rates, which reveals that parallel battery connections can mitigate degradation, despite necessitating a balance between battery cost and longevity. Various charging and discharging strategies, including energy arbitrage and peak-shaving against DPP and TOU tariffs of Michigan’s DTE utility, are explored. Note that the proposed methodology utilizes the SEI layer growth and lithium plating mechanisms for battery degradation prediction to demonstrate the idea of its implementation in the performance estimation of second-life batteries. More complex mechanisms, i.e., the particle cracking model, loss of active material model, and the coupling of these mechanisms, could be employed to further improve the estimation accuracy. This methodology offers an appropriate framework for the analysis of the second-life battery in grid applications. It could be extended further for electric grid systems with photovoltaic panels and wind turbines. Moreover, combined with detailed cost estimation approaches for the battery, i.e., replacement and depreciation models, a more comprehensive computational framework could be developed for the revenue optimization of the electric grid system.
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